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A SAMPLE PROBLEM FOR VARIANCE REDUCTION IN MCNP

by

ThomasE. Booth

ABSTRACT

The Los AlamoscomputercodeMonteCarloNeutronPhoton
usefulvariancereductiontechniquesto aidthe MonteCarlouser.

(MCNP) has many
This reportapplies

manyof these techniquesto a conceptuallysimple but computationallydemanding
neutrontransportproblem.

I. INTRODUCTION

This report is based on a series of four 50-min
variance reduction talks (“MCNP Variance Reduction
Techniques,”video reels#12-15)given at the Magnetic
Fusion Energy Conference on MCNP,* Los Alamos
National Laboratory,October 1983.It is an overviewof
all variance reduction techniques in MCNP and not an
in-depthconsiderationofany. In fact, the techniquesare
described only in the context of a single conceptually
simple, but demanding, neutron transport problem,
with only enough theory presented to describe the gen-
eral flavor of the techniques. Detailed descriptions are
in the MCNP manual.1

This report assumesa generalfamiliarity with Monte
Carlo transport vocabulary such as weight, roulette,
score,bias, etc.

II. VARIANCEREDUCTION

Variance-reducingtechniques in Monte Carlo calcu-
lationscan often reduce the computer time required to
obtain resultsof sufficientprecision.Note that precision

*VideotapesoftheentireconferenceareavailablefromRadia-
tionShieldingInformationCenter,OakRidgeNationalLabo-
ratory,OakRidge,TN 37830.The readerwishingto run the
sampleproblemhereshouldreferto the appendixbeginning
onpage67forinputfiledetailsmodifiedsincetheconference
andafterthewritingofthisreport.

is onlyone requirement for a goodMonte Carlo calcula-
tion. Even a zero variance Monte Carlo calculation
cannot accurately predict natural behavior if other
sources of error are not minimized. Factors affecting
accuracywereoutlinedby Art Forster, LosAlamos(Fig.
1).**

This paper demonstrates how variance reduction
techniquescan increasethe efficiencyof a Monte Carlo
calculation.Two user choicesaffect that ei%ciency,the
choiceof tally and of random walk sampling.The tally
choice (of for example, collision vs track length esti-
mators) amounts to trying to obtain the best results
from the random walks sampled. The chosen random
walk samplingamounts to preferentiallysampling“im-
portant” particles at the expense of “unimportant”
particles.

A. Figureof Merit

The measure of efficiencyfor MCNP calculations is
the figureof merit (FOM) defined as

1
FOM = —

G:r T ‘

**Videoreel #l 1, “RelativeErrors,Figureof Merit” from
MCNPWorkshop,LosAlamosNationalLaboratory,October
4-7, 1983.Availablefrom RadiationShieldingInformation
Center,Oak RidgeNational Laboratory,Oak Ridge,TN
37830.
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1. CODEFACTORS

PHYSICSANDMODELS
DATAUNCER’PAINTIES

CROSS-SECTIONREPRESENTATION

ERRORSINTHECODING

2. PROBLEM-MODELINGFACTORS

SOURCEMODELANDDATA
GEOMETRICALCONFIGURATION
MATERIALCOMPOSITION

3. USERFACTORS

USER-SUPPLIEDSUBROUTINEERRORS

INPUTERRORS
vA~ANCEREDUcTIoNABUfjE

CHECKINGTHEOUTPUT
UNDERSTANDINGTHEPHYSICALMEASUFtEMEIW

Fig. 1. Factorsaffectingaccuracy.

where am,= relative standard deviation of the mean and
T = computer time for the calculation (in minutes). The
FOM should be roughly constant for a well-sampled
problembecauseO%ris (on average)proportional to N–l
(N= number of histories) and T is (on average)propor-
tional to N; therefore,the product remains approximately
constant.

B. GeneralComments

Although all variance reduction schemes have some
unique features,a fewgeneralcomments are worthwhile.
Considerthe problem of decreasing

(whereCJ2= history variance, N= number of particles,
and p = mean) for fixed computer time T. To decrease
a~,, we can try to decrease o or increase N—that is,
decrease the time per particle history-or both. Un-
fortunately, these two goals usually conflictbecause de-
creasing a normally requires more time per history be-
cause better information is required and increasing N
normallyincreasesa becausethere is lesstime per history
to obtain information. However, the situation is not
hopeless.It is often possible to decrease o substantially

without decreasingN too much or increase N substan-
tiallywithout increasingo too much so that

c
a“,,= —

Pm

decreases.
Many techniques described here attempt to decrease

a~r by either producing or destroying particles. Some
techniquesdo both. In general, (1) techniques that pro-
duce tracks work by decreasing a (we hope much faster
than N decreases),and (2) techniques that destroy tracks
work by increasing N (we hope much faster than a
increases).

IIIILTHE PROBLEM

The problem is illustrated in Fig. 3, but beforediscuss-
ing its Monte Carlo aspects, I must point out that the
problem is atypical and not real. I invented the sample
problem so most of the MCNP variance reduction tech-
niquescould be applied. Usually, a real probiem will not
need so many techniques. Furthermore,without under-
standing and caution, “variance-reducing” techniques
often increasethe variance.

Figure2 is the input file for an analog MCNP calcula-
tion and Fig. 3 is a slice through the geometry at z = O.

2



3

SAMPLE PROBLEM FOR MFE TALKS
c TALLIES FOR PARTICLES WITH E>.OIMEV

i o (1 -21):-2
2 1 -2.03E0 -1 -3 2
3 1 -2.03E0 -1 -4 3
4

:
7
8
9

10
11
12
13
14
15
16
17
18
19
20

1 -2.03E0 -1 -5 4
1 -2.03E0 -1 -6
i -2.03E0 -i -7 :
1 -2.03E0 -1 -8 7
1 -2.03E0 -1 -9 8
1 -2.03E0 -1 -lo 9
1 -2.03E0 -1 -11 10
1 -2.03E0 -1 -12 11
1 -2.03E0 -1 -13 12
1 -2.03E0 -1 -~4 13
i -2.03E0 -1 -15 14
1 -2.03E0 -1 -16 15
1 -2.03E0 -1 -17 16
t -2.03E0 -1 -18 17
1 -2.03E0 -1 -19 18
i -2.03E0 -t -20 19
0 -1 -21 20

21 1 -2.03E-2 -1 -22 21
220 1 21 -22
23022

:
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22

MODE
c
Ml

SRCI
S1
5P
NPS
IN
FI
F4
F5
Poo
EO
TO
CLITN
CTME
PROMP
PRINT

CY 100
PY o
PY 10
PY 20
PY 30
PY 40
PY 50
PY 60
PY 70
PY 80
PY 90
PY 100
PY 110
PY 120
PY i30
PY +40
PY 150
PY 160
PY 170
PY 180
PY 2000
PY 2010

0
THE FOLLOWING IS

1001 -.010
SCHAEFFER PORTLANO CONCRETE

8016 -.529
11023 -.016
12000 -.002
13027 -.034
14000 -.337
19000 -.013
20000 -.044
26000 -.014
6012 -.001

0 1.E-6 o 2 1.0
14 14

;25 .5 1
100000
0 1 3R 15R2R0
20
21
200 2005 0 0
0 19R 1 0 0 ~ONLY CELL 21 CONTRIBUTES TO POINT
.01 100
100 1000 10000
1.0E123 0.0 00
45
-5 -5

DETECTOR TALLY

Fig. 2. InputfileforananalogMCNP calculation.
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CELL 21 CONCRETE
p= 2.03E-2 ~/CC

F4 TRACK-LENGTH
FLUX ESTIMATE
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P= 2.Q3 91CC ~
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Fl (SURFACE CROSSING TALLY)

/
3 CELL 2-19

POINT ISOTROPIC
NEUTRON SOURCE

25962 MeV
50% 14 MeV

25% 2- 114MeV uniform

Fig. 3. Theproblem.



The primary tally is the point detector tally (F5)at the top
of Fig.3, 200 cm from the axis of the cylinder(y-axis).A
point isotropic neutron source is just barely inside the
firstcell(cell2)at the bottom of Fig.3.The sourceenergy
distribution is 25%at 2 MeV, 50%at 14 MeV, and 25Y0
uniformly distributed between 2 and 14 MeV. For this
problem, the detectors will respond only to neutrons
above0.01 MeV.

A“perfectshield”immediatelykillsany neutrons leav-
ing the cylinder(exceptfrom cell 21 to cell 22). Thus, to
tally (F5),a neutron must

1. penetrate 180cm of concrete(cells2-19),
2. leave the concrete (cell 19) with a direction close

enough to the cylinder axis that the neutron goes
from the bottom of cell 20 (the cylindricalvoid) to
the top and crossesinto cell21,

3. collide in cell 21 (becausepoint detector contribu-
tions are made only from collision/sourcepoints),
and

4. have energyabove 0.01 MeV.
These eventsare unlikelybecause

1.

2.

3.

4.

180 cm of 2.03-g/cm3 concrete is difficult to
penetrate,
there is only a small solid angle up the “pipe” (cell
20),
not many collisionswill occur in 10 cm of 0.0203-
g/cm3concrete,and
particlesloseenergypenetrating the concrete.

Before approaching these four problems, knowledge
about the the point detector technique can be applied to
keep from wasting time; only collisions in cell 21 can
contribute to the point detector. Collisionsin cells 2-19
cannot contribute through the perfect shield, that is, zero
importance region. Thus, the MCNP input is set (PDO
card, Fig. 2) so that the point detector ignorescollisions
not in cell 21. If the point detector did not ignore col-
lisionsin cells2-19, the followingwould happen at each
collision.

1.

2.

3.

4.

The probabilitydensity for scattering toward the
point detectorwould be calculated.
A point detector pseudoparticle would be created
and pointed toward the point detector.
The pseudoparticlewould be tracked and exponen-
tiallyattenuated through the concrete.
The useudoparticle would eventually enter the
perfe&shield(cell1)and be killedbeca&e a straight
line from any point in cells 2-19 to the point de-
tector would enter the perfectshield.

There is no point proceedingwith these stepsbecausethe
pseudoparticlesfrom cells2-19 are alwayskilled;time is
saved by ignoringpoint detector contributions from cells
2-19.

IV. ANALOGCALCULATION

Inspection of Fig. 4, which is derived from MCNP
summary tables, shows that the analog calculation fails.
Note that the tracksenteringdwindleto zero as they try to
penetrate the concrete (cells2-19).This problem will be
addressed in more detail later, but first note that the
number weightedenergy(NWE)is very low,especiallyin
cells 12, 13, and 14. The NWE is simply the average
energy,that is
NWE= JN(E)E dE

~N(E) dE ‘

where E = energy and N(E) = number density at energy
E.This indicatesthat there are many neutrons below0.01
MeVthat the point detector willnot respond to. There is
no sense followingparticles too low in energy to con-
tribute; therefore, MCNP kills neutrons when they fall
belowa user-suppliedenergycutoff.

V. ENERGY AND TIME CUTOFFS

A. EnergyCutoff

The energycutoff in MCNP is a singleuser-supplied
problem-wide energy level. Particles are terminated
when their energy falls below the energy cutoff. The
energy cutoff terminates tracks and thus decreases the
time per history.The energycutoff should be used only
when it is knownthat low-energyparticlesare either of
zero importance or almost zero importance. A number
of uitfallsexist.

i.

2.

3.

Remember that low-energyparticlescan often pro-
duce high-energyparticles (for example, fission or
low-energy neutrons inducing high-energy
photons).Thus, even if a detector is not sensitive
to low-energyparticles, the low-energy particles
may be important to the tally.
The energy cutoff is the same throughout the
entire problem. Often low-energyparticles have
zero importance in some regions and high im-
portance in others.
The answerwillbe biased(low)if the energycutoff
is killingparticles that might otherwisehave con-
tributed. Furthermore, as N+IXI the apparent er-
ror will go to zero and therefore mislead the un-
wary.Seriousconsiderationshouldbe givento two
techniques (discussed later), energy roulette and
space-energyweight window, that are always un-
biased.
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CELL

PROGR PROBL

2 2
3 3
4 4
5 5
6 6
7 7
8 8
~ ~

10 10
11 11
12 12
!3 !3
f4 f4
15 15
16 16
i7 17
18 18
19 19
20 20
21 21
22 22

TOTAL

TRACKS
ENTERING

4783
2176
1563
939
511
287
170
87
44
31
31
18

:
o
0
0
0
0
0
0

10644

POPULATION COLL:

3931
931
593
362
205
115

63
40
16
10

7
6
2
0
0
0
0
0
0
0
0

6281

SIONS COLLISIONS
* WEIGHT

(PER HISTORY)

13949
15057
12510

7390
4213
2219
1587

961
304
230
330
21e

17
0
0
0
0
0
0
0
0

58985

3.5593E+O0
3.8421E+O0
3.1921E+O0
1.8857E+O0
1.0750E+O0
5.6622E-01
4.0495E-01
z.45z2E-oj
7.7571E-02
5.8688E-02
8.4205E-02
5.5626E-02
4.3378E-03
o.

::
o.
0.
0.
0.
0.

1.5051E+OI

NUMBER
WEIGHTED

ENERGY

2.4144E-03
4.5943E-04
2.0566E-04
1.4450E-04
9.3995E-05
1.0022E-04
6.4696E-05
6.2827E-05
1.0691E-04
6.2272E-05
2.2207E-05
1.993+E-06
3.7686E-06
o.
0.
0.
0.
0.
0.
0.
0.

FLUX
WEIGHTEO

ENERGY

4.7075E+O0
1.9643E+O0
1.2067E+O0
8.4454E-01
5.6654E-01
5.8205E-01
4.4866E-01
4.6476E-Oi
5.1448E-01
2.4500E-01
1.1767E-01
6.6168E-04
7.9961E-04
o.
0.
0.
0.
0.
0.
0.
0.

AVERAGE
TRACK WEIGHT

(RELATIVE)

I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
1.0000E+OO
I.0000E+OO
I.0000E+OO
1.0000E+OO
t.0000E+OO
I.0000E+OO
o.
0.
0.
0.
0.
0.
0.
0.

AVERAGE
TRACK MFP

(CM)

5.8207E+O0
3.9404E+o0
3.3058E+O0
3.0062E+O0
2.7411E+O0
2.7733E+O0
2.5496E+O0
2.6046E+O0
3.0390E+O0
2.4143E+O0
2.t16tE+O0
1.919~E+O0
2.0823E+O0
o.
0.
0.
0.
0.
0.
0.
0.

ANALOG CALCULATION - NO VARIANCE REDUCTION TECHNIQUES

TALLY I TALLY 4
NPS MEAN ERROR I=OM MEAN ERROR Fokl
1000 0. 0.0000 0 0. 0.0000 0
2000 0. 0.0000 0 0. 0.0000 0
3000 0. 0.0000 0 0. 0.0000 0
3919 0. 0.000o 0 0. 0.0000 0

TALLY 5
MEAN ERROR FOM

o. 0.0000 0
0. 0.0000 0
0. 0.0000 0
0. 0.0000 0

******%*******************************************************************
OUMP NO. 2 ON” FILE RUNTPE NPS = 3919 CTM = .61

Fig.4. Analogcalculation.



B. TimeCutoff

The time cutoff in MCNP is a single user-supplied,
problem-widetime value.Particlesare terminated when
their time exceeds the time cutoff. The time cutoff
terminates tracks and thus decreasesthe computer time
per history.The time cutoffshouldonlybe used in time-
dependent problems where the last time bin will be
earlierthan the cutoff.

The sample problem in this report is time-independ-
ent, so the time cutoff is not demonstrated here.

C. TheSampleProblemwithEnergyCutoff

Figure 5 gives the results of an MCNP calculation
with a O.01-MeVenergy cutoff. Note that the number
weighted energy is about 1000 times higher, so the
energy cutoff has changed the energy spectrum as ex-
pected. Furthermore, note that about four times as
many historieswere run in the same time although the
total number of collisionsis approximatelyconstant.

Despite more histories, fewer tracks enter deep into
the concrete cylinder. This may seem a little counter-
intuitive until one remembers that the energy cutoff
kills the typical particle that has had many collisions
and is below the energy cutoff, that is, the typical
particledeep in the concrete.This decreasein the tracks
entering is not alarming because we know that only
tracks with energy less than 0.01 MeV were killed and
they cannot tally.

The trouble with the calculation is that the large
amount of concrete is preventing neutron travel from
the sourceto the tallyregion.The solutionis to preferen-
tiallypush particlesup the cylinder.Four techniques in
MCNP can be used for penetration,

1. geometrysplitting/Russianroulette,
2. exponentialtransorm,
3. forcedcollisions,*and
4. weightwindow.

VI. GEOMETRY SPLITTING AND
RUSSIAN ROULETTE

Geometry splitting/Russian roulette is one of the
oldest,most widelyused variance reduction techniques.
As with most biasing techniques, the objective is to
spend more time samplingimportant (spatial)cellsand
less time sampling unimportant cells. The technique
(Fig.6) is to

1. divide the geometryinto cells;
2. assignimportances (In)to these cells;and

*Therewill not be an exampleusingforcedcollisionsfor
penetrationproblemsbecauseit isawkwardtodoinMCNP.In
fact,analterationto theweightcutoffgameisoftennecessary.

3. when crossing from cell m to cell n, compute
V = In/l~. If
a. v = 1,continue transport;
b. v <1, play Russian roulette,
c. v >1, split the particle into v = I./I~ tracks.

A. RussianRoulette(v < 1)

If v <1, the particle is entering a cell that we wish to
sample less frequently, so the particle plays Russian
roulette.That is,

1. with probability v, the particle survives and its
weightis multipliedby V–l,or

2. with probability 1– v the particle is killed.
In general, Russian roulette increases the history
variance but decreases the time per history, allowing
more historiesto be run.

B. Splitting(v> 1)

If v > 1, the particle is entering a more important
regionand is split into “v” subparticles.Ifv is an integer,
this is easy to do; otherwise v must be sampled. Con-
sidern < v < n + 1,then

Probability SplitWeight

p(n) = n + 1– v wt, = wt/n sampled
p(n+l) = v – n wt, = wt/(n + 1) splitting

The sampled splittingschemeabove conservesthe total
weightcrossingthe splittingsurface,but the split weight
varies, depending on whether n or n + 1 particles are
selected.

L Actually,MCNP does not use the sampled splitting
scheme.MCNP usesan expectedvalue scheme:

Probability SplitWeight

p(n) = n + 1– v wt, = wt/v expectedvalue
p(n + 1)= v – n v-n,= wt/v splitting

The MCNP schemedoes not conserveweightcrossinga
splittingsurfaceat each occurrence.That is, if n particles
are sampled,the total weightentering is

w
n. — =~. wt<wt,

Vv

but if n + 1 particles are sampled, the total weight
enteringis

(n+ 1) ~t = %1 wt> wt,

However,the expectedweightcrossingthe surfaceis wt:
Wt

p(n)” n” ~ + p(n + 1)”(n + 1)” ~= wt.
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CELL

PROGR PR08L

2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9

10 10
11 11
12 12
13 13
14 14
15 15
16 16
i7 17
18
19 ;:
20 20
21 21
22 22

TOTAL

NPS

1%
3om
4000
5000
6000
7cum
moo
9000

100DO
11000
12000
130eci
i391m

TRACKS POPULATION
ENTERING

15416 14004
4445 3098
2f97 1580

973 716
467 331
233 17j
110 65
56 43
40 24
20 15

8 7
3 2
0
0 :
o 0
0 0
0 0
0 0
0 0
0 0
0, 0

23968 20076

TALLY t
HEAN

::
o.
0.
0.
0.
0.
0.
0.

::
o.
0.
0.

ERROR
0:0000
O.0000

:%%
O.0000
0.0000
0:0000
o.Oooo
O.ocmo
O.0000

::%%

%%%

FOM
o
0

:
o
0
0
0
0
0
0
0
0
0

27380
15611
7830
3661
1726
765
420
186
155
78
42

:
,0
0
0
0
0
0
0
0

57662

\

1.9802E+O0
1. I176E+O0
5.6057E-01
2.6210E-Oi
1.2357E-01
5.4768E-02
3.0069E-02
1.3316E-02
1.i097E-02
5.5842E-03
3.0069E-03
5.7274E-04
o.
0.
0.
0.
0.
0.
0.
0.
0.

\
4.1425E+o0

NUMBER
WEIGHTEO

ENERGY

2.2661E+O0
1.0718E+o0
8.8425E-01
7.9762E-01
7.2799E-01
8.0i05E-01
7.4618E-Ot
9.0855E-01
5.8161E-01
5.31OOE-OI
4.0663E-01
4.8527E-02
o.
0.
0.
0.
0.
0.
0.
0. \

FLUX
WEIGHTEO

ENERGY

6.0L130E+o0
3.96S8E+O0
3.4412E+O0
2.9569E+O0
2.6838E+O0
2.6783E+O0

AVERAGE
TRAcK WEIGHT

(RELATIVE)

I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+oo
I.0000E+oo
I.0000E+OO

2.4966E+00
2.6749E+O0
1.7610E+O0
i.6936E+00
1.5i99E+O0
3.3019E-01
o.
0.
0.
0.
0.
0.
0.
0. I

1.00CK3E+O0
I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
o.
0.
0.
0.
0.
0.
0.
0.

0

“(
o. 0.

COLLISIONS PER HISTORY
HAS DECREASEO

AVERAGE ENERQY
HAS INCREASISD

COLLISIONS COLLISIONS
* WEIGHT

(pER HISTORY)

********e****.******.*********.*******.*.******.****************Q6***o****
OUMP No. 2 ON FILE RUNTPF NPs = 13968 cm! * .6o

NOTES:

1) N INCREASED FROM 3919 TO 13968

ENERGY CUTOFF-O.01 MeV 2) TRACKS STOP SOONER BECAIJSE OF ENERGY CUTOFF

31 PARTICLES NOT GETTING TO TALLY REGIONS

AVERAGE
TRACK MFP

(CM)

6.9886E+O0
5.9464E+O0
5.6866E+O0
5.5260E+O0
5.4005E+O0
5.5811E+O0
5.5021E+O0
5.6290E+O0
4.9657E+O0
4.4423E+O0
4.6999E+O0
3.1147E+O0
o.
0.
0.
0.
0.
0.
0.
0.
0. \

HAS INCREASED

LTOTAL NUMBER oFcoLLleloNs pRocESsEDABOUTTHESAME

TALLY
MEAN

o.
0.
0.
0.
0.
0.
::
o.
0.
0.
0.
0.
0.

4
ERROR

O.0000
0.0000
0.0000
O.omo
0.00CQ
O.0000

::%%

::%%
o.Olxlo
O.olx)o
0.000o
O.ocm

FOM
o
0
0
0
0
0
0
0
0
0
0
0
0
0

TALLY 5
MEAN

o.
0.
0.
0.
::
o.
0.
0.
0.
0.
0.
0.
0.

ERROR FOM
O.0000 0
O.moo o
O.ofxlo o
0.0000
O.owo :
O.0000 0
0.0000 0
0.0000 0
0.0000 0
O.ocmo o
0.0CKM3 o

0
::%%
0.000o :

Fig,5. EnergycutoffofO.01MeV.
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Fig.6. Geometrysplitting/Russianroulettetechnique.

T

The MCNP scheme has the advantage that all parti-
cles crossing the surface will have weight wt/v.
Furthermore, if

1. geometry splitting/Russian roulette is the only
nonanalogtechnique used and

2. all source particles start in a cell of importance IS
with weightw,, then all particlesin cellj willhave
weight

L

regardlessof the random walktaken to cellj.
MCNP’S geometry splitting/Russian roulette in-

troducesno variancein particleweightwithin a cell.The
variation in the rzwnberof tracks scoringrather than a
variation in particle weight determines the history
variance. Empirically, it has been shown that large
variations in particleweightsaffecttalliesdeleteriously.
Booth2 has shown theoretically that expected value
splitting is superior to sampled splitting in high-
variancesituations.

C. CommentsonGeometrySplitting/RussianRoulette

One other small facet deserves mention. MCNP
never splits into a void although Russian roulette may
be played entering a void. Splitting into a void ac-
complishesnothingexceptextra trackingbecauseall the
split particlesmust be tracked across the void and they

10

all make it to the next surflace.The stdit should be done.
according to the importance ratio of the last nonvoid
celldeparted and the first nonvoid cell entered (integer
splittinginto avoid wastestime, but it does not increase
the history variance). In contrast, noninteger splitting
into a void may increasethe history variance and waste
time.

Finally, splitting generally decreases the history
variancebut increasesthe time per history.

Note three more items:
1.

2.

3.

Geometry splitting/Russian roulette works well
only in problems without extreme angular de-
pendence. In the extreme case, splitting/Russian
roulettecan be uselessif no particlesever enter an
important cellwhere the particlescan be split.
Geometry splitting/Russianroulette will preserve
weightvariations.The technique is “dumb” in the
sense that it never looks at the particle weight
beforedecidingappropriate action. An example is
geometry splitting/Russian roulette used with
sourcebiasing.
Geometry splitting/Russianroulette are turned on
or off together.

D. Cautions

Althoughsplitting/Russianroulette is among the old-
est, easiest to use, and most effective techniques in
MCNP, it can be abused. Two common abusesare:

9



1. compensating for previous poor sampling by a
very largeimportance ratio and doing the splitting
“all at once.”

2<

‘XAM’LE’S=I’I2I 4i ‘ H321S::::NG

SOURCE

-1 I I1 1 8

using splitting/Russian roulette with other tech-
niques (for example, exponential transform)
without forethought to possible interference ef-
fects.

E. TheSampleProblemwithGeometry
Splitting/RussianRoulette

Returning to the problem, recall

Cell Tracks
Progr Probl Entering

SourceCell 2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22

2
3
4
5,
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22

15416
4445
2197
973
467
233
110
56
40
20

8
3
0
0
0
0
0
0
0
0
0

Note that except for the source cell, the tracks entering
are decreasingby about a factor of 2 in each subsequent

ill

BAD
8 8 32 SPLITTING

cell.Furthermore, becausehalf the particlesfrom cell 2
(the sourcecell)immediatelyexit the geometryfrom the
isotropicsource,the rough factorof 2 even holds for the
source cell.Thus as a first rough guess, try importance
ratios of 2:1 through the concrete; that is, factor of 2
splitting.

Figure 7 indicates that this splitting is much better
than no splitting.Not onlydid particlesfinallypenetrate
the concrete (see Tally 1) but the “tracks entering”
column is roughlyconstant within a factor of 2. Slightly
more,splitting in cells 9-19 might improve the “tracks ‘
entering”just a little bit more. The splittingratios were
refined to be 2 in cells 2-8 and 2.15 in cells 9-19 in the
nextcalculation.

Figure 8 summarizes the refined splitting. Im-
mediately evident is that the FOM (Tally 1) unex-
pectedly decreased tlom 27 (Fig. 7) to 23, so at first
glance, the refined splitting appears worse. However,
note that the refined splittinghad the desired effect;the
“tracks entering” numbers are flatter. Thus I think the
refinedsplittingis better despite the lowerFOM.

What justifies being so cavalier about FOMS? Re-
memberthat the FOM is onlyan estimate of the calcula-
tional efilciency.At relative-error estimates near 25Y0,
these FOMSare not meaningfulenough to take the 27-
to-23FOM differenceseriously.Furthermore, the FOM
is only one of the many available pieces of summary
information. At 25%error levels, it is much more im-
portant that the refined splittingappears to be sampling
the geometrybetter.

F. Discussionof Results

The effectof refined’splittingin this ,sampleproblem
illustratesan important point about most variance re-
duction techniques; most of the improvement can
usually be gained on the first try. Either one of these
splitting/Russianroulette runs is severalorders of mag-
nitude better than the run without splitting.IrIfact, this

10



NOTE:
MUCH
BETTER 7

CELL TRACKS
\ENTERING

PROGR PROBL

2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9

10 10
11 11
12 12
13 13
14 *4
15 15
16 16
17 17
18 18

y:-

1323
1321
1326
1353
1358
1261
1182
1089
998
823
792
734
664
525
514

POPULATION

1 2229
1119
1140
1131
1156
1154
1177
1081
1013
931
853
697
678
623
568
453
441
375
163

COLLISIONS COLLISIONS
* WEIGHT

4oi 1
4424
4803
4719
4687
5038
4881
4777
4632
4118
3755
3127
3220
2798
2489
f807
1826
1323

r

o
0
0

66435

(PER HISTORY)

1. 8938E+O0
1. 0444E+O0
5. 6693E-01
2.7851 E-01
1.3831 E-01
7. 4333E-02
3. 6008E -02
1.7621 E-02
8. 5428E -03
3.7974E-03
1.7313E-03
7.2089E-04
3.71i7E-04
1.6126E-04
7.1726E-05
2.6036E-05
1.3155E-05
4.7657E-06
o.
0.
0.

4.0653E+O0

NUMBER
WEIGHTEO

ENERGY

2.2793E+O0
1.1595E+O0
9.6248E-01
8.8914E-01
8.3666E-01
7.i902E-Oi
7.5760E-01
6.7145E-01
6.2347E-01
5.7569E-01
5.5764E-01
5.8678E-01
5.5526E-01
5.5983E-01
5.6580E-01
6.1889E-01
5.7871E-01
7.4292E-01
1.5219E+O0

::

FLUX
WEIGHTEO

ENERGY

6.0872E+O0
4.2228E+O0
3.5562E+O0
3.1819E+O0
2.9173E+O0
2.5852E+O0
2.6075E+O0
2.2906E+O0
2. I041E+O0
1.9068E+O0
1.7904E+O0
1.80i5E+O0
1.7102E+O0
1.7822E+O0
1.8696E+O0
i.9954E+oo
1.8610E+O0
2.19f8E+O0
3.3568E+O0
o.
0.

AVERAGE
TRACK WEIGHT

(RELATIVE)

I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
i.0000E+OO
I.0000E+OO
I.OUOOE+OO
I.0000E+OO
f.000oE+oo
I.0000E+OO
$.0000E+OO
I.0000E+OO
I.0000E+OO
i.000oE+oo
I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
I.0000E+OO
o.
0.

AVERAGE
TRACK MFP

(CM)

7.0075E+O0
6.0880E+O0
5.8928E+O0
5.7399E+O0
5.6134E+O0
5.3490E+O0
5.4513E+o0
5.2870E+O0
5.2385E+O0
5.1391E+o0
5.0335E+o0
5.1663E+O0
5.0461E+O0
5.1226E+O0
5.1708E+O0
5.2508E+O0
5.1414E+O0
5.5246E+O0
1.0000+123
o.
0.

NEXT TO A VOID

\

VOID CELL

L F4 TALLY IN THIS TOP CELL IS ZERO BECAUSE NO Particles EVER ENTERED THE CELL

NEXT RUN : INCREASE SPLITTING AT CELL 9 TO 2.15 UNTIL CELL 19

TALLY 1 TALLY 4 TALLY 5
NPS MEAN ERROR FOM MEAN ERROR FOM MEAN ERROR FOM
1000 8.08716E-07 .3220 31 0. 0.0000 0 0.

WE GOT A TALLYI
0.0000 0

~moo 5.95093E-07 .2532 27 0. 0.0000 0 0. 0.0000 0
2118 5.87154E-07 .2445 27 0. 0.000o 0 0. 0.0000 0

**************************************************************************
DUMP NO. 2 ON FILE RUNTPG NPS = 2118 CTM = .60

\ PARTICLES STARTED HAVE
DECREASED FROM 13968

I-P Fig.7. Factorof2spMtingfiorncefls2to19.
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problem is so bad without splitting that it is hard to
guess how much splitting/Russian roulette has im-
proved the efficiency.Contrast this improvement to the
(questionable)FOM differenceof 27 (Fig.7) to 23 (Fig.
8) between the factor of 2 splitting and the refined
splitting. Usually one can do better with a variance
reduction techniqueon the second try than on the first,
but usuallyby not more than a factor of 2.

Quicklyreachingdiminishingreturns is characteristic
of a competent user and a good variance reduction
technique. Competent users can quickly learn good
importancesbecausethere is a very broad near-optimal
range.Becausethe optimum isbroad, the statisticsoften
mask which importance set is best when they are all in
the vicinityof the optimum.

Now that a reasonablyflat track distribution has been
obtained, perhaps it is time to explain why one expects
this to be near optimal. There are some plausibleargu-
ments, but the real reason is empirical; it has been
observed in many similar problems (that is, essentially
one-dimensionalbulk penetration problems) that a flat
track distribution is near optimal. The radius of the
concrete cylinder is large enough (100 cm) that the
cylinder appears much like a slab; very few particles
cross its cylindrical surface at a given depth (c-
oordinate) compared to the particle population at that
depth. Indeed, if the radius were infinite, the cylinder
would be a slab and no particles would cross its cylin-
drical surface.

Aplausibleargument for flat track distribution can be
made by considering an extremely thick slab and
possibletrack distributions for two cases. For too little
splitting, the track population will decrease roughly
exponentially with increasing depth and no particles
will ever penetrate the slab. For too much splitting,the
importanceratiosare too large;the track populationwill
increase roughly exponentially and a particle history
will never terminate. In both cases, albeit for different
reasons, there are never any tallies. If neither an ex-
ponentiallydecreasingpopulation nor an exponentially
increasingpopulation is advisable, the only choice is a
flatdistribution.

Of course, there are really many more choices than
exponentiallydecreasing,flat, or exponentiallyincreas-
ingpopulations,but track populationsusuallybehave in
one of these ways because the importance ratios from
one cell to the next are normally chosen (at least for a
first guess) equal. The reason is that one cell in the
interior is essentiallyequivalent to the next cell,so there
is littlebasisto choosea differentimportance ratio from
one cell to the next. However, the cells are not quite
equivalent because they are different depths from the
source, so the average energy (and mean free path)
decreaseswith increasingdepth. This is probablywhy it
wasnecessaryto increasethe importance ratio from 2 to

2.15 in the deep parts of the sample problem. Note,
however,that this is a small correction.

Returning to Fig. 8, note that the energy and mean
free path decrease with increasing depth, as expected.
Not also that the higher splitting has decreased the
particlesper minute.

VII. ENERGYSPLITTING/ROULETTE

Energy splitting/Russian roulette is very similar to
geometrysplitting/Russianroulette exceptenergysplit-
ting/rouletteisdone in the energydomain rather than in
the spatialdomain. Note two differences.

1. Unlike geometry splitting/roulette, the energy
splitting/rouletteusesactual splittingratios as sup-
plied in the input file rather than obtaining the
ratios from importances.

2. It is possibleto play energysplitting/rouletteonly
on energydecreasesif desired.

There are two cautions.
1. The weightcutoff game takes no account of what

has occurredwith energysplitting/roulette.
2. Energysplitting/rouletteis played throughout the

entire problem. Consider using a space-energy
weightwindowif there is a substantialspacevaria-
tion in what energiesare important.

One can expect an improvement in speed using
energyrouletteby recallingthat the problemran a factor
of 4 faster with an energy cutoff of 0.01 MeV than
without an energy cutoff. Low-energy particles get
progressivelyless important as their energydrops, so it
might help to play Russian roulette at several different
energiesas the energydrops. In the followingrun, a 50!40
survivalgame was played at 5 MeV, 1 MeV, 0.3 MeV,
0.1 MeV, and 0.03 MeV. The energies and the 50Y0
survivalprobabilitywere onlyguesses.

The energy roulette (splitting does not happen here
becausethere isno upscatter)resultsare shownin Fig.9.
Note that there were substantially(-50%) more tracks
entering,approximatelythe same number of collisions,
and three times as many particles run. The FOM looks
better, but the mean (Tally 1)has increasedfrom 5.OE-7
(Fig. 8) to 8.4E-7.This deserves note and caution, but
not panic,becausethe error is 18°%1,so poor estimates in
both tally and error can be expected.Despite the previ-
ous statement, the energy roulette looks successful in
improvingtallies 1and 4.

VIII. IMPLICIT CAPTURE AND WEIGHT
CUTOFF

A. ImplicitCapture

Implicit capture, survival biasing,and absorption by
weightreduction are synonymous.Implicit capture is a
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vaiiance reduction technique applied in MCNP afier
the collisionnuclidehas been selected.Let

~li= total microscopiccross sectionfor nuclide i and
~.i = microscopicabsorptioncrosssectionfornuclide

i.
When implicit capture is used rather than samplingfor
absorption with probability ~~i/~~i,the particle always
survivesthe collisionand is followedwith new weight

() CY~i
Wt “ 1— — .

Gti

Two advantagesof implicit capture are
1.

2.

a particle that has finally, against considerable
odds, reached the tally region is not absorbedjust
beforea tally is made, and
the history variance, in general, decreases when
the survivingweight(that is, Oor W) is not sam-
pled, but an expected surviving weight is used
instead (but see weight cutoff discussion, Sec.
VIII.B).

Two disadvantagesare
1. implicit capture introduces fluctuation in particle

weightand
2. increases the time per history (but see weight

cutoffdiscussion,Sec.VIII.B).
Note that

1.

2.

3.

4.

Implicit capture is the default in MCNP (except
for note 4).
Implicit capture is alwaysturned on for neutrons
unlessthe weightcutoffgame is turned off.
Explicit (analog) capture is not allowed for the
photon simplephysicstreatment (highenergy).
Analogcapture is allowedonly in detailed photon
physics.

B. WeightCutoff

In weightcutoff, Russian roulette is played if a par-
ticle’sweightdropsbelowa user-specifiedweightcutoff.
The particleis either killedor its weightis increasedto a
user-specifiedlevel. The weight cutoff was originally
envisioned for use with geometry splitting/Russian
rouletteand implicit capture. Becauseof this.

1.

2.

the weight-cutoffsin cellj depend not onlyon WC1
and WC2 (see Fig. 2) on the CUTN and CUTP
cards, but also on the cell importances. This de-
pendence is intended to adjust the weight cutoff
values to make sense with geometry split-
ting/Russian roulette.
Implicit capture is always turned on (except in
detailed photon physics) whenever a nonzero
WC1 is specified.

The weight cutoffs WC1 and WC2 are illustrated in
Fig. 10. If a particle’s weight falls below Rj“WC2, a

weight cutoff game is played; with probability
wt/(WCl oRj) the particle survives with new weight
WC1 cRj;otherwisethe particle is killed.

As mentioned earlier, the weight cutoff game was
originally envisioned for use with geometry splitting
and implicit capture. Consider what can happen
without a weight cutoff. Suppose a particle is in the
intenor of a very large medium and there are no time
nor energycutoffs.The particlewillgofrom collisionto
collision,losinga fraction of its weightat each collision.
Without a weight cutoff, the particle’s weight would
eventuallybe too small to be representablein the com-
puter, at which time an error would occur. If there are
other loss mechanisms (for example, escape, time
cutoff, or energy cutoff), the particle’sweight will “not
decrease indefinitely,but the particle may take an un-
duly long time to terminate.

Weightcutoffs dependence on the importance ratio
can be easily understood if one remembers that the
weightcutoffgame was originallydesignedto solve the
low-weightproblem sometimes produced by implicit
capture. In a high-importance region, the weights are
low by design, so it makes no sense to play the same
weightcutoffgamein high-and low-importanceregions.
In fact,as mentioned in a previoussection,if splittingis
the only nonanalog technique used, all particles in a
given cell have the same weight, so no weight cutoff
gamewould make sense.That is, if the particleweightis
too small in a cell, the cell importance simply needs to
be decreased. The weight cutoff is meant to indicate
whena particle’sweightis too lowto be worth transport-
ing.

In addition to the weightcutoffs dependenceon cell
importance, the weightcutoffs are automatically made
relativeto the minimum sourceweightif the sourceis a
standard MCNP source and the weight cutoffs (WC1,
WC2)are prefixedby a negativesign.

1.
a.

b.

2.
a.

Cautions
Many techniques in MCNP cause weightchange;
the weight cutoff was really designed with
geometry splitting and implicit capture in mind.
Care should be taken in the use of other tech-
niques.
In most cases, if you specifya weightcutoff, you
automaticallyget implicit capture.

Notes
Weight cutoff games are unlike time and energy
cutoffs. In time and energy cutoffs, the random
walk is always terminated when the threshold is
crossed. Potential bias may result if the particle’s
importance was not zero. A weightcutoff (weight
roulette would be a better name) does not bias the
game because the weight is increased for those
particlesthat survive.
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-.1-
Wc 1 “ Rj -— WEIGHT FOR PARTICLES

a
z SURVIVING THE WEIGHT
$+ CUTOFF GAME
+u-
Elu — WC2 “ Rj 4—
g~

SMALLEST ALLOWED
WEIGHT IN CELL, j

o

1 = CELL

Fig. 10. Weightcutoffmechanics.

b. T3ydefault,theweightcutoff gameisturned offina
weightwindowcell.

C. WeightCutoffand ImplicitCaptureAppliedto the
SampleProblem

Figure 11showsthe resultofaddingweightcutoffand
implicitcapture techniquesin addition to the

1. energycutoff,
2. refinedgeometrysplitting/Russianroulette, and
3. energyroulette techniques.

Comparing Fig. 11 to Fig. 9, one can see that implicit
captureand weightcutoffdid apparentlyreducethe tally
1 error for the same number of particles.However, the
number of particles run was down by a factor of 2,
resultingin a net decrease in the FOM. In general, if a
,nonanalogtechnique does not show a clear improve-
ment, do not use it; thus for the next run, the implicit
capture and weightcutoffwillbe turned off.

Tally 1seemsreasonablywelloptimizedby
1. geometrysplittingand roulette,
2. energycuto~
3. energyroulette (and splitting),and
4. analogcapture.

Tally 4 is bad becausevery few tracks exit the concrete
cylinder (cell 19)in the small solid angle subtended by
cell 21. Tally 5 is even worse, in fact nonexistent,
becauseof the few particles that do reach cell 21, none
collide,so there are no point detector contributions.

Considerimprovingthe worst tally(tally5)first.Note
from the summary charts that the free path in cell 21 is
-1000 cm and the cell is ‘1Ocm thick. Only a tiny
fractionof the particlesenteringcell21 willcollidein an
analog fashion. The forced collision technique in
MCNP solves this problem by requiring each track
enteringa cellto collide.

IMPORTANCE

IX. FORCEDCOLLISIONS

Forcedcollisionis normallyused to samplecollisions
in opticallythin (fractionalmean free path) cellswhere
not enoughcollisionsare being sampled. A track enter-
ing a forced collision cell is split into two tracks: un-
collided and collided. That is, MCNP calculates the
expected weight traversing the cell and assigns that
weightto the uncollidedtrack,and MCNP calculatesthe
expected weight colliding in the cell and assigns that
weight to the collided track (Fig. 12). The uncollided
track is put on the cell boundary (the point intersected
by the cell boundary and the track direction), and the
collidedtrack’scollisionsite is sampled in the usualway
exceptthat the collisionsite must now be sampled from.
a conditional probability, the condition being that a
collisionoccursat a distanceO< x <1.

A. Comments

1. Although the forced collision technique is nor-
mally used to obtain collisions in optically thin
cells, it can also be used in opticallythick cells to
get the uncollidedtransmission.

2. The weightcutoffgame is normally turned offin a
forcedcollisioncell(seeMCNP Manual for excep-
tional casesl).

3. The forcedcollisiontechnique decreasesthe history
variance.but the time uer history increases.

4.
5.

More than one collisi& can be ~orcedin a cell.
f of Fig. 12is alwaysthe distance from the point at
which-the track ii split into its collided and un-
collidedparts to the boundary. In Fig. 12,the split
is done upon entrance to the cell,but the split can
occurat an interior point as well (splitsat interior

16



CELL

PR13GR PROBL

2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9

10 10
11 11
12 12
13 13
14 +4
15 15
16 16
17 17
18 18
19 19
20 20
21 21
22 22

TOTAL

TRACKS
ENTERING

2237
1186
1325
1491
1415
1398
1418
1445
1464
1405
1450
1492
1565
1577
1611
1632
1601
1484
652

:

27852

POPULATION

2189
1097
1208
1358
1310
1295
1313
1320
1356
1305
1344
1366
1453
1465
1484
1514
1489
1438
652

4
0

25960

COLLISIONS COLLISIONS
* WEIGHT

2898
2897
3166
3368
3201
3302
3188
3317
3522
3208
3129
3362
3683
3625
3696
3831
3358
3236

0
0

~98;

/
NUMBEROF COLLISIONSPROCESSED]
THE SAME,BUTABOUTHALF THE
NUMBER OF PARTICLES RUN

\

)

(PERHISTORY)

2.1476E+O0
1. I189E+O0
6.4234E-01
3.0964E-GI
1.3708E-01
7.8890E-02
3. IO16E-02
1.6468E-02
7.0522E-03
2.9794E-03
1.4564E-03
6.9754E-04
3.3628E-04
1.5533E-04
7.1971E-05
3.2251E-05
1.1371E-05
5.0066E-06
o.
0.
0.

4.4947E+O0

APPARENTLY

NUMBER
WEIGHTEO

ENERGY

1.8374E+O0
1.2427E+O0
8.5774E-01
9.1416E-01
7.9773E-01
5.9432E-01
7.7036E-01
6.4889E-01
8.0370E-01
6.6734E-01
5.5143E-01
7.1905E-01
6.4563E-01
5.9601E-01
5.9638E-01
6.1970E-01
7.3876E-01
7.1488E-01
1.7044E+O0
1.7145E+O0
o.

FLUX AVERAGE AVERAGE
WEIGHTED

ENERGY

5.6742E+O0
4.0314E+O0
3.1891E+O0
3.1710E+O0
2.9849E+O0
2.5009E+O0
2.7295E+O0
2.4403E+O0
2.5044E+O0
2.4093E+O0
2.1809E+O0
2.2514E+O0
2.1268E+O0
2.0087E+O0
2.0357E+O0
2.0445E+O0
2.2109E+O0
2.3301E+O0
3.4031E+O0
1.7156E+O0
o.

TRACK WEIGHT
(RELATIVE)

1.2206E+O0
1.3540E+O0
1.4630E+O0
1.3746E+O0
1.3433E+O0
1.4377E+O0
t.2648E+O0
1.2894E+O0
1.1811E+O0
1.1671E+O0
1.2476E+O0
1.1605E+O0
t.i339E+O0
1.1594E+O0
1. II15E+O0
1.0851E+O0
9.9903E-01
9.6091E-01
1.4500E+O0
7.7972E-01
o.

TRACK MFP
(CM)

6.7028E+O0
5.8642E+O0
5.5270E+O0
5.734iE+O0
5.6437E+O0
5.2856E+O0
5.5940E+O0
5.3027E+O0
5.4445E+O0
5.3589E+O0
5.1541E+O0
5.3834E+O0
5.1845E+O0
5. I098E+O0
5.1709E+O0
5.3119E+O0
5.5864E+O0
5.6517E+O0
1.0000+123
5.8049E+02
o-

THEWEIGHTCUTOFFANDIMPLICITCAPTUREDID—
REDUCETHEHISTORY VARIANCE, BUT LOST SINCE THE
TIME PER HISTORY INCREASED TOO MUCH/

/

\/REDUCED RELATIVE ERROR
FORSAMEPARTICLES \

TALLY FLUCTUATION CHARTS v\
TALLY 1

J

\

TALLY 4 TALLY 5
NPS MEAN ERROR FOM MEAN ERROR FOM MEAN ERROR FOM
1000 4.45i47E-07 .2634 49 7.21958E-14 .9995 3 0. 0.0000 0
2000 5.474i8E-07 .2031 42 5.86343E-14 .7254 3 0. 0.0000 0
2099 5.61666E-07 .1933 37 5.58688E-14 .7254 2 0. 0.000Q o

/

************************************ ********* ***************************
DUMP NO. 2 ON FILE RUNTPG NPS = 2099 CTM = .61

~AppEARswoRsETHAN FOM=50LASTTIME; STATISTICS STLLNOTVERY RELiABLE

NEXT TIME REMOVE WEIGHT CUTOFF AND IMPLICIT CAPTURE

Fig.11.Weightcutoff(.5.25)andimplicitcapture.
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UNCOLLIDED WEIGHT we- al

COLLIDED WEIGHT

/

INCOMING WEIGHT W

Fig. 12. Forcedcollisionprocedure.

points normally occur when more than one col-
lisionper enteringtrack is forced).

B. Caution

Becauseweight cutoffs are turned off in forced col-
lision cells, the number of tracks can get exceedingly
largeif there are severaladjacent forcedcollisioncells.

C. ForcedCollisionsAppliedto the%mnpleProblem

Recallthat the point detectortally(tally5)wasnonex-
istent becausethere were no collisionsin cell21. Figure
13showsthe effectsof forcing’one collisionin cell21 in
addition to energy cutoffi refined geometry split-
ting/Russian roulette, and energyroulette. Note that 44
tracksentered cell21 and there were44 collisionsin cell
21.Alsonote that the point detector tally is now obtain-
ing contributions. Thus, the forced collision has really
helped the point detector tally. The trouble now is not
the lack of collisionsfrom tracks that enter cell 21, but
rather the small number of particles that enter cell 21.
Anglebiasingin some form isrequired to preferentially
scatterparticlesinto cell21.

X. IDXTRAN

The DXTRAN technique and source angle biasing
are currently the only angle-biasing techniques in
MCNP. Unlike source angle biasing, DXTRAN biases
the scatteringdirectionsas wellas the sourcedirection.

Before explaining the DXTRAN theory, I will first
loosely describe what occurs. A typical problem in
which DXTRAN might be employed is much like the
sampleproblem;a small region(for example,cell21) is
being inadequately sampled because particles almost
neverscattertoward the smallregion.To amelioratethis
situation, the user can specify a DXTRAN sphere (in
the input file) that encloses the small region. Upon
particle collision (or exiting the source) outside the
sphere, the DXTRAN technique creates a special
“DXTRAN particle” and deterministically scatters it
toward the DXTRAN sphere and deterministically
transports it, without collision, to the surface of the
DXTRAN sphere (Fig. 14).The collisionitselfis other-
wisetreated normally,producinga non-DXTRAN par-
ticle that is sampled in the normal way, with no reduc-
tion in weight.However, the non-DXTRAN particle is
killedif it tries to enter the DXTF4N sphere.

The subtletyabout DXTRAN is howthe extra weight
created for the DXTRAN particles is balanced by the

18
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[)XTRAN

/
/

.. ~ ““
- . .~ “ -— — — — —- —, — — —

COLLISION POINT
POINT SAMPLED

ON DXTRAN SPHERE

FPARTICLE D!RECTIO’N BEFORE COLLISION ( U,V,W )

\

1. A point on the DXTRAN sphere is sampled.

2. A particle is scattered towards the selected point.
3. The particle’s weight is exponentially decreased by the optical path and

adjusted for bias in the scattering angle.
4. The original particOe is sampled in the normal way (with no reduction in

weight).
5. If the original particle tries to enter the DXTRAN sphere, it is

terminated.

20

Fig. 14. DXTRANconcept.



weight killed as non-DXTRAN particles cross the
DXTRAN sphere. The non-DXTRAN particle is fol-
lowed without any weight correction, so if the
DXTRAN technique is to be unbiased, the extra weight
put on the DXTRAN sphere by DXTRAN particles
must somehow(on average)balance the weightof non-
DXTRAN particleskilledon the sphere.

A. DXTRANViewpoint#1

One can view DXTRAN as a splittingprocess(much
likethe forcedcollisiontechnique)whereineach particle
is split upon departing a collision(or sourcepoint) into
two distinctpieces:

1. the weight that does not enter the DXTRAN
sphereon the next flighteitherbecausethe particle
is not pointed toward the DXTRAN sphere or
because the particle collides before reaching the
DXTRAN sphere,and

2. the weightthat enters the DXTRAN sphereon the
next flight.

Let WObe the weight of the particle before exiting the
collision,let PIbe the analogprobabilitythat the particle
does not enter the DXTRAN sphere on its next flight,
and let pzbe the analogprobabilitythat the particledoes
enter the DXTRAN sphere on its next flight.The par-
ticle must undergo one of these mutually exclusive
events, thus PI + p2 = 1. The expected weight not
entering the DXTRAN sphere is WI= WOP1,and the
expectedweightentering the DXTRAN sphere is W2=
WOp2.Think of DXTRAN as deterministicallysplitting
the originalparticlewith weightw. into two particles,a
non-DXTRAN (particle 1) particle of weightW1and a
DXTRAN (particle 2) particle of weight W2. Un-
fortunately,thingsare not quite that simple.

Recallthat the non-DXTRAN particleis follwedwith
unreducedweightWOrather than weightWI= w. pl. The
reason for this apparent discrepancy is that the non-
DXTRAN particle (#1) plays a Russian roulette game.
Particle 1’sweightis increasedfrom WIto WOby playing
a Russian roulette game with survival probability pl =
wl/wO.The reason for playing this Russian roulette
gameis simplythat PI is not known, so assigningweight
W1= pl WOto particle 1 is impossible. However, it is
possible to play the Russian roulette game without
explicitlyknowingPI. It is not magic,just slightlysubtle.

The Russian roulette game is played by sampling
particle 1 normally and keeping it only if it does not
enter (on its next flight) the DXTRAN sphere; that is,
particle 1survives (by definition of p,) with probability
P1.Similarly,the Russian roulettegameis lost if particle
1enters (on its next flight)the DXTRAN sphere;that is,
particle 1 loses the roulette with probability p2.Now I
restate this idea. With probability PI, particle 1 has

weightWOand does not enter the DXTRAN sphereand
with probability p2, the particle enters the DXTRAN
sphere and is killed. Thus, the expected weight not
enteringthe DXTRAN sphere is WOPI + O”P2= W1,as
desired.

So far, this discussionhas concentrated on the non-
DXTRAN particleand ignoredexactlywhat happens to
the DXTRAN particle.The samplingof the DXTRAN
particlewillbediscussedaftera secondviewpointon the
non-DXTRAN particle.

B. DXTRANViewpoint#2

If you have understood the first viewpoint, you need
not read this viewpoint. On the other hand, if the first
viewpointwasnot clear,perhapsthis secondone willbe.

This secondwayof viewingDXTRAN doesnot seeit
as a splittingprocessbut as an accountingprocesswhere
weightis both created and destroyed on the surface of
the DXTRAN sphere.In this view,DXTRAN estimates
the weightthat shouldgo to the DXTRAN sphereupon
collision and creates this weight on the sphere as
DXTRAN particles.If the non-DXTRAN particle does
not enter the sphere, its next flightwill proceed exactly
as it would have without DXTRAN, producing the
same tally contributions and so forth. However, if the
non-DXTRAN particle’s next flight attempts to enter
the sphere, the particle must be killedor there wouldbe
(on average) twice as much weight crossing the
DXTRAN sphereas there shouldbe, the weightcrossing
the sphere having already been accounted for by the
DXTRAN particle.

C. TheDXTRANParticle

Although the DXTRAN particle does not confuse
people nearly as much as the non-DXTRAN particle,
the DXTRAN particleis nonethelesssubtle.

The problem is how to sample the DXTRAN par-
ticle’s location on the DXTRAN sphere. One cannot
afford to calculatea cumulative distributionfunction to
selectthe scatteringdirection (3indicated in Fig. 14.[The
azimuthal angle is sampled uniformly in (0,2rc)]. This
would essentially involve integrating the scattering
probability density at each collision. Instead of sam-
pling the true probability density, one samples an
arbitrary densityand adjusts the weightappropriately.

As indicated above, a point on the DXTRAN sphere
can be selectedfrom any density function because the
weightof the DXTRAN particleis modified by

true densityto selectpoint p,
densitysampled to selectp,



INNER CONE
ANGLE 01— COs 81 = qI

DXTRAN
OUTER CONE
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inner DXTFIAN sphere
COLLISION POINT

PARTICLE DIRECTION BEFORE COLLISION ( U,V,W )

q= Cos)(0)

Fig. 15. SamplingtheDXTRANparticle.

This is easy to do because the true scattering density
function is immediately available even if its integral is
not. MCNP arbitrarily uses the two-step density de-
scribed below. In fact, the inner DXTRAN sphere has
onlyto do with this arbitrary densityand is not essential
to the DXTRAN concept.

MCNP samples the inner cone uniformly in (TII,l),
and the outer cone uniformly in (qO,ql)(Fig. 15).How-
ever, the inner cone is sampled with five times the
probabilitydensity that the outer is sampled. That is to
say the inner cone is taken to be five times as important
as the outer cone. Further mathematical details are
given in the MCNP manuall and will not be discussed
here.

After the scattering angle has been chosen, the
DXTR4N particle is deterministically transported to
the DXTRAN spherewithout collisionand with weight
attenuated by the exponentialof the opticalpath.

D. InsidetheDXTRANSphere

SOfar, only collisionsoutside the DXTRAN sphere
have been discussed.At collisionsinside the DXTRAN
sphere,the DXTRAN gameis not played*becausefirst,
the particle is already in the desired region and second,
it is impossibleto definethe angularcone of Fig. 14.

E. Terminology-RealParticle,P’seudoparticle

InX-6 documentation,atleastthroughthe April 1981
MCNP Manual,l the DXTRAN particle is called a

*IfthereareseveralDXTRANspheresandthecollisionoccurs
,inspherei, thenDXTRANwillbeplayedforallspheresexcept
spherei.
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pseudoparticleand the non-DXTRAN particle is called
the original or real particle. The terms “real particle”
and “pseudoparticle” are potentially misleading. Both
particles are equally real; both execute random walks,
both carry nonzero weight, and both contribute to
tallies. The only stage at which the DXTRAN particle
should be considered “psuedo” or “not real” is during
creation. A DXTRAN particle is created on the
DXTRAN sphere, but creation involves determining
what weight the DXTRAN particle should have upon
creation. Part of this weight determination requires
calculating the optical path between the collision site
and the DXTRAN sphere. MCNP determines the op-
tical path by tracking a pseudoparticle from the col-
lision site to the DXTRAN sphere.This pseudoparticle
is deterministically tracked to the DXTRAN sphere
simply to determine the optical path; no distance to
collisionis sampled,no talliesare made, and no records
of the pseudoparticle’spassage are kept (for example,
tracks entering). In contrast, once the DXTRAN par-
ticle is created at the sphere’ssurtlace,the particle is no
longer a pseudoparticle; the particle has real weight,
executesrandom walks,and contributes to tallies.

F. Comments

1.
2.

3.

DXTRAN sphereshave their own weightcutoffs.
The DD card (by default) stops extremely low-
weighted tracks by roulette. See the manuall for
how this is accomplished.
Strongly consider producing DXTRAN particles
only on some fraction of the number of collisions,
as allowedby the DXCPN card.

G. CAVEATS

1.

2.

3.

4.

DXTRAN should be used carefilly in optically
thick problems. Do not rely on DXTRAN to do
penetration.
If the source is user-supplied, some provision
(SRCDX, page 263 of the MCNP manual’) must
be made for obtaining the source contribution to
particleson the DXTRAN sphere.
Extreme care must be taken when more than one
DXTRAN sphere is in a problem. Cross-talk be-
tween spherescan result in extremely low weights
and an explosionin particle tracks.
A different set of weirzhtcutoffs is used inside the
DXTRAN sphere. -

H. DXTRAN Appliedto the Sample Problem

Recall that there was a problem gettingenough parti-
cles to scatter in the direction of cell 21. To solve this

problem, a DXTRAN sphere was specifiedjust large
enough to surround cell 21 (Fig. 16). If a larger
DXT’RANsphere were used, some DXTRAN particles
would miss cell 21 and this would be less eflicient. If a
smaller DXTRAN sphere were used, it would be
possiblefor a non-DXTRAN particle to enter cell 21,
resulting in an undesirable large weight fluctuation in
cell 21. Note also that the inner and outer DXTRAN
spheres are coincident. This choice was made because
specifyingdifferent spheres would introduce a five-to-
one weightvariation even though all particles entering
cell21 are about equallyimportant.

I. Discussion

Note from Fig. 17 that DXTRAN did have the de-
sired effect; the tracks entering cell 21 have increased
dramatically and the FOMS for tallies 4 and 5 have
increased by a factor of 7. However, note that the
particles-per-minutenumber has decreased by a factor
of 4; this is reflectedin a factor of 4 decreasein tally 1’s
FOM. It would be wonderful if DXTRAN did not slow
the problem down so much. Fortunately in some cases,’
a little thinking and judicious use (describedbelow) of
the DXCPN card can alleviatethis speed problem.

Recall the caveat about using DXTRAN carefullyin
optically thick problems, in particular, not to rely on
DXTRAN to do the penetration. Geometry splittinghas
donewellat penetration, so DXTRAN is needed mostly
for the angle bias, as is desirable. However, at every
collision,regardlessof how many mean free paths the

Fig. 16. DXTRANsphere.Theinnerand outerspheresareidentical
becausespeciijhgdifferentsphereswouldjust createweightfluctua-
tion.
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collision is from cell 21, a DXTRAN particle is
produced. DXTRAN particlesthat are many free paths
from the DXTRAN sphere will have their weightsex-
ponentially decreased by the optical path so that their
weightsare negligibleby the time they are put on the
DXTRAN sphere.MCNP automatically(unlessturned
off on the DD card) plays Russian roulette on the
DXTRAN particlesas their weight falls exponentially,
becauseof transport, belowsomefractionof the average
weight (on the DXTRAN sphere). This provides the
user some protection against spending a lot of time
following DXTRAN particles of inconsequential
weight. However, there is a better solution for the
sampleproblem.

Although the DD card will play roulette on
DXTRAN particles as they. are transported through
media to the DXTRAN sphere, it still takes time to
produce and followthe DXTRAN particles until they
can be rouletted. It is much better not to produce so
many DXTRAN particles in the first place. MCNP
allowsthe user (on the DXCPN card) to specify,by cell,
what fraction of the collisionswill result in DXTRAN
particles.Everythingis treated the same exceptthat if p
is the probabilityof creatinga DXTRAN particle, then
when a DXTRAN particle is created, its weight is
multipliedby p–l, thus making the game unbiased.The
destruction game is unaffected; regardless of whether
the sampling produced a DXTRAN particle, the non-
DXTRAN particle is killed if it tries to enter the
DXTRAN sphere.

As usual, this new capability requires even more
input parameters; that is, the entries on the DXCPN
card. Beforedespairingunduly, note that the entries on
the DXCPN card are not highlycritical,and the userhas
already gained a lot of useful information in the
geometry-splittingoptimization.

Table I showsthe DXCPN probabilitiesthat I chose
for the sample problem. Note three things from this
table.

1.

2.

3.
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Near the top of the concretecylinder(cells18and
19) every collision creates a DXTRAN particle
(p= 1).
As the cellsget progressivelyfarther (cells 12-17)
from the DXTRAN sphere, p gets progressively
smaller by roughly a factor of 2, chosen because
the importance from cell to cell decreasesby fac-
tors of about 2.
Not much thought was spent selectingp’s for cells
2-11 because these cells contribute almost no
weight to the DXTRAN sphere. Thus within
reason, almost any values can be selected if they
are small enough that not much time is spent
followingDXTRAN particles in cells 2-11. Note
that even p = 0.001willnot totally precludecreat-
ing DXTRAN particles because there are

2000-3000collisionsk each ofcells2-5,wherep =
0.001.

Beforeexaminingwhat happened when the DXCPN
card was used, I would like to digressand use item 3
aboveas a specificexampleof a generalprinciple.When
biasing against random walks of presumed. low im-
portance, alwaysmake sure that at least a few of these
random walksare folIowedso that if the presumption is
wrong, the statistics will so indicate by bouncing
around. As an example, I fully believe that p = 10-6
wouldbe appropriatein cell2, but I chosep = 10-3.Had
I chosen p = 10-6, probably no DXTRAN particles
would be produced from collisions in cell 2. Thus if
tlese DXTRAN particles turn out to be a lot more
important than anticipated, the tally may be missinga
substantial contribution with no statistical indication
that somethingis amiss. By choosingp = 0.001 in cells
2-5, I cause the MCNP to produce approximately ten
DXTRAN particles by the 10,000 or so collisions in
cells2-5 (seeFig. 17).Following10DXTRAN particles
is a very small time price to pay to be sure that they are
not important. If the problem were to be run long
enoughthat therewouldbe 107collisionsin cell2, then I
would not hesitate to use p = 10–6because some
DXTRAN particleswouldbe produced.

J. ResultsofUsingDXTRANwiththe DXCPNcard

The resultofaddingthe DXCPN card is shownin Fig.
18.Note that all FOMSimproved by better than a factor
of 2. The histories per minute increased from 1560to
4395when the DXCPN card wasadded, but 4395is still
slowerthan the 6858without DXTRAN. The FOM for
tally 1, although almost three times as good as that
without the DXCPN card, is nonethelessstill less than
the no DXTRAN FOM of 45.This is an exampleof the
generalrule:

Increasingsamplingin one re@onin generalis at the
expenseof another region.

In the sampleproblem,we have decided to increasethe
samplingof cell21 at the expenseof cells2-19.Overall,
however, DXTRAN has clearly improved the calcula-
tion.

XI. TALLY CHOICE, POINT DETECTOR VER-
SUS RINGDETECTOR

Recall from the introductory section on variance
reductionthat the FOM is affectedby the tally choiceas
well as by the random walk sampling. So far, I have
tinkered only with the random walk sampling; now,
supposeI tinker with the tally.

Considertally5,the point detectortally.Note that the
sampleproblemis symmetricabout the y-axis,so a ring
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t+
m

CELL

PROGR PROBL

2 2
3

: 4
5 5
6 6
7 7
8 8
9

1:
;: 11
12 12
13 13
14 14
15 15
16 16
17 17
18 18
19 19
20 20
21 21
22 22

TOTAL

TRACKS
ENTERING

11938
5292
5010
4827
4414
4177
4114
4114
4105
4112
4293
4384
4337
4312
4365
4274
4248
3867
4927

15223
1283

107616

POPULATION COLLISIONS COLLISIONS NUMBER
* WEIGHT WEIGHTEO

(PER HISTORY) ENERGY

11744
4918
4651
4469
4073
3816
3780
3803
3833
3803
3948
4040
4oi7
3977
4059
3982
3935
3749

18224
30451

1283

130555

13796
11952
li384
10847
9805
9507
9500
9158
9297
9202
9827
9759
9621
9935

10039
9862
9946
8538

1559:
o

197573

1.9875E+O0
1.0727E+O0
5.7591E-01
2.7700E-Oi
1.2674E-01
6.2377E-02
3.2883E-02
1.5241E-02
7.4165E-03
3.2429E-03
1.7202E-03
8.0545E-04
3.6893E-04
i.7810E-04
7.9894E-05
3.6959E-05
1.6748E-05
6.2137E-06
o.
6.5663E-11
o.

4.1643E+O0

1.9553E+O0
1.1897E+O0
8.6965E-01
7.9325E-01
7.8981E-01
7.9364E-Of
7.5226E-01
7.2149E-01
7.0749E-01
7.5649,E-01
6.9620E-01
6.5721E-01
6.6088E-01
6.6189E-01
7.0947E-01
6.3603E-01
6.6484E-01
7.0403E-01
1.2396E+O0
1.7785E+O0
7.0419E-01

FLUX
WEIGHTEO

ENERGY

5.8909E+O0
4.0414E+O0
3.3229E+O0
3.0387E+O0
2.9908E+O0
2.8062E+O0
2.5813E+O0
2.5273E+O0
2.4918E+O0
2.4433E+O0
2.3424E+O0
2.2911E+O0
2.2587E+O0
2.1957E+O0
2.1324E+O0
2.0865E+O0
2.0783E+O0
2.2236E+O0
3.2943E+O0
4.1554E+O0
2.7866E+O0

AVERAGE
TRACK WEIGHT

(RELATIVEI

1.3213E+O0
1.6629E+O0
1.9476E+O0
2.0971E+O0
2. i426E+O0
2.2181E+O0
2.3164E+O0
2.3520E+O0
2.3750E+O0
2.3664E+O0
2.4325E+O0
2.4785E+O0
2.4924E+O0
2.5004E+O0
2.5102E+O0
2.5629E+O0
2.5527E+O0
2.4620E+O0
7.9810E-01
9. I074E-04
3.6840E-05

AVERAGE
TRACK MFP

(CM)

6.8365E+O0
5.9855E+O0
5.6454E+O0
5.5575E+O0
5.6477E+O0
5.5340E+O0
5.4448E+O0
5.4441E+O0
5.4572E+O0
5.4819EiO0
5.3524E+O0
5.3043E+O0
5.3570E+O0
5.307iE+O0
5.3140E+O0
5.2996E+O0
5.3146E+O0
5.45iiE+O0
1.0000+123
7.3805E+02
1.0000+123

SUBSTANTIALLYIMPROVED

TALLY 1
NPS MEAN ERROR FOM
1000 ~.2j356E-07 .3667 27
2000
3000
4000
5000
6006
7000
8000
9000

10000
11000
li427

6.41539E-07
5.70257E-07
6.76150E-07
6.76891E-07
6.73265E-07
6.89040E-07
6.86656E-07
7.04305E-07
7.25099E-07
7.00085E-07
7.32339E-07

.2949

.2393

.1863

.1679

.1516

.1378
1262

:1167
1093

;1046
.1049

26
27
32
32
32
34
35
36
36
36

/34

TALLY 4
MEAN

1.50695E-13
1.06818E-13
1.02834E-13
1. I1525E-13
1.13338E-13
1.14934E-13
1.14298E-13
1.17711E-13
1. IBI17E-13
1.22116E-13
1.18453E-13
1.22412E-13

ERROR
.325!
.2461

1982
:1622
.1465
.1312
.1198
.1095

::%
.0948
.0946

7 TALLY 5
FOM MEAN

34 i.06148E-i6
6.85473E-17

% 6.49562E-i7
43 6.79i32E-f7
42 6.89970E-17’
43 6.74936E-17
45 6.74760E-17
46 6.8725iE-i7
47 6.97952E-~7
44 7.09365E-i7
45 6.88873E-17
42 7.21438E-17
15LAs-rTN4E

ERROR
.3673
.2928
.2387
.1910
.1686
.1510
.1359
.1245
.1161
.1114
.1060
.1049

t’
FOM

27
27
27
31
31
33
34
36
36
35
36

**********************************fi**************************************
DUMP MO. 2 ON FILE RUNTPH

/

NPS = 11427 CTM = 2.60 PARTJMIN= 4395
NO DXTRAN =6858

LMPROVED OVE!?DXTRAN w/0D~CP~=12 DXTRAN~IeDxCPN =156Q
LESS THANNODXTRAN=45
~INcREAslNG sAMPL/NG INONIE FtEGtONGENERALLy

ISATTHEEXPENSEOF ANOTHER REGtONm

Fig.18. DXTRANwithDXCPFlcard.
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