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Executive Summary 
TeraGrid integrates multiple high-performance computing resources at distributed provider 
facilities. In 2006, the National Science Foundation (NSF) awarded a grant to the University 
of Michigan's School of Information (UM-SI) to conduct an external evaluation of TeraGrid. 
The primary goals of the evaluation were to provide specific information to TeraGrid 
managers that will increase the likelihood of TeraGrid success, and to give NSF and policy 
makers general data that will assist them in making strategic decisions about future directions 
for cyberinfrastructure. In order to accomplish these objectives, the UM-SI study assessed 
four aspects of the TeraGrid project:  
 

• progress in meeting user requirements  
• impact of TeraGrid on research outcomes  
• quality and content of TeraGrid education, outreach, and training activities  
• satisfaction among TeraGrid partners  

 
We employed a mixed method approach that consisted of a user workshop; participant 
observation; document analysis; interviews with 86 individuals representing five different 
categories; a survey of a sample of 595 TeraGrid users; and two surveys to assess TeraGrid 
tutorials held in 2006 and 2007. Most of the data were collected from June 2006 through May 
2007. 
 
Findings from the evaluation study are presented in two parts. In this first part, we report 
results from analyses of all data collected during the investigation. Detailed findings from the 
user survey are presented in Part 2 of the report.  
 

TeraGrid as a Virtual Organization 
A virtual organization (VO) is distributed across space and time, dynamic in processes and 
structure, and enabled and enhanced by technologies for communication and coordination. 
As a VO, TeraGrid has the potential to capitalize on the advantages of organizing in this way, 
but it also confronts many of the challenges faced by other distributed organizations. The 
TeraGrid VO can be characterized as a series of tensions that both create challenges and help 
the organization to grow, innovate, and adapt.  
 
One set of tensions arises from the diverse characteristics, histories, and cultures of the 
resource provider sites that participate in TeraGrid, their need to collaborate as well as 
compete, and their desire to retain individual autonomy and identity while cooperating under 
the TeraGrid banner. In addition, as new institutions join the TeraGrid scaling becomes a 
challenge. For instance, communication and coordination, management and governance, and 
technical integration become more complex. A second source of stress stems from TeraGrid's 
three-part mission to support the most advanced computational science in various domains, to 
empower new communities of users, and to provide resources and services that can be 
extended to the broader cyberinfrastructure. Each of these goals can require different 
methods, resources, expertise, and strategies to achieve, making it difficult to establish and 
balance priorities and to define success. Further, some goals fit better with the existing 
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strengths, customer bases, and priorities of individual resource providers than others. Finally, 
there is tension between the desire for infrastructural reliability and stability, particularly on 
the part of users, and the research and development that are often necessary to create a 
distributed cyberinfrastructure. TeraGrid has developed approaches to deal with some of 
these challenges, which can provide valuable lessons to other VOs.  
 
Prior to TeraGrid, there was limited opportunity for interaction between personnel at the 
different resource provider facilities. Project participants noted that collaboration with people 
at other sites has led to the development of new technologies, processes, and systems to 
support distributed computing; made them more aware of the capabilities and expertise at 
other sites, which has helped to improve service to users and enhance local procedures; and 
opened up TeraGrid resources and services to new user communities. While they viewed 
these as important successes, many believed that a clearer project vision would direct efforts 
in ways that would better serve users’ needs.  
 

Grid Computing 
The original notion of grid computing as running at more than one site concurrently (i.e. co-
scheduling) has evolved into the idea of employing the grid to enable a variety of distributed 
tasks and modes of usage. This is viewed by most interviewees as a positive development.  
 

User Needs Analysis  
The goal of the user needs analysis was to understand the needs of different types of users 
and the factors that influence user behavior. The results from the user survey offer a 
generalizable view of current TeraGrid users while the qualitative data provide in-depth 
information and help explain some of the survey findings.  
 
TeraGrid users are numerous, diverse, and distributed. Finding meaningful ways to classify 
users can improve strategies for delivering TeraGrid support and consultation services to 
users; inform decisions related to hardware, software, and policy; and provide mechanisms 
for users to interact with each other in support of their needs. Our results shows that 
experience level; algorithms, models, and software; usage mode; and the relationship 
between the nature of the research problem and the technical infrastructure are potentially 
productive means to distinguish the needs of different users. In addition, we found that 
usability issues affect users of all types and experience levels and that problems with lengthy 
queue times go beyond user irritation and inconvenience and affect the efficiency and speed 
at which science is conducted.  
 
The resources available through TeraGrid are critical to most users. Although batch use of a 
single resource at one or more sites is a common mode of usage, users noted that the ability 
to move data from one computer to another was an important aspect of TeraGrid. They also 
noted that the use of TeraGrid resources made it possible for them to simulate phenomenon at 
longer time scales or across a continuum and to improve experimental and engineering 
designs. Future requirements will be shaped by users’ needs to manage, store, and analyze 
growing amounts of data and to make existing codes run efficiently on more capable 
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resources. Education and training, tools to support collaboration, and access to a wider 
variety of usage modes will also be increasingly important. 
 

TeraGrid Science Gateways  
Recognizing that many disciplinary communities were building elements of their own 
cyberinfrastructure, TeraGrid formed partnerships with other projects to provide TeraGrid 
resources and services to user communities through tools and services they were already 
using. One goal of gateways is to enable entire communities of users associated with a shared 
research goal to use TeraGrid resources through a common interface. Developers of science 
gateways have two roles: 1) TeraGrid user, and 2) intermediary between user communities 
and TeraGrid.  
 
As users of TeraGrid, developers of science gateways are in need of tools and processes that 
help make development easier and that assist them to support their users. These include basic 
services that gateways can use instead of creating or hosting their own; templates and 
standardized systems; and standardization to support the effective use of allocations and 
meta-scheduling. As intermediaries between the needs of TeraGrid and their users, science 
gateways appear to play an important role in introducing TeraGrid to potential users and 
enabling current users to conduct their work in new ways.  
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1. Introduction 
TeraGrid integrates multiple high-performance computing resources at distributed provider 
facilities. In 2006, the National Science Foundation (NSF) awarded a grant to the University 
of Michigan's School of Information (UM-SI) to conduct an external evaluation of TeraGrid. 
The primary goals of the evaluation were a) to provide specific information to TeraGrid 
managers that will increase the likelihood of TeraGrid success, and b) to give NSF and policy 
makers general data that will assist them in making strategic decisions about future directions 
for cyberinfrastructure. In order to accomplish these objectives, the UM-SI study assessed 
four aspects of the TeraGrid project:  
 

• progress in meeting user requirements  
• impact of TeraGrid on research outcomes  
• quality and content of TeraGrid education, outreach, and training activities  
• satisfaction among TeraGrid partners  

 
Findings from the TeraGrid evaluation study are presented in two parts. In this first part, we 
report results from analyses of all data collected during the investigation. As appropriate, 
findings from the TeraGrid User Survey we conducted in late 2006 are integrated into this 
document; detailed findings from the survey are presented in Part 2 of the report.  
 
The primary audience for this report is NSF personnel, particularly those responsible for 
management of NSF's cyberinfrastructure investments and those in divisions that support the 
research of communities that are current or future users of TeraGrid. The other main 
audience for this report is TeraGrid itself, specifically senior managers, but also all 
individuals at the TeraGrid resource provider (RP) sites who are or have been involved in the 
project whether formally or informally. The document was also written with many other 
TeraGrid stakeholders in mind such as TeraGrid users, including individuals affiliated with 
projects that provide gateways to TeraGrid resources and services, developers of software 
and applications, and other providers of high-performance computing (HPC) or grid services 
in the United States and internationally. Given the short time period of the study, our 
evaluation was necessarily formative, and our primary goal was to provide feedback to NSF 
and to TeraGrid that would help with future planning. We hope the findings will be a 
significant step toward filling gaps in our knowledge about the needs of scientists and 
engineers who use NSF-supported HPC resources and services, particularly TeraGrid, the 
factors that affect their use, and the impact of this use on research outcomes. In addition, we 
aim to improve understanding of the organizational, social, and technical challenges 
associated with the delivery of cyberinfrastructure (CI) via a virtual organization such as 
TeraGrid. 
 
We begin this report with a description of the evaluation research questions and the multiple 
methods used to collect and analyze the data on which the study's results are based. Next, we 
provide an overview of the history, current organization, and operations of TeraGrid. In 
addition to providing background for those who are less familiar with TeraGrid, this 
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information is relevant to findings discussed later in this document. The majority of the 
report focuses on the study's findings. The results are divided into sections that cover the 
main topics of the investigation. The end of each results section includes a summary and a 
brief discussion of potential implications. Given the formative nature of the evaluation, the 
latter should be viewed as preliminary and are provided for the purpose of offering some 
discussion of the results. We conclude the report with a discussion of the study's limitations 
and needs for future research.  

2. Research Questions 
As stated in the previous section, the evaluation study was designed to address questions 
related to user needs, experiences, and satisfaction; the impact of TeraGrid on research 
outcomes; quality of TeraGrid education, outreach, and training activities (EOT); and 
collaboration between TeraGrid resource providers.  
 
Questions related to user needs and requirements: 

• What factors affect users' computing needs and requirements? 
• How are the needs of users expected to change over the next five years?  
• What factors affect users' behavior as it relates to their use or non-use of 

computing resources and services? 
 
Questions related to impact: 

• How does the use of TeraGrid impact the work of scientists and engineers?  
• What are the benchmark factors for impact in particular areas of research? 

 
Questions related to TeraGrid as a virtual organization: 

• What factors affect satisfaction among the resource providers? 
• How is information shared across sites? 
• What mechanisms are used to coordinate activities and services? 

 
Question related to EOT activities: 

• How do attendees of EOT events perceive the quality of instruction and instructional 
materials?  

• How likely are attendees to participate in future tutorials or workshops?  
• What is the level of enthusiasm for TeraGrid use before and after participation in an 

EOT event?   
 
We investigated the questions above using multiple research methods. We describe these 
approaches in the next section. 

3. Research Methods 
Mixed methods research involves the collection, analysis, and integration of quantitative 
and qualitative data in a single study. This form of research can provide a better 
understanding of a question or topic than is possible with a single research approach 
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(Creswell, 2003). In this particular study, the collection, integration, and analysis of both 
qualitative and quantitative data improved validity, credibility, and comprehensiveness of 
the findings.  

3.1 Data Collection 
Most of the data collection activities occurred from June 2006 through May 2007. 
Institutional Review Board (IRB) approval was obtained from the University of Michigan 
for the study. In keeping with the conditions of IRB approval and to protect the 
anonymity of research subjects, we provide only general information regarding the sites 
we visited and the individuals we interviewed.  

3.1.1 User Workshop 
The first major activity we conducted as part of the evaluation study was a June 2006 
user workshop whose purpose was to begin to examine the relationship between 
TeraGrid's development priorities and the needs of its users. The invitation-only 
workshop was funded by TeraGrid and held in conjunction with the first TeraGrid 
Conference in Indianapolis, Indiana. The workshop was designed to assess user 
requirements from the standpoint of how TeraGrid could enable the next big 
breakthrough in workshop attendees' lines of research. Twelve individuals, representing 
the fields of biology, chemistry, geosciences, physics, and social and behavioral sciences, 
participated in the event.  
 
Two key conclusions were generated from the workshop. First, we found that there are a 
range of technical needs even in a group of users who have mostly large allocations. 
Second, although the technical requirements of users vary, the social and educational 
challenges they face are similar. These two findings provided a preview of results that 
emerged from the study overall. Detailed results from the user workshop are available in 
a separate report (Zimmerman & Finholt, 2006). 

3.1.2 Site Visits 
From mid-July through early October 2006, we visited seven sites around the United 
States with the primary purpose of conducting interviews with a variety of individuals; 
further detail on interviewees is provided below. Five of the cities we visited were home 
to a TeraGrid resource provider site as well as to users or other interviewees. In addition 
to the opportunity to conduct face-to-face interviews with a large number of people in a 
short amount of time, the site visits also allowed us to observe users in their working 
environments and to learn more about the operations of TeraGrid RP sites.   

3.1.3 Interviews 
We conducted interviews with 86 individuals in 66 separate interview sessions. As these 
numbers indicate, most interviews were conducted with a single person, but several took 
place with groups of two or more individuals. The individuals we interviewed were 
affiliated with 13 different institutions, including five RP sites, as noted above. At least 
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one institution from each major geographic area of the United States was represented in 
the sample.  
 
The interview sessions totaled more than 47 hours with individual interviews averaging 
43 minutes in length. Most interviewees agreed to allow the interview to be audiotaped, 
and transcriptions were made from the digital audiofile. When an individual declined to 
have the interview recorded the interviewer took notes instead.  
 
We conducted interviews with individuals who represent five different categories that we 
identified in advance as being important to address the objectives of the evaluation study. 
Table 1 summarizes the number and types of people interviewed, and the text below 
describes each category in further detail.  
 

Category Definition 
Number of  

 interviewees 

TeraGrid Users 

• Individual Researchers 

Individuals associated with a 

project that had a TeraGrid 

allocation at the time of the 

interview 

26 

TeraGrid Users 

• Science Gateway 

Developers 

Individuals who on a day-to-

day basis spend some portion 

of their time working on a 

project designated as a 

TeraGrid Science Gateway 

27 

TeraGrid Personnel Individuals employed by one of 

the TeraGrid RP sites who have 

a formal or informal role in the 

TeraGrid project 

26 

Non-TeraGrid Users of HPC 

Resources  

Individuals who use HPC 

computing resources other 

than TeraGrid  
3 

Cyberinfrastructure Experts Individuals with extensive 

knowledge of high-

performance computing  

4 

Table 1: Number and Types of People Interviewed 

 
Several interviewees belonged to more than group. For example, an individual working 
on one of the science gateways was a domain scientist, who had a TeraGrid account to 
support his own research. In these cases, we asked respondents questions related to the 
main reason for which they we selected for an interview, although comments they made 
relevant to their other roles and experiences were included in our analyses.  
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TeraGrid Users    
We interviewed two types of TeraGrid users: 1) individual users, and 2) science gateway 
developers. Individual users (n=26) included principal investigators (PIs), faculty and 
research scientists, postdoctoral associates, and graduate students with a TeraGrid account. 
These users were affiliated with seventeen different projects and eleven institutions. Table 2 
provides information on the research area, position, and the largest allocation the 
interviewee's project had at the time. When proposals are accepted and projects are granted 
an allocation, they are assigned to one of three award categories: development allocations 
(DACs), medium resource allocations (MRACs), and large resource allocations (LRACs). 
The awards differ based on the number of service units allotted, ranging from 30,000 for 
DACs, between 30,000 and 200,000 service units for MRACs, and over 200,000 service units 
for LRACs. Although LRAC awardees are small in number relative to all awards made, they 
represent a major portion of the use of TeraGrid allocated resources (see section 8.1.1). 
Whereas DAC awardees are many, they use a small percent of allocated resources. In the 
interviews, we focused on LRAC and MRAC users because they represent the majority of 
TeraGrid use. In addition, since some LRAC and MRAC users sometimes also have a DAC 
award, it was challenging to find users who had only a DAC award and were available for an 
interview. The purpose in interviewing DAC only users was to learn about the needs of 
individuals who were new to TeraGrid. We were able to gain insight into these needs in other 
ways, particularly by talking with graduate students and other researchers associated with 
LRAC and MRAC projects, who had not used TeraGrid before, and through the TeraGrid 
User Survey (see Part 2 of the report). 
 
We asked individual users questions about their research, including future research goals, 
their experiences using HPC resources generally and TeraGrid in particular, including when 
they started using them, how they learned to use them, how they obtained help, what 
resources and capabilities they used (i.e., mass storage, visualization, computation), and what 
resource provider(s) they used, including facilities other than TeraGrid. We also asked 
interviewees to describe the impacts of TeraGrid/HPC on their research. Finally, we sought 
information about the other technologies they used, how they spent their time (i.e., 
administration, research, teaching), and who they collaborated with. Our interview protocol 
assumed that users understood what TeraGrid is in the sense of both its organization and 
purpose. We soon found, however, that users' knowledge and perceptions about TeraGrid 
varied widely, so we added a question to the protocol that asked interviewees to define 
TeraGrid from their point of view. If users had a vague notion of TeraGrid, we framed our 
subsequent questions around their use of NSF HPC resources more generally rather than 
TeraGrid specifically.  
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Project Position Research Area 
Allocation 

Level 

A Principal Investigator High-Energy Physics LRAC 

B Doctoral Student Chemistry LRAC 

C Principal Investigator Biochemistry LRAC 

D Principal Investigator Materials Science LRAC 

D Principal Investigator Materials Science LRAC 

E Research Scientist Molecular Biology LRAC 

F Research Programmer Molecular Biology LRAC 

G Postdoc 1 Chemistry LRAC 

G Postdoc 2 Chemistry LRAC 

H Principal Investigator Earth Science LRAC 

I Doctoral Student Chemistry LRAC 

J Research Scientist High-Energy Physics LRAC 

K Masters Student Chemical Engineering LRAC 

L Principal Investigator Astrophysics MRAC 

L Doctoral student Astrophysics MRAC 

M Principal Investigator Economics MRAC 

M Postdoc Economics MRAC 

M Doctoral Student Economics MRAC 

N Principal Investigator Geoscience MRAC 

N Postdoc Geoscience MRAC 

N Doctoral Student Geoscience MRAC 

O Principal Investigator Molecular Biology MRAC 

P Principal Investigator Chemistry MRAC 

P Doctoral Student Computer Science MRAC 

Q Research Scientist Geoscience DAC 

Q Research Programmer Computer Science DAC 

    

Table 2: Individual User Interviewees  
 
Developers of science gateways are a second type of TeraGrid user. Here, we use the term 
developer broadly to mean people who on a day-to-day basis spend some portion of their 
time working on a project designated as a TeraGrid Science Gateway.1 Early in its history, 

                                                 
1 A project is defined by TeraGrid as a TeraGrid Science Gateway if it has an allocation on the TeraGrid.   
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TeraGrid conceived the idea for what has become the TeraGrid Science Gateway program. 
Recognizing that many disciplinary communities were building elements of their own 
cyberinfrastructure, TeraGrid set out to form partnerships that would provide TeraGrid 
resources and services to user communities through tools and services they were already 
using (Catlett, Beckman, Skow, & Foster, 2006). TeraGrid's role is as a back-end service 
provider with the gateway serving as the front end to the user. There were approximately 20 
such projects during the time of the evaluation, and we interviewed individuals affiliated with 
eight of them. Interviewees (n=27) included persons with expertise in the scientific domain 
represented by the project, technologists developing and/or making applications and services 
available through the gateway, project management experts, and education and outreach 
professionals. We provide few details regarding the gateways we studied since this 
information could make it possible to identify the projects and thus compromise the 
anonymity of our respondents. We can state that we investigated gateways that serve a 
diverse set of disciplines. The questions we asked interviewees varied depending on their role 
in the project, but in all cases we spoke with at least one person who was able to tell us about 
the motivation for the gateway, especially the scientific needs that the project was trying to 
fulfill, the gateway's intended user community, the kinds of resources and capabilities that 
were perceived as being important for the user community, and the impacts that the gateway 
would have if it were successful. We also asked more specifically about the need for HPC 
resources and services within the gateway and experiences in working with TeraGrid. 

TeraGrid and Centers Personnel 
The second main category of interviewees is individuals who were employed by one of the 
TeraGrid RP sites and who had a formal or informal role in the project. We interviewed 26 
people at five RP sites whose salary was supported in whole or in part by TeraGrid funds or, 
who received no funding from TeraGrid, but who had direct involvement in the project such 
as supervising people supported by TeraGrid funds. We refer to both types of people as 
TeraGrid personnel. The individuals we interviewed worked in or were responsible for a 
variety of areas such as operations, networking, security, user support, systems 
administration, education, external affairs, and software development. In addition, we 
interviewed both staff and managers. The latter included a sample of individuals who serve 
as Area Directors or are members of the Grid Infrastructure Group (GIG) or the Executive 
Steering Committee (ESC) (see section 4.2). Most interviewees' experiences with TeraGrid 
dated back to the start of their institution's affiliation as a member of TeraGrid. The questions 
we asked TeraGrid personnel varied slightly depending on their role in the project, but in all 
cases we asked individuals about their responsibilities, how and when they came to be 
involved in the project, their opinions regarding TeraGrid's challenges and successes, and 
other TeraGrid personnel they work with and the ways in which those interactions occur. 

Non-TeraGrid Users of HPC Resources 
We interviewed three individuals who use HPC facilities other than TeraGrid to understand 
why they do not use TeraGrid. Due to the small sample size, few conclusions can be drawn 
from these interviews, but they were helpful in gaining additional insight into the factors that 
influence researchers' computing decisions. The questions we asked non-TeraGrid users of 
HPC resources were similar to those we asked individual TeraGrid users.  
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Cyberinfrastructure Experts 
Finally, we interviewed four people that we describe as cyberinfrastructure experts. These 
individuals have been involved in the world of high-performance computing in various 
capacities for many years. Among the interviewees in this category were a former funding 
agency program manager, the director of a campus computing center, a former employee of 
Internet2, and a computer science researcher employed by a university computing center. 

3.1.4 Participant Observation 
Participant observation enables a researcher to gain close familiarity with a group or 
community and their practices through intense involvement with them, often over a long 
period of time. In this study, participant observations included our attendance at five 
TeraGrid quarterly management meetings during the period September 2005 through April 
2007. The primary purpose of the face-to-face TeraGrid quarterly meeting is to bring together 
the RP-PIs, the ESC, and the GIG (including Area Directors) to review and assess progress 
over the past quarter and to make necessary adjustments in plans, priorities, or projects. 
Representatives from some science gateway projects also participate in these meetings. The 
September 2005 meeting was the first face-to-face gathering of the TeraGrid principals 
following NSF's $150 million, 5-year extension of the TeraGrid for the period August 1, 
2005-July 31, 2010. We also attended the first and second TeraGrid Conferences (June 2006 
and June 2007), and weekly TeraGrid Architecture meetings. Finally, one of us 
(Zimmerman) served as co-chair of TeraGrid's Impact Requirements Analysis Team (Impact 
RAT). This team was charged to investigate, identify, and recommend ways to quantitatively 
and qualitatively measure TeraGrid's impact on scientific outcomes. Material from the 
group's report (TeraGrid Impact RAT, 2006) has been incorporated into this document where 
relevant.  

3.1.5 Surveys 
Three surveys were conducted over the course of the study. These consisted of a survey of a 
sample of current TeraGrid users and surveys to evaluate tutorials presented at the 2006 and 
2007 TeraGrid conferences.  
 
The purposes of the TeraGrid User Survey were to gain insight into the characteristics of 
those who use TeraGrid and to understand similarities and differences in the needs, 
motivations, and commitment of different types of TeraGrid users based on factors such as 
their experience with supercomputers, frequency of TeraGrid use, stage of career, field of 
research, gender, and age. Part 2 of this report contains detailed results from the user survey, 
which was administered using SurveyMonkey.com. The population from which the survey 
sample was drawn included all users who were active between 1 October 2005 and 30 
September 2006 and all Principal Investigators associated with active projects. We stratified 
our population along two criteria: 1) the largest allocation associated with a user (e.g., DAC, 
MRAC, and LRAC), and 2) the field of science associated with projects. We selected a total 
of 595 individuals, representing a random, stratified sample proportional to the distribution of 
users by field and allocation category. The survey response rate was 52%. 
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We prepared and administered two 15-question surveys designed to evaluate TeraGrid 
education and outreach activities. These surveys were developed to measure attendees' 
satisfaction with pre-conference tutorials conducted as part of the TeraGrid '06 and TeraGrid 
'07 conferences. Findings from the survey of the 2006 TeraGrid conference tutorials are 
available in a separate report (Krause & Zimmerman, 2007). The results showed that the 
tutorial attendees who responded to the survey generally rated their experience positively and 
would attend another EOT event sponsored by TeraGrid. Responses to open-ended items 
suggested that some attention should be paid to the level of the tutorial and the ability of the 
attendees. Offering introductory tutorials in which attendees are given practical step-by-step 
training in tandem with more advanced tutorials directed at experienced users could be 
beneficial in meeting the needs of a wide variety of users. Preliminary analysis of results 
from the survey administered in conjunction with the TeraGrid '07 Conference show that 
participants rated the tutorials highly. 

3.1.6 Internal Systems and Documents 
TeraGrid senior management and resource provider personnel at all levels were supportive of 
our study. In many cases they agreed to be interviewed and in other instances they provided 
access to information and people which greatly facilitated our research. For example, internal 
sources such as the TeraGrid central database, which includes information on all projects 
with a TeraGrid allocation, were made available to us. We monitored several project email 
lists, and we were provided with copies of TeraGrid proposals and findings from NSF 
reviews of TeraGrid. There were sources of information, however, to which we were not 
privy, including the weekly meeting of the TeraGrid management team.  

3.1.7 Supplementary Information: The TeraGrid Planning Process 
In late spring 2007, the UM-SI received a separate grant from NSF to facilitate a planning 
process whose goal was to provide information to help guide the future evolution of 
TeraGrid. One objective of the first phase of the process was to gather information about the 
future requirements (i.e., over the next five years) of current and potential users of TeraGrid. 
During summer 2007, researchers and staff at the UM-SI organized and conducted a series of 
three workshops to collect information on user requirements that could be used, along with 
findings from the evaluation study, to inform subsequent phases of the planning process. The 
first workshop, which focused on the needs of those developing TeraGrid Science Gateways 
and on the intended users of those gateways was held in June 2007. Seventeen of the then 21 
science gateways were represented at the workshop. The second and third workshops were 
held in late August 2007. The goal of these workshops was to gain an understanding of the 
requirements of current and potential future users of TeraGrid. The user workshops brought 
together 35 individuals from ten research domains to address the question: Where could HPC 
take you and others in your field over the next 5 to 7 years? The findings from the planning 
process workshops (Lawrence & Zimmerman, 2007a; 2007b) supplement data collected in 
the evaluation study.  

3.2 Data Analysis 
The qualitative data consisted of transcripts and notes from interviews, documents and web 
sites related to TeraGrid and the TeraGrid Science Gateways, and our notes and observations. 
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We developed a coding scheme to analyze qualitative data based on our research questions, 
interview topics, and prior literature.  
 
As described in the detailed survey reports, quantitative survey data were analyzed using the 
statistical package SPSS®. We calculated descriptive statistics for all variables and 
conducted tests of association between variables based on the appropriate method in specific 
instances. The responses to the open-ended survey questions were coded according to major 
categories that emerged from an analysis of the data.  

4. TeraGrid History, Organization, and Operations 
NSF has been making substantial investments in HPC for more than 20 years. Although it 
was not an objective of this investigation to document the history of the TeraGrid project or 
to analyze the wider contexts under which it developed and evolved, in the course of the 
project we learned that aspects of this background were important to understand the data we 
were collecting. Therefore, we provide a brief history of the TeraGrid project, including some 
of the activities and events that preceded it. The information presented here was gathered 
from publicly available sources, including the NSF web site, NSF solicitations related to 
TeraGrid, third-party reports, and internal TeraGrid documents available through TeraGrid's 
wiki.2 Additional insights into the history that emerged from interviews are discussed in our 
findings and are not covered here. As we will show in the results section, the context in 
which TeraGrid was created and the nature of its growth affected the TeraGrid virtual 
organization and others’ perceptions about the purpose of TeraGrid.  

4.1 History 
TeraGrid grew out of a late 1990's focus on terascale computing and grid computing.  
The project, as it currently exists, is the result of awards made through a series of NSF 
solicitations and Dear Colleague letters.  
 
In 1999, a report by the President's Information Technology Advisory Committee (PITAC) 
recommended that in order for "the United States to continue as the world leader in basic 
research, its scientists and engineers must have access to the most powerful computers" (p. 
52). At this time, terascale systems (1012 operations per second) were emerging as the most 
capable systems. The PITAC report was preceded by three NSF-sponsored workshops on 
terascale and petascale computing that were held during May and July 1998. The findings 
from these workshops are documented in a consolidated report (Reed, et al., 1998). A similar 
joint Department of Energy/NSF workshop was held shortly after the three NSF workshops 
(Langer, 1998). Like the PITAC document, the workshop reports emphasized the importance 
of the most capable computers to U.S. competitiveness in science and engineering research.  
 
What is now known as the TeraGrid began in 2001 as a collaboration among four sites: 
Argonne National Laboratory (ANL), California Institute of Technology (Caltech), National 
Center for Supercomputing Applications (NCSA), and San Diego Supercomputer Center 

                                                 
2 See http://www.teragridforum.org/mediawiki/index.php?title=Main_Page. Although the wiki is not 
intended to serve as TeraGrid's public Internet site, much of the information on the site is unrestricted. 
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(SDSC). This partnership was the result of a solicitation for a Distributed Terascale Facility 
(DTF) issued by NSF in January 2001. The solicitation stated that more than computational 
capability was required to meet the needs of scientists and engineers.  
 

Investments in large scale research instrumentation being made in such diverse fields 
such as astronomy, biology, earthquake engineering, environmental science, 
geosciences, gravitational science, and high energy physics, will not yield their full 
returns unless corresponding investments are made in the infrastructure needed for 
data analysis. Terascale computing systems and large-scale scientific instruments and 
sensors are now routinely creating multi-terabyte data archives. All the researchers 
involved encounter similar problems since computed, observed, and experimental 
data all require data manipulation and storage, visualization, data mining and 
interpretation. The rapidly increasing rate at which data are being generated and the 
distance between its point of generation and those who need access to information 
contained in the data are problems that must be faced (NSF, 2001, n.p.). 

 
The DTF solicitation identified a computational grid as a way to meet these needs. The 
solicitation defined the grid as "the sum of networking, computing, and data storage 
technologies needed to create a seamless, balanced, integrated computational and 
collaborative environment." The DTF was named TeraGrid and included computers capable 
of 11.6 teraflops, disk-storage with capacity of more than 450 terabytes of data, visualization 
systems, and data collections integrated via grid middleware and linked through a high-speed 
optical network. 
 
In April 2002, NSF issued a Dear Colleague Letter on the Extensible Terascale Facility 
(ETF) for Principal Investigators to expand the DTF. A $35 million award was made later 
that year to expand the capabilities of the original DTF sites and to include PSC's LeMieux 
system. The partnership continued to be called the TeraGrid, but the award program was 
known as ETF.  
 
In March 2003, NSF issued the Terascale Extensions Program Solicitation NSF03-553 to 
further expand ETF capabilities. This resulted in three separate awards to fund the high-speed 
networking connections needed to share resources at Indiana University (IU), Purdue 
University (Purdue), Oak Ridge National Laboratory (ORNL), and Texas Advanced 
Computing Center (TACC). Although they were listed as separate resource providers, Purdue 
and IU partnered on a proposal and received a joint award.3 In 2004, TeraGrid entered full 
production, and in 2005 NSF's newly created Office of Cyberinfrastructure (OCI) extended 
its support with a $150 million set of awards for operation, user support and enhancement of 
the TeraGrid facility over the next 5 years. As noted previously, one of us attended the first 
quarterly meeting organized by TeraGrid following the terascale extension award. 

                                                 
3 Since 2005 Purdue and Indiana have had separate awards. 
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4.2 Organization and Operations 
When the evaluation study began TeraGrid was comprised of eight resource providers: IU, 
ORNL, NCSA, PSC, Purdue, SDSC, TACC, and UC/ANL. In June 2006, the National 
Center for Atmospheric Research (NCAR) became the ninth TeraGrid RP site. Figure 1 
shows the TeraGrid partnership during the period of our investigation. The tenth and eleventh 
sites—the Louisiana Optical Network and the National Institute for Computational Sciences 
established by the University of Tennessee and Oak Ridge National Laboratory—joined the 
TeraGrid in fall 2007 after the completion of our study.  
 

 
 

Figure 1: TeraGrid Resource Providers - June 2006 
 

As stated in the TeraGrid Policy Management Framework, the TeraGrid comprises "multiple 
cross-referenced but independent awards to autonomous institutions" (Catlett, Goasguen, & 
Cobb, 2006, p. 2). Each resource provider is funded by NSF to operate and support resources. 
The Grid Infrastructure Group (GIG), funded through a separate grant to UC/ANL, is a 
distributed body that provides integration and coordination across the project (Catlett et al., 
2008). The GIG supports common services such as user support and authentication services 
and common processes such as accounting, authorizations, and allocations peer review. It 
also supports the TeraGrid operations and helpdesk, education, outreach and training 
activities, external affairs, software coordination and system architecture and planning, and a 
dedicated optical network backbone. Each RP selects a site lead to make and ensure 
commitments on behalf of the organization.  
 
The TeraGrid Forum includes one representative from each institution (i.e., each RP site and 
the GIG); it is the main decision making body for the TeraGrid. Working Groups and 
Requirements Analysis Teams (RATs) help provide coordination across the project by 
addressing areas of common concern. Working Groups last for a year or more and generally 
include representation from all sites. Their goal is to coordinate services in major areas of the 
project such as accounting, allocations, data, user services, and security. Requirements 
Analysis Teams bring together a small number of experts to work together over a period of 
six to ten weeks to understand a specific topic or challenge, investigate solutions, and 



 

16 

recommend a course of action. The Cyberinfrastructure User Advisory Committee (CUAC), 
which along with the GIG and resource providers was mandated by NSF, was an advisory 
body comprised of users of cyberinfrastructure.4 More detailed information about TeraGrid's 
organizational structure, governance, and operations is available in Catlett et al. (2008) and 
Catlett, Goasguen, and Cobb (2006).  
 
Due to the distributed nature of TeraGrid, most communication occurs through electronic 
mail, over the Access Grid, and via teleconferences. The purpose of the TeraGrid wiki is to 
serve as a central point for sharing documents, information, and ideas. The RP site leads and 
the GIG meet face-to-face on a quarterly basis, and the annual TeraGrid Conference provides 
an opportunity for face-to-face meetings of working groups, RATs, and other teams.  
 
Although this report focuses on an evaluation study of the TeraGrid, it is important to note 
that TeraGrid is only one activity and one source of funding for the resource providers. The 
percentage of each RP's budget and staff that is supported by the TeraGrid award varies 
across sites. In addition, TeraGrid is only one program that has, over time, supported HPC in 
the United States. For example, from 2001-2004 TeraGrid co-existed with the Partnership for 
Advanced Computational Infrastructure (PACI), which ran from 1997-2004. There were two 
PACIs—the Alliance and the National Partnership for Advanced Computational 
Infrastructure (NPACI). In summary, TeraGrid grew from and exists within a broader 
context.  The ways in which past and present collaborations and competition among resource 
providers, changing user needs and requirements, and technical developments affect the 
TeraGrid project are analyzed in the results section of this report. 

4.2.1 Access to TeraGrid 
Similar to other HPC resources, an allocation is required in order to use TeraGrid. As 
described on the TeraGrid web site, the following steps are necessary to obtain an allocation.5  
 

To use TeraGrid resources, you must submit a request for an allocation of computing 
time or data storage space. To make such a request, you need to have an 
understanding of the type of codes you will be running or the amount and type of data 
storage you will need, the amount of time you’ll need to complete the simulations 
you plan to conduct, and any special data needs that accompany a computing time 
request. Allocation requests are subject to a review process, which varies according to 
the size of your request.  

 
As noted earlier, proposals are typically directed toward one of three award categories: DAC, 
MRAC, or LRAC. The awards differ based on the number of service units allotted. Service 
units are generally defined as “equivalent to either one CPU-hour, or one wall-clock-hour on 

                                                 
4 In January 2008, the CUAC was reorganized into the TeraGrid Science Advisory Board (SAB). The 
charge to the SAB is to "provide advice to the TeraGrid Forum and the NSF TeraGrid Program Officer on a 
wide spectrum of scientific and technical activities within or involving the TeraGrid." See 
http://www.teragridforum.org/mediawiki/index.php?title=Science_Advisory_Board 
5 See http://www.teragrid.org/userinfo/access/allocations.php. TeraGrid began requiring allocations for data 
storage shortly after the completion of our study. 
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one CPU, of the system of interest,” although exact definitions vary based on resource 
platform according to the NSF Cyberinfrastructure Resource Allocations Policy document.6 
All proposals have a PI. If an award is made based on the proposal, a project is established, 
and the PI may add users may to the project. Authentication means that a user has a TeraGrid 
account; authorization defines what that user is allowed to do at particular sites. For example, 
a user may be restricted to file transfers at SDSC, but authorized to access compute resources 
at PSC. 

5. Introduction to the Findings 
The findings of the evaluation research study are organized by the major categories of the 
evaluation as well as themes that emerged from the investigation. The end of each findings 
section (i.e., sections 6-9) contains a brief summary and some discussion of the implications 
of the results. As noted in the introduction, the latter should be viewed as preliminary and are 
provided for the purpose of giving some inital feedback on the results.  
 
In addition to Part 2 of this report, which analyzes results from the TeraGrid User Survey, we 
have published other documents that present findings from specific data collection activities 
(Zimmerman & Finholt, 2006; Zimmerman, 2007; Krause & Zimmerman, 2007; Zimmerman 
& Finholt, 2007). Results and conclusions from these publications are incorporated into the 
relevant portion of the results sections that follow. 
 
These findings reflect data collected at a particular point in time. For example, in summer 
2006 TeraGrid personnel were debating how to define a TeraGrid user. This was also the 
time of the problematic implementation of version 3 of the Common TeraGrid Software 
Stack (CTSS). Although specific challenges will change over time, we use these events to 
illustrate the types of issues faced by TeraGrid participants.  

6. The TeraGrid Collaboration 
The TeraGrid collaboration can be characterized as a series of tensions that both create 
challenges and help the organization to grow, innovate, and adapt.7 In this section we analyze 
the sources and affects of those tensions. One set of stresses arises from the diverse 
characteristics, histories, and cultures of the participating sites, their need to collaborate as 
well as compete, and their desire to retain individual autonomy and identity while 
cooperating under the TeraGrid banner. In addition, as new institutions join the TeraGrid 
scaling becomes a challenge. For instance, communication and coordination, management 
and governance, and technical integration become more complex. New participants must be 
"caught up" with the existing policies, procedures, and plans and the rationales behind them, 

                                                 
6 See http://www.ci-partnership.org/Allocations/allocationspolicy.html 
7 Informally, we have heard some objections to the use of the word collaboration to describe the 
relationship among the resource providers. This opinion was expressed by individuals who view a 
collaboration as a partnership among individuals or organizations who willingly choose to work with each 
other. We use the broader Oxford English Dictionary definition, which states that to collaborate is "to work 
in conjunction with others." 



 

18 

and the sites must adapt to a reconfigured organizational arrangement. The concept of a 
virtual organization provides a framework to better understand these issues.  
 
A second source of tensions stems from TeraGrid's three-pronged mission to support the 
most advanced computational science in various domains, to empower new communities of 
users, and to provide resources and services that can be extended to the broader 
cyberinfrastructure. Each of these goals can require different methods, resources, expertise, 
and strategies to achieve, making it difficult to establish and balance priorities and to define 
success. Further, some goals fit better with the existing strengths, customer bases, and 
priorities of individual resource providers than others.  
 
Finally, there is a tension between the desire for infrastructural reliability and stability, 
particularly on the part of users, and the research and development that are often necessary to 
create a distributed cyberinfrastructure. In TeraGrid, achieving this balance has been 
particularly difficult because few users demanded the grid computing capability that 
TeraGrid was developing.  
 
Below we analyze each source of tension, while also showing that they do not operate in 
isolation from each other. We find that much of what we learned in the study was knowledge 
that already exists in the project, but for various reasons it was not brought to the foreground, 
discussed, and acted upon. The results presented in this section are based primarily on 
interviews with TeraGrid personnel. Data collected during participant observations and 
interviews with others, especially cyberinfrastructure experts, also informed the findings 
discussed in this part of the report.  

6.1 TeraGrid as a Virtual Organization 
TeraGrid is a virtual organization (VO). As such it has the potential to capitalize on the 
advantages of organizing in this way, but it also confronts many of the challenges faced by 
other distributed organizations. DeSanctis and Monge (1999) defined a virtual organization 
as  
 

…a collection of geographically, functionally and/or culturally diverse entities that 
are linked by electronic forms of communication and rely on lateral, dynamic 
relationships for coordination (p. 693).  
 

Virtual organizations vary across dimensions such as size, degree of formality, lifespan, and 
purpose. The definition of a VO is still evolving because it is a relatively new form and 
knowledge about it is incomplete. However, similar to DeSanctis and Monge, Cummings and 
his colleagues (2008) identified the following as being common to most VOs: 
 

• Distributed across space, with participants spanning locales and institutions 
• Distributed across time, with asynchronous as well as synchronous interactions 
• Dynamic structures and processes at every stage of their lifecycle, from initiation to 

termination  
• Computationally enabled via collaboration support systems 
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• Computationally enhanced, with simulations, databases, and analytic services which 
interact with human participants and are integral to the operation of the organization. 

 
Cummings and his coauthors stated that technology use in a VO goes beyond 
communication. For example, a centralized project management plan that is accessible to 
everyone in the VO can help to coordinate work across sites by listing tasks, responsibilities, 
and milestones. The DeSanctis and Monge definition emphasized the lateral nature of 
relationships in a VO. Taken together, these two conceptual definitions provide a framework 
for understanding the TeraGrid partnership.  
 
The existing literature has identified a number of reasons for the formation of virtual 
organizations. Among these are to facilitate access to resources and expertise, enhance ability 
to solve problems, improve economic and scientific competitiveness, help leverage limited 
funding and other resources, and enable discovery and innovation. But it seems that for every 
potential advantage there are risks.  
 

For example, greater geographical reach of the firm might be enabled via electronic 
communication, but the firm may also struggle with maintaining a coherent identity. 
Similarly, more participation by discussion in larger groups of people may be 
possible, but information overload may be a burden to participants; and more 
efficient communication might be possible but so might greater alienation (DeSanctis 
& Monge, 1999, p. 694). 

 
Virtual organizations also face challenges related to building trust, motivating and rewarding 
participants, sharing knowledge, and scaling organizational processes and governance. In the 
section that follows, we analyze how these and other issues identified in the VO literature 
affect TeraGrid.  

6.2 Factors Affecting the TeraGrid Virtual Organization 
Cummings and his co-authors (2008) stated that one of the most important questions to ask 
about a VO is how it came to be created. In the case of TeraGrid what seems more relevant is 
the contrast between the way the project began and the manner in which it evolved into its 
current form. As noted in the history section, the goal of the original partnership between 
ANL, Caltech, NCSA, and SDSC was to create a distributed system based on homogeneous 
clusters.8 During the time from 2001-2007, the TeraGrid grew from four resource providers  
to eleven. The expansion occurred through what we refer to as "organization by solicitation." 
Except for an initial cooperative proposal submitted by IU and Purdue, the current TeraGrid 
partners did not choose each other nor was growth planned strategically by TeraGrid. 
Resource providers were added primarily based on awards made to sites by NSF; the NSF 
also made the award to the UC/ANL to operate the GIG. The addition of sites increased the 
technical and organizational complexity of the project, and new initiatives such as the 

                                                 
8 Two interviewees noted that the project actually began with two sites—NCSA and SDSC—and about 
three months later it was expanded to include Argonne and Caltech. The project's history is obviously 
complex. Our goal was to understand the affect of major events on the partnership, particularly as related 
by the participants themselves.  



 

20 

TeraGrid Science Gateways program introduced more complications and further clouded the 
vision. Thus, like many other VOs, TeraGrid has been and continues to be dynamic. While 
the situation has sometimes been stressful for TeraGrid personnel and often confused users, it 
has also forced the individual sites as well as the TeraGrid as a whole to adapt and innovate 
and helped to forge collaborations that otherwise might not have been formed. In the 
paragraphs that follow, we analyze the dynamism of TeraGrid and the affects of changing 
conditions.  

6.2.1 Homogeneity to Heterogeneity 
The first instantiation of the TeraGrid, in 2001, consisted primarily of Itanium-processor 
based machines distributed across the original four RP sites. The homogenous clusters were 
designed to operate as a single distributed facility and were linked via a dedicated optical 
network. Grid software was employed to integrate the resources to create the appearance of a 
“virtual system,” which was in fact resources controlled independently by the individual 
sites. The recommended use guidelines emphasized grid applications, but according to one of 
the TeraGrid participants, users did not have grid applications, and so early on few requests 
were made for time on these machines. This is not surprising given the fact that "the user 
community that TeraGrid started with was not based on grid computing users," as one project 
member noted.9 "The people who we catered to were not people running small jobs on small 
clusters. We need people who will spend millions of hours on full machine jobs running on 
big machines." Nonetheless, the lack of requests for allocations on high-end resources was 
troubling and problematic. As a result, the recommended use guidelines were altered to allow 
users to request time on a single computing system.10 This change was one source of what 
became an ongoing lack of clarity within and outside the project about TeraGrid's vision and 
goals. However, there was little time to address this issue before further changes occurred. 
 
The addition of new sites to the TeraGrid, beginning with PSC in 2002, created another 
challenge for the struggling grid computing vision. As a project member noted, "One of the 
hallmarks of the DTF was this complete homogeneity. They were all bought at the same time 
and constructed in the same way. PSC came in and had a completely different system." 
Specifically, PSC's Bigben supercomputer had a much different architecture and its 
networking design and equipment also varied from the other sites. With the addition of 
Bigben, homogeneity began to give way to heterogeneity. This posed new challenges for 
TeraGrid, which were summarized by one of the participants. 
 

So, it really made them have to rethink how they were going to add sites. It made 
them have to take into consideration ideas and concepts that hadn't been core or even 
critical to the original proposal that they submitted. I think that was difficult. I think it 
was really eye opening, and I think it helps especially if you think of the TeraGrid 
and the ETF as a prototype for the cyberinfrastructure. But I think it was also a 
challenge because here you’ve submitted a proposal that’s gotten funded by the NSF 
and all of a sudden you have to change it. So, you still have all those goals and 
objectives that went along with the original proposal that you submitted. Then, all of 

                                                 
9 This statement was supported by our interviews with users and with cyberinfrastructure experts. 
10 In section 7, we analyze reasons for the lack of grid applications both then and now. 
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a sudden you have these new goals and objectives that are a little bit more difficult to 
meet, and you have to figure out how to do that and still make progress on both 
fronts.  

 
TeraGrid personnel held different opinions regarding the merits of trying to achieve and 
maintain system homogeneity and enable grid computing. According to the participants, 
different views on technical matters are not uncommon among computer scientists. There are 
often multiple ways to accomplish the same task and different people and institutions have 
varied preferences. In this case, most interviewees were skeptical about the viability of 
homogeneity because they felt it was not scalable, desirable, or even possible. For example, 
one person who questioned the wisdom of this approach said: 
 

You can create a homogeneous environment that is sort of the least good of any one 
system. These systems have positive quirks, too, that are the very reason that people 
want to use them. So, you have to sort of manage those similarities and differences in 
a way that's usable. 

 
Another project member, whose institution was not one of the original four sites, viewed it as 
an improbable feat even with identical clusters and an impossible task once new RPs and 
architectures were introduced. 
 

What was quickly demonstrated was unless you have everybody install the same 
version of everything at the same time, and ideally they should like all be clones—the 
system administrators should all be clones of each other—and somebody blows the 
whistle, and they push the button exactly at the same time, you will rapidly get 
differences, even if you have the same system from the vendor point-of-view. That’s 
what I saw. Then, of course, we started bringing in new architectures and new sites.  

  
Another person felt that grid computing was not given a chance to succeed, and the addition 
of new architectures increased the complexity and difficulty of achieving the original vision. 
 

I thought this was NSF’s big chance to promote grid computing. Could those systems 
have been brought up and efficiently used as a true grid and true multiple resource by 
a multitude of people immediately? Absolutely not. Would there be wasted potential 
computing cycles? Absolutely. What better way could you support and increase the 
probability of evolving these capabilities and these technologies if not in an 
environment where this was top priority? The only people that should have gotten 
onto those systems were the people who had either proven, could argue, or were 
willing to do new things to try the new technologies from the very beginning. 

 
In this, as in some other situations, it was not unusual for TeraGrid participants to have 
different interpretations of the outcome of the same situation. In this case, a couple of staff 
we spoke with felt the original goal had merit and that it had achieved a result that other 
experts thought was impossible. As one of them said: 
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Back in the early days of the project...you could actually build and execute on one 
machine, so that you could do dynamic resolution of libraries rather than static 
resolution. And you could take it from San Diego to NCSA to Argonne and to 
Caltech, and the crazy thing would find all the libraries it needed at run time. So, that 
meant that the environment was really set up correctly, and you could roam between 
these resources. And I don’t know if that still works today. I have my doubts. But 
that’s kind of cool and kind of amazing. 

 
The issue is not that people have varied opinions, but that the lack of clarity regarding a 
major aspect of the project leads to confusion and can result in personnel working at cross 
purposes. Several interviewees thought this was the case in regard to the issue of 
homogeneity.  
 

I see huge evidence that people are still working towards the homogeneity. I’m never 
sure if that’s because there is somebody or some group of people who really believe 
this, or if there are just a set of people who have been given a charter several years 
ago and are still working toward that charter. 

 
While PSC's hardware posed a challenge, it was, as one interviewee stated, "bringing them 
onto the playing field at the same level." The addition of the next set of resource providers 
significantly increased the diversity of the project membership and the heterogeneity of the 
technical environment. The affects of these changes are the subject of the next section. 

6.2.2 Organizational Growth and Diversity 
The nine sites that comprised the TeraGrid during the period of our study varied along 
several dimensions, including history, culture, vision and mission, organizational context, 
and the number, type, and size of the computational resources contributed to TeraGrid. The 
latter also corresponds to the number of personnel a site has available as well as the depth 
and/or breadth of expertise it brings to TeraGrid. According to the participants we 
interviewed, this diversity has been both challenging and beneficial. We found that diversity 
in terms of culture, mission, and human and technical capabilities, along with past 
experiences among some of the sites, were particularly important as both sources of tension 
and innovation.  
 
NCSA and SDSC were two of the four supercomputing centers funded by NSF in 1985, and 
they have been the leading-edge sites for academic researchers in the United States. PSC was 
established by NSF in 1986, but it was not part of the PACI program. According to one of the 
interviewees, the terascale computing system award was PSC's "reentry into the NSF after 
having been out of it for awhile." Although NCSA, SDSC, and PSC provide the full 
complement of services typical of dedicated supercomputing centers (see Graham, Snir, & 
Patterson, 2005, p. 174), PSC is significantly smaller in terms of the number of employees. It 
was clear from our interviews with TeraGrid personnel, users, and CI experts that each center 
is perceived as having unique strengths. PSC is known for focusing on high-end users and 
dedicating people to work closely with them; NCSA is seen as serving a broad range of users, 
and SDSC is recognized for data.  
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The other six resource providers are situated in a multitude of contexts. The Computation 
Institute was established in 2000 as a partnership between Argonne National Laboratory and 
the University of Chicago. It is the home of the TeraGrid GIG. ANL, along with ORNL, is a 
Department of Energy (DOE) research center. Purdue's participation in TeraGrid is 
headquartered in the Rosen Center for Advanced Computing, which is located within the 
Office of the Vice President for Information Technology at Purdue (ITaP). Similarly, the 
Research Technologies Division, which is part of Information Technology Services, is IU's 
home for TeraGrid activities. Purdue and IU are smaller in terms of hardware capability and 
number of staff, and they have less experience providing resources, services, and support at 
the national scale. NCAR is unique from the other RPs in that it provides tools and 
technologies to a targeted area, namely the atmospheric and Earth system science 
community. TACC is a research center at the University of Texas at Austin. The following 
quote captures the impact of this organizational diversity as described by several 
interviewees. 
 

So there’s the multi institutional challenge—institutions who have and are competing 
as well as collaborating. Each of them has a very different culture. Some of them 
have been in this field, obviously, for 20 something years. Others are new to this idea 
of sharing resources and providing shared resources. There are, of course, some sites 
that have, say, a DOE background, which is a totally different thing than the NSF 
culture. 

 
Together, these factors can lead to what one person described as "serious philosophical 
differences among the sites."  
 
In addition to philosophical differences, it was evident from our observations, and to a lesser 
degree from the interviews, that some sites have more resources, particularly in the form of 
computational capacity, human expertise, and total number of people to leverage and 
contribute to TeraGrid than other sites do, and this is a source of some tension.  
 

I know that we’ve put in twice as much effort as we’re funded, and I suspect the same 
is true of [name of RP] from talking to the folks out there.11 ...it sort of creates more 
tension in that there’s an expectation for things to happen on money that doesn’t even 
belong to them. You try to do what you can, but we’ve got other obligations on that 
money… As always, there’s never enough money to do everything you want to do, 
and there’s a lot of expectations from a lot of people. 

 
Regardless of their size, every site has a stake in matters that affect them, and so each RP 
wants a say in how things will be done. Yet, sites vary in terms of their degree of experience 
and expertise in particular areas. For example, both TeraGrid personnel and users, 
particularly those who compute at multiple sites, remarked on the varied quality of support 

                                                 
11 Sites are not named in order to protect confidentiality. 
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available at different sites.12 Further, smaller RPs must consider whether they can implement 
or commit to particular tasks such as installing and supporting new software and making 
future upgrades. As one person stated, "Compared to the other places, we’re pretty small. ... 
So, the number of people we have to throw at this effort is very small." This diversity raises 
questions about whose opinion should prevail when the capabilities of sites are not equal. 
Resource providers with more experience and knowledge in a particular area can feel that 
considering the opinions of sites with less capability slows down the process of getting 
decisions made or tasks accomplished. And for all sites, doing things in a cooperative way 
can be more time-consuming, at least in the short-term. CTSS, the means by which TeraGrid 
delivers a common set of software capabilities to users, is an example of this. 
 

With CTSS, for example, on the one hand, it's sort of a pain in the butt for everyone 
involved. On the other hand, once things get stable, it's one of those things that truly 
sort of help the people who manage the systems because of the packaging effort that 
goes on. For example, they shouldn't have to worry about endless dorking around 
trying to get software configured and running. They should just be able to run a 
command and it all works. We're not quite there, yet, so people have to put in the 
time both ways, which doesn't feel real comfortable. But I think those things in the 
long run will help. 

 
Challenges regarding CTSS were exacerbated by a problematic upgrade in mid-2006 from 
version 2 to version 3, which one TeraGrid participant described “as the CTSS fiasco.” The 
situation frustrated users, and in some cases, significantly hindered their work. However, the 
event spurred some personnel to reanalyze the CTSS components and the way in which they 
are delivered. As we ended our study, TeraGrid had decided to package version 4 of the 
CTSS software into task-oriented kits.13 Each kit is designed to implement a set of related 
capabilities based on the needs of users, such as running jobs, moving data, or computing 
remotely. Resource providers are required to implement the core integration kit, but they can 
choose whether or not to make other kits available.  
   
The level of resource capability in terms of compute cycles available at sites is another 
source of tension. Later, we will show how quickly the sites with the most capable 
computational resources can shift, but in late summer 2006, one of the interviewees stated 
that NCSA, PSC, and SDSC provided more than ninety percent of the resources that are 
allocated through TeraGrid. In addition, NCSA and SDSC have more than 20 years of 
experience providing computational resources and support at a national scale. Further, as we 
discuss in a later section, users want to compute on resources with which they are familiar 
and that meet their technical requirements. Therefore, they can be reluctant or unable to 
compute on the resource available at sites such as IU or Purdue.  
 

                                                 
12 Both TeraGrid personnel and users were hesitant to name these sites, and we did not press the matter. 
The point is that personnel and users perceived a difference among site capabilities in terms of support. It is 
also logical to expect that sites would have different abilities in this area. 
13 Version 4 of CTSS has now been implemented according to the TeraGrid web site: 
http://www.teragrid.org/userinfo/software/ctss.php. 
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I agree that it’s helpful to have these sites to explore these technologies, but let’s 
think about it that way. Let’s not think about it as production resource providers. 
Let’s think about them as development partners evolving these technologies. Of 
course, they are driven by the fact that they have an RP award, and they have to show 
usage of their resources. So, we’re often doing artificial things to try to bring users to 
them. 

 
In summary, participants do not share the same notions about what it means to be a member 
of TeraGrid. In addition, the roles and responsibilities of individual sites are sometimes 
obscure to other providers. This is probably an outcome of the way in which TeraGrid grew 
(i.e. sites did not choose each other) and is funded (i.e. each site has a contract with NSF).  
 
On the other hand, according to many interviewees, the "forced" collaboration has also 
produced benefits. Personnel commented on the fact that TeraGrid created a "fabric of 
collaboration that didn’t exist before" by bringing people into contact with others that they 
would not have met otherwise. This was mentioned by many of the TeraGrid personnel as 
one of the project's most important successes.14 Even individuals who were critical of the 
project overall agreed with this sentiment. 
 

If there was anything good about the TeraGrid, I'd put that high on the list. It's 
enabled us−me in particular−to get to know a set of people that are good people to 
know and people I would not have got to meet otherwise.  

 
Individuals attributed the opportunity to work with those at other sites as helping them to 
grow both personally (e.g., learning to negotiate with others and work across distance) and 
professionally (e.g., improve local processes or the way they manage and configure their 
systems). In addition, the tension among the sites encouraged what one person described as 
"a necessary push out of the old."  

 
If we’re going to take a step from the old traditional paradigm of supercomputing, 
you need projects like TeraGrid and OSG and even to a smaller extent things like 
PlanetLab that come forward and say, “Look, we need to figure out how to coordinate 
all this stuff.” They’ve had very different ways of going about it. TeraGrid has been 
very funded, very formal in this activity. OSG is more grass roots. The same with 
things like PlanetLab. The Europeans and other continents have certainly done things 
along these lines, too. I think having NSF really push it in terms of TeraGrid will be a 
good thing. 
 

Some credited the leadership "at smaller sites" for their role in this and acknowledged that 
they "have been an asset" to the project. Referring to the national centers, an interviewee at 
one of these institutions noted: 
 

                                                 
14 A comprehensive analysis of participants’ view regarding project successes appears in section 6.3.3. 
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There's a lot of momentum, a lot of—I don't know what the right word is—a lot of 
reluctance to move off of where they've been for a long time. Some of the smaller 
sites might do a better job of grasping and dealing with it.  

 
The positive outcomes of bringing such diverse sites together in one project were not 
foreseen by most participants at the start of the project, although some expressed their initial 
excitement at the opportunity to be involved in TeraGrid even though, for most, this feeling 
diminished over time. The benefits have not come without costs, however, particularly in 
terms of stress on individuals and tensions between institutions. In the next section, we 
analyze the challenges of managing and governing diverse, distributed sites and scaling 
communication and coordination processes to deal with organizational growth.   

6.2.3 Communication, Coordination, Management and Governance 
Cummings and his colleagues (2008) observed that changes in the composition of a virtual 
organization may surface entirely new processes. The short period of our study limited the 
amount and type of data we were able to collect on mechanisms for communication and 
coordination and management and governance, but based on interviews and observations, we 
saw evidence that these systems were affected by TeraGrid's growth. In addition, 
interviewees expressed concern about how these processes would scale as more sites are 
added in the future. Below, we analyze each of these areas in turn.  

Communication and Coordination 
TeraGrid uses a number of mechanisms to communicate and coordinate across the distributed 
organization.15 These approaches include Working Groups and Requirements Analysis 
Teams, regular meetings of TeraGrid management using telephone conferencing and the 
Access Grid, the quarterly face-to-face meeting, in-person gatherings at the yearly TeraGrid 
conference and other events such as the annual supercomputing conference, and numerous 
electronic mail lists. Centralized information systems such as the TeraGrid central database 
and the TeraGrid wiki also play a useful role in information sharing and appear to aid 
coordination.  
 
As we and others have learned from prior studies of distributed projects, it is difficult to 
achieve an appropriate balance in terms of the amount and type of information shared. 
TeraGrid personnel who had participated in other collaborations noted this, too: "Anytime 
you have multiple organizations, you can never underestimate the overhead that you have to 
spend on communication, level setting, and getting the minds to meet." A problem we have 
witnessed in other investigations is what we refer to as "death by email attachment." We use 
this phrase to characterize the information overload that virtual organization participants 
often experience. This is a challenge for TeraGrid as well. 
 

There’s an enormous amount of time that can be spent sitting on these working group 
calls, following up with the email. I got very frustrated one day, and I started what I 
knew was an ill fated effort and so eventually I quit, but I was going to keep track of 

                                                 
15 Another important topic for cyberinfrastructure projects is communication with user communities and 
with other external stakeholders (Spencer et al., 2007, p. 21). 
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all the emails that come out that say, "Here’s a document that you have to read and 
get back at the end of the week." What speed reading and comprehension rate did you 
have to have just to keep up—let alone if you could provide any input? 

 
Those who needed responses to requests for information, concurrence on plans, and other 
feedback from individuals at remote sites expressed frustration at the lack of reaction to their 
queries. We witnessed a number of occasions where people continually requested replies to 
their calls for information, feedback on proposed actions, and input on decisions. Certainly, 
information overload contributed to low response rates, but we also observed that there were 
often unresolved issues that kept sites from responding. This usually became apparent in 
face-to-face and Access Grid meetings when individuals made comments or raised questions 
about the topic at hand, which indicated that the lack of response was due to confusion, 
disagreement, or reluctance to act upon something. Some people dealt with this problem by 
stating that they would move forward by a particular date if no input was received. This was 
not always a workable solution, however, particularly in cases where action was required by 
personnel at other RP sites in order for a task or activity to occur. Any action on site systems 
such as software installation, for instance, depends on direct participation from resource 
providers. As we shall see later, the inability to "force" sites to comply in this way is a source 
of ongoing tension. 
 
The TeraGrid wiki was initiated in September 2006 and began somewhat as an experiment to 
test how it would work as a means for project personnel to share experiences, ideas, and 
information. TeraGrid had used technologies prior to the wiki such as a forum, so shared 
project spaces were not new. Although we did not collect quantitative data on its use by 
TeraGrid personnel or people external to the project, we observed that the wiki quickly 
became a rich resource for information about the TeraGrid. The wiki includes meeting 
agendas, notes and reports from working groups and RATs, presentation slides, and 
procedures and policies. It is now a routine matter for agendas, documents, slides, web links, 
etc. to be posted to the site in advance of or during meetings. The wiki also provides a 
significant view into project activities. Transparency is an important part of governance, and 
the wiki helps provide this for both internal and external parties. 
 
While the wiki is a shared and open space for information, it only contains what is posted 
there, and it is not a total solution for communication and coordination in such a complex 
project. We observed and personnel commented on the fact that important meetings and 
decisions often go undocumented and that additional centralized information sources would 
be useful. For example, at the TeraGrid quarterly meetings we attended notes were rarely 
taken, action items recorded, or decisions documented,16 and the weekly Architecture team 
meetings were documented irregularly. One of the project participants outlined the reasons 
why this type of documentation is important.  
 

There’s a lot of policy missing that just doesn’t exist—other than there were 
discussions that were had on these AG sessions we have on Thursdays—never 

                                                 
16 The exception is votes on TeraGrid policy documents, which are recorded in the final version of the 
policy.  
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documented. And so everybody walks away with their own understanding and goes 
and works based on that understanding. Well, it isn’t a shared understanding, and so 
we run into various issues along the way where there is disagreement, and they all 
point to the same conversation saying, "This is what was said," and, of course, the 
interpretations are different. We lack a lot of structure in that sense. Now that is a fair 
amount of overhead that nobody ever wants to do. So, we suffer through anyway. 

 
One result is that discussions are continually repeated if they are not documented. As one 
interviewee observed: 
 

It’s a fine line to walk between too much process such that it becomes burdensome, 
but on the other hand you don’t want to keep repeating the same debates over and 
over again because you haven’t recorded the outcomes of the decision from these 
things…so that when something gets decided, it can be put behind and you can move 
on and not have the debate again in 6 months.  

 
Similarly, another person noted that when decisions are not recorded it is difficult to discern 
if an issue was dropped because people got too busy to work on it, or if there was a strategic 
decision made to not do something.  
 
Besides the recording of decisions and meeting notes, some TeraGrid personnel expressed a 
desire for additional centralized sources of information. The TeraGrid central database was 
held up as an example of a useful repository for information on users and allocations. For 
example, helpdesk personnel query it to learn more about individuals who contact them with 
problems (e.g., where users have accounts and projects they are associated with). But by 
itself, the central database is inadequate. For example, someone noted that there are "pieces 
that are commonly handled at the centers that cannot be handled by the central database" 
such as refunds. Another interviewee spoke to a broader need for shared sources of 
information. 
 

There are things like a common good that you would think the government would 
provide, for example, things like databases of central information. … We've needed a 
central database for machine downtime information for awhile, and there's not really 
a resource for that kind of thing. 

 
This person explained that a real-time database with information on system downtime would 
be useful to several internal groups as well as to users, who could use it to compare resources 
and decide where to submit their jobs. The interviewee noted, however, that one hindrance to 
this goal is the difficulty of getting a person at each RP to commit to update the information 
for their site; this is a challenge that grows as the number of sites increases. Another potential 
impediment to central data sources is that they reveal information that sites may prefer not to 
share or make known. There are data that indicate this may be a consideration for some 
TeraGrid personnel. For example, the Inca test harness and monitoring project allows 
TeraGrid to run tests, benchmarks, or any script or executable on all machines, collect the 
information centrally, and display it from one location. It is used to monitor CTSS and, at the 
time of the evaluation study, it was being explored for measuring the performance of 
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GridFTP and client software. Two interviewees noted that members of their staff perceived 
Inca as an imposition rather than a tool to help them get their work done or a means to meet 
the goals of their site as well as those of TeraGrid. 
 

That has created some tension because I think for some of the sites—maybe all of the 
sites—perceive that as sort of a compliance thing. And I viewed it that way for a long 
time, too. Where it was the GIG trying to say to a site, "You're doing well. You're 
doing poorly." … We want to get to a point where we're monitoring the critical things 
that we need to monitor, and we're able to get the sites to respond to it without feeling 
like they're being undercut.  

 
Many of the issues we discuss in our analysis of TeraGrid as a virtual organization are 
intertwined with each other. For example, if trust is lacking, people are apt to be suspicious 
of systems that monitor performance rather than to view them as aids to help them achieve 
their goals. This is even more likely to be the case when the systems require extra effort to 
implement or maintain or when procedures differ from local practices. Further, circumstances 
do not remain static. For example, coordination challenges have varied at different points in 
the project. Contrasting initial versus later stages of the project, one person noted: 
 

When you're trying to build something it's pretty clear what you're trying to 
accomplish, especially when it's hardware and software. You can say, "We're going 
to specify a system, procure a system, install it, and get it operating." There are some 
clear milestones that can be achieved. You can clearly see the results of those efforts. 
You can do it across organizations. "[Name of RP] got their hardware installed. 
Check, check." During an operational phase there's a lot of work where pretty much 
no milestone is achieved. ... Sometimes there's no clear goals because what you're 
doing is cutting edge and research-oriented. 

 
Finally, most interviewees, even those who were positive about the current state of affairs in 
TeraGrid, were concerned about the ability to scale processes as the number of sites increase. 
 

There are a lot of good people out there that are capable and willing to contribute and 
interested in contributing. It’s efficiently managing and coordinating the work of all 
of these people that is extremely difficult. 

 
Recording decisions, having clear processes in place, and holding people accountable are 
challenges that many TeraGrid personnel feel are currently not dealt with as well as they 
could and need to be handled. Capturing and sharing the "right" amount and type of 
information is challenging as is scaling mechanisms as the organization grows and changes. 
This mirrors findings by Cummings and Kiesler (2005) who observed that the number of 
institutions had more of a negative impact on a distributed project's ability to meet its desired 
outcomes than the number of disciplines involved. Further, they found that as more 
institutions became involved collaborations were less likely to employ coordination activities 
that might help them mediate such challenges (Cummings & Kiesler, 2007). Organizational 
growth poses problems for management and governance structures, too.  



 

30 

Management and Governance 
Communication and coordination mechanisms play an important role in management and 
governance. For example, as stated above, transparency and the involvement of key 
stakeholders are two necessary conditions for effective governance. Although it is not a 
complete solution, the TeraGrid wiki appears to support these goals in effective ways. In this 
section, though, we turn attention more directly to management and governance.17 
Specifically, we analyze the views of TeraGrid personnel regarding project management and 
governance. Again, we see a set of tensions at work, primarily between attempts to balance 
autonomy and interdependence, local and project-wide demands, and the present and future 
needs of users.  
 
The Institute on Governance defined governance as "a set of ideas about how direction is 
provided to human activity."18 Management consists of executive decision-making and 
implementation within the framework established by governance. The main feature that 
distinguishes governance from management is that the former is concerned with how the big 
(or strategic) decisions are made and who makes those decisions. Management in TeraGrid 
relies heavily on a matrix approach. In many cases, individuals who are responsible for 
particular areas or tasks are not the direct supervisor of those who are working on those areas. 
Further, their "employees" may not be located at their institution and may, in fact, be spread 
across several sites.  
 

In the GIG, we fund—partially—an awful lot of people, but it's sort of like the worst 
form of matrix management. We don't necessarily have contact with their managers. 
We don't even necessarily have that much day-to-day contact with the individuals. 
We do some tasking, and we do follow-up, and we try to keep people engaged. For 
people who are funded off the GIG and who are leading some of the working groups 
and are driving some of the major efforts forward, that's a little bit easier. But it isn't 
always clear that the people who are GIG-funded know they are GIG funded; know 
what they are trying to accomplish with the GIG funding, even if they've been told, 
and in the vast majority of cases, there's no contact between the GIG and the 
managers of the people, who are funded. So, those people live in the space of 
conflicting priorities. And how that plays out depends on the site cultures and 
everything else. 

 
This quote emphasizes points made by other interviewees. First, most people have a fraction 
of their time funded by TeraGrid. Studies of other VOs have shown that level of effort on the 
collaborative project plays a role in determining how engaged people are or if they even are 
aware that they are part of the project (Lee, Dourish, & Mark, 2006; Olson et al., 2008). 
TeraGrid recognized and made an effort to avoid this problem. For example, most of the 
Area Directors and GIG personnel are full-time on the project. Second, even if individuals 
are aware that they receive a portion of their salary support from TeraGrid, they can be torn 
between local and project-wide demands. As one person said, "People have different 

                                                 
17 Earlier in this report (see section 4.2), we described TeraGrid's governance structure as it existed at the 
end of our investigation. We do not repeat this information here. 
18 For further information, see the web site of the Institute on Governance: http://www.iog.ca/ 
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priorities. They have different tasks. They have different opinions. And that’s part of what 
makes any distributed project as a whole difficult." A third point that the quote above 
illustrates is that when an individual is responsible for coordinating the work of people at 
multiple RPs, he or she must figure out how to best engage each site. One person described 
this task as “... finding the path of least resistance. Each institution has a sub-award with a PI. 
Some PIs are more engaged than others. It's just understanding how different institutions 
work." Different people used different tactics. Among the approaches employed were visits 
to the other sites, formal and informal face-to-face meetings at conferences, and the use of 
project management tools.  
 
There was widespread agreement among interviewees that an authoritative, hierarchical 
approach to governance and management would be ineffective for several reasons. Most of 
these have already been discussed in other parts of this report. These reasons include: 

• funding arrangements, which make it logically impossible for the GIG to mandate or 
enforce policies;  

• differences in technical environments across the sites, which can render it hard to 
implement standards and configure systems identically;  

• the needs and demands of an RP’s user communities, which can conflict with 
TeraGrid activities, particularly if those activities impact system stability; and  

• diversity in institutional culture, mission, and human and technical resources.  
 
Interviewees emphasized that maintaining a degree of autonomy increased in importance as 
the organization grew. 

 
I'm sure you're familiar with how this whole thing started with DTF and three 
identical machines and all the concepts were built from there. And when you start 
expanding to different architectures, different people, wider ranges of hardware and 
software things have to change from a very rigid structure to finding somewhere in 
between the very rigid and the completely autonomous structure that works; this is 
difficult.  
 

The above quote also shows that in spite of consensus on the need for each site to maintain 
some autonomy, it is a constant struggle to find the appropriate balance between that and 
interdependence. Further, most personnel agree that some areas demand decisions that have 
"more teeth," as one person described it at a meeting, but it is difficult for the group to reach 
consensus on the matters that require standardization.  

 
You want to proactively catch problems before the users notice them. I really think 
that's where we need to get to. The trick is to figure out how to do that, but at the 
same time, respect the autonomy of the RPs. There are things we're trying to do 
together, but they are independent sites with independent goals and their own user 
communities and their own things that they are trying to protect and foster and 
nurture and everything else.  
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The processes by which decisions get made, direction is set, and the project is managed are 
important in a distributed collaboration, but leadership was mentioned as being critical, too. 
This was a common sentiment, but beyond that, interviewees spoke to this topic in various 
ways. In general, they were more reticent on this than on other subjects.19 Some TeraGrid 
personnel were bothered by the fact that the site of the GIG was selected by NSF, even 
though most of the people who mentioned this were not openly critical of the individuals who 
comprised this body. In fact, some members of the GIG were highly regarded by others in the 
project. In other cases, interviewees acknowledged that the GIG, particularly Charlie Catlett, 
who was GIG director during the course of our study, faced many obstacles. These arose 
from the management and governance challenges we discussed above as well as from 
demands and restrictions that were perceived as coming from NSF and from a lack of 
engagement and support for the project from leadership at some of the RP sites. A few 
interviewees, however, spoke more directly to the issue of leadership.  

 
Although I talked about the challenges are really people, what I see happening with 
this project is that it tends to want to move and become more about solving technical 
issues because you're dealing with technical people. When you have an environment 
like that, and you don't have the right kind of leadership, technical people are going to 
do what they're very good at; they're going to close the door, and they're going to 
pound away on code. It's a natural thing to happen, but you have to counter that with 
very strong leadership and vision that keeps people pulling back to the overall 
mission. You continue to work on technical challenges, but that is not the reason 
TeraGrid is being built. There's a bigger reason for this. And that's what I'd like to 
see. I’d like to see a little more visionary leadership. 

 
It is important to note that interviewees talked about the importance of leadership beyond the 
GIG director. A project as large and complex project as TeraGrid requires leadership on 
multiple fronts and from more than one person. Speaking of TeraGrid working groups, one 
person said, "Give the group some direction. Otherwise, I think you tend to find that you've 
got  energy and you've got expertise, and they want to do something." Leaders emerged in the 
course of the project and achieved the respect of personnel at remote sites by stepping 
forward and accomplishing tasks that needed to be done and carrying out the work in a way 
that was respectful of the needs and situations of others. Some people in positions of 
leaderships were identified as being effective in their role while others were not.  
 
It was clear from both our interviews and observations that many people involved in 
TeraGrid want it to succeed and believe the project could accomplish important work that 
would benefit users. There was also frustration around the issues that made success slower, 
more difficult, or stressful to achieve—leading, governing, and managing multiple and 
diverse organizations were part of this challenge.  

                                                 
19 We did not ask TeraGrid personnel direct questions about management, governance, or leadership. These 
were areas that interviewees identified, particularly in response to our questions about project challenges 
and successes. 
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6.2.4 Collaboration and Competition 
The last source of tension we analyze in the TeraGrid virtual organization is the one between 
collaboration and competition. There was widespread, although not total, agreement among 
interviewees in all categories that the continual demand for RPs, particularly NCSA, SDSC, 
and PSC to collaborate as well as compete was detrimental to TeraGrid and to its users. 
While some individuals acknowledged that competition could spur innovation, most felt that 
the current situation was out of balance.  
 

I think the other big challenge is… What’s the term for it? Coopertition. NSF 
exasperates this problem because they’re making the competition cycles shorter, but 
then they’re expecting everyone to work together to make this a success, but "By the 
way you have to work together and show this to be a success, but then you are going 
to be competing.” ... So, from my perspective there’s a constant tension between: 
Well, do you do this and make TeraGrid succeed knowing, for example, at the end 
this is going to make University of Chicago/Argonne look better because they'll take 
the glory as the GIG leaders, or do you do something that maybe isn’t as good for 
TeraGrid that makes better sense for [name of RP], or do you try to do the logical 
thing which may be half way in between these two things? And there are constant 
tensions on that front. It’s not that people don’t try to do the right thing, but the 
question is, "Whose right thing are you going to try to do?" 

 
Short funding cycles were seen as exacerbating "coopertition" as well as being an ineffective 
means to support persistent, stable, and reliable infrastructure. In regard to this, one of the CI 
experts stated, "You don't build infrastructure in three year chunks. They have to be ten 
years." He added, "NSF needs to get out of the mind of recompeting these things. These are 
national facilities. They need to be managed as a facility and not a single investigator 
proposal."  
 
As noted earlier, interviewees emphasized the competition/collaboration tension as a 
particular problem for NCSA, PSC, and SDSC, but this could be an artifact based on the 
timing of our study. The circle of competitors for NSF HPC solicitations is growing. A prime 
example of this is NSF's Track 2 initiative, a four-year program to fund up to four leading-
edge computing systems that will be integrated into TeraGrid.20 The first of the Track 2 
awards was made in September 2006 when TACC received a $59 million dollar, 5-year 
award from NSF for what is currently the most powerful computational resource on the 
TeraGrid.21 A second Track 2 award has since been made for a computer that will be housed 
at the National Institute for Computational Science. As a result of this award, NICS became 
part of TeraGrid. These grants include support for personnel and operating costs. One 
interviewee predicted that they would change some of the dynamics in the partnership.    
 

...once there is a Track 2 award made I suspect that whoever that is, is going to play 
the 800-pound gorilla because they will, in fact, be 60% or more of the total set of 

                                                 
20 "National Science Board Approves Funds for Petascale Computing Systems," NSF Press Release 07-95. 
See http://nsf.gov/news/news_summ.jsp?cntn_id=109850&org=NSF&from=news 
21 The system, named Ranger, was dedicated on February 22, 2008. 
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resources. Look, if it was me, I’d say, "This is the way we’re going to do it at [name 
of RP] because this is what we’ve got and the support to do with what we can do, and 
I suggest that others follow suit. 

 
Similarly, another person noted that "the institution that wins the first Track 2 award is going 
to have a big bat to swing." Behind these statements are tones of distrust and 
competitiveness, but there is also recognition that these systems are specialized and unique 
and must be managed carefully. Although sites are frustrated when other RPs do not install 
specific software, for example, most interviewees recognized that these decisions can be 
complicated. In particular, individuals recognize that system reliability and stability are major 
concerns for the sites and their users. As one person said, "It's important for RPs to have 
some autonomy and be able to say, 'This is what works for my users.' Each RP knows their 
users." Even so, it is difficult to discern a shared notion of what is acceptable in this regard 
particularly because, as we noted earlier, there is often more than one way to achieve a 
technical objective, and people have different opinions regarding the best approach.  

6.3 TeraGrid's Vision and Mission  
What is TeraGrid? What are its vision and goals? What are the priorities among the three 
elements of its mission? To the majority of TeraGrid personnel we interviewed—as well as to 
many users—the answers to these questions were unclear. In the absence of clarity, project 
participants did their best to answer these questions for themselves. In this section, we 
analyze the factors that contributed to this confusion and the circumstances that have made it 
difficult to resolve. We have already discussed many of them, which we reiterate briefly here. 
However, we focus our attention on the opening questions for two main reasons. First, in the 
absence of shared vision, it was difficult for those both in and outside the project to evaluate 
successes TeraGrid had already achieved as well as to define what it would mean for the 
project to succeed ultimately. Second, we examine the conflicting and sometimes new 
demands that TeraGrid's multi-faceted mission places on the technology and on the resource 
providers. We find that TeraGrid personnel held similar views about the problems caused by 
the lack of a shared concept of success and the difficulty of balancing the three-part mission. 
Further, their visions for the project, as gleaned from their conceptions of success, often 
overlapped. Unfortunately, these commonalities were seldom brought to the fore and openly 
discussed or debated. 

6.3.1 What is  TeraGrid? 
As early as the first and second quarterly meetings in 2005, TeraGrid personnel who attended 
the meetings recognized that most users had difficulty understanding what TeraGrid was and 
how they might use it. TeraGrid was very new at this point, and it seems natural that it would 
take time for the project to form an identity, particularly in light of the fact that few users had 
grid applications. However the question of what TeraGrid is has persisted. 
 
When we asked TeraGrid personnel about the project's challenges and successes, the answers 
we received were often preceded by comments such as,"I guess it depends on what the goals 
of the project are," or, It rests on "this idea of vision and what it is we're actually trying to 
accomplish." In the absence of a shared understanding of these topics, individuals did their 
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best to form their own answers and to direct their energies in those directions. As a 
consequence, we found the situation to be largely as one person predicted. 
 

If you ask people, "What is TeraGrid? Or what are the goals of TeraGrid?" you’re 
going to get a lot of different answers. I’m not sure that I could even answer what the 
goals of the TeraGrid are. There’s sort of the very lofty goal to make more computing 
available for science or to make more science possible through computing, but that’s 
right next to world hunger. That doesn’t really help us get anywhere. I think in some 
sense we’re still sort of struggling: What is the TeraGrid?   

 
Similarly, another person said, "If you asked five people at different institutions: What does 
TeraGrid mean to you? You'd get a lot of different answers because we haven't formed it up 
yet." People tried to define TeraGrid both by what they perceived it was and what it was not.  
For example, "TeraGrid is a unifying software environment and a dedicated network that 
enables certain things for users," but "traditional single resource supercomputing is not 
something TeraGrid enables."  
 
Another problematic question that interviewees identified is: What is a TeraGrid user? This 
was a matter of some controversy during summer 2006. At that time, if a TeraGrid user was 
defined as anyone using a resource available on the TeraGrid then the number of TeraGrid 
users was several thousand.22 If the definition was limited to users employing grid and 
middleware software, the number was very small. Most interviewees who addressed this 
topic did not believe that those who used the resources in "traditional" ways should be 
counted as TeraGrid users.23 For one, it made it difficult to distinguish the contributions of 
individual sites from those of the TeraGrid. Further, interviewees perceived that for most 
users TeraGrid is "just a new name for the resources they use to get their science done."  
 

It sort of harkens to a discussion that happened last week…trying to provide metrics 
for TeraGrid. They were showing all TeraGrid users. As of March, April of this year, 
the number doubled. Why did the number double? Because we decided to call all the 
resources at NCSA and San Diego that weren't already TeraGrid resources, to call 
them TeraGrid resources. So, their users were called TeraGrid users. The users don't 
care; they didn't even know for the most part, except it was an inconvenience for 
them to have to change all of their projects and allocations, but other than that, it's no 
different for them. But all of a sudden, we have twice as many TeraGrid users. So, I 
was asking this question, "What do you mean by a TeraGrid user?" And there’s no 
good definition of what that means. I say it’s actually a meaningless term because 
there are very few users who care about TeraGrid in the context of what TeraGrid 
wants to be. 
 

                                                 
22 This appears to be the definition that TeraGrid ultimately settled upon. 
23 There is not a strict definition of this type of use, but generally it was described as batch use of a single 
resource at one or more sites. 
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Interviewees noted that it has been difficult, almost from the outset, to define the goals of the 
project and that this continues to be something they wrestle with. The quote below is typical 
of what many said. 
 

What did the users need, what community were we trying to serve, and did the 
traditional supercomputing users really want to do grid computing?  How could we 
make it attractive to them? How can we provide facilities that they would find useful? 
I think we've continued to struggle with those challenges.   

 
The same questions held true for TeraGrid Science Gateways, which we discuss later in this 
report (see Section 9). Science gateways serve as front-end interfaces to TeraGrid resources. 
They attempt to hide the complexity of using TeraGrid and are a significant part of 
TeraGrid's strategy to reach new communities of users. Interviewees noted that the number of 
users was one of the few quantifiable measures that could serve as an indicator of success. 
Thus, there was competition for users between TeraGrid and the RP sites and, to some extent, 
between TeraGrid and the science gateways.24 Like other large-scale, multi-million dollar 
projects, TeraGrid was continually under pressure to show results, but most participants 
believed that the "user count issue is a red herring." 
 

It's not so much that we’ve got 4,000 users or 4 million users, or we’ve got 
supercomputers with so many petaflops. Those are all things you need, but it really 
comes down to the researcher and those that use the computers and working with 
them to make sure that they’re really getting the potential out of the resources that we 
provide.   

 
Not all personnel were confused about the meaning of TeraGrid. A minority of those we 
interviewed seemed clear about the project's goals and for the most part, did not question 
them—at least in their conversations with us. Another few felt they understood what 
TeraGrid is, but they disagreed with what they perceived as its primary aims. For example, it 
was common for TeraGrid personnel to talk about the same activity or goal, but to have 
different views regarding whether it was a worthy one to aim for and whether it had or was 
likely to succeed. Examples of this include CTSS, roaming accounts, and the global parallel 
file system. 
 
We found that the notion of what TeraGrid is represented uncertainty around three specific 
areas: TeraGrid's vision, which is related to what it means for it the project to be successful, 
and priorities among the three facets of its mission. We identified multiple reasons for 
ambiguity about these topics based on the data we collected.25 Early factors, which we 
discussed previously, included the move from homogeneous to heterogeneous architecture, 
                                                 
24 At the time, most science gateways had few users. Further, the users that did exist were not heavy users 
of TeraGrid resources available through the gateway. 
25 We cannot assess if the vision, mission, and goals of the project that included ANL, Caltech, NCSA, and 
SDSC were clear to those participants, at that time. We can only say that interviewees felt that in contrast to 
TeraGrid, the purpose of the DTF was more well-defined. This is not to say that everyone agreed with the 
goals of the DTF, as we discussed earlier in this report. In addition, the time-frame of the DTF may have 
been too short for ambiguity to emerge. 
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the relative absence of users for grid computing, a lack of consensus on the definition of grid 
computing, and the solicitation-driven addition of multiple RP sites over a short period of 
time. All of these factors increased the social and technical challenges of integrating 
distributed resources using a suite of grid and middleware software. In addition, we also 
analyzed challenges that stem from TeraGrid as a virtual organization such as "coopertition," 
lack of trust, and pressure to produce results quickly and continuously. All these aspects 
made it difficult to have the discussions that might have helped participants achieve clarity. 
Other reasons mentioned by interviewees included a lack of strong leadership, mixed 
messages from NSF, high expectations to deliver on many different tasks without a sense of 
present and future priorities, and the difficulty of architecting competing requirements on top 
of existing infrastructure.  

6.3.2 Vision  
There are numerous strategic planning sources that are intended to help an organization 
identify what it is, what it does, and how it does it. Vision and mission statements are 
important aspects of most strategic plans as are general statements—often called goals—
outlining the ways in which the mission will be accomplished. The mission describes the 
overall purpose of an organization, including why it exists, its business, and its values. The 
vision is broader than the mission; it tries to answer the question of what success will look 
like when an organization is working optimally in relation to its environment and its key 
stakeholders (Bryson, 1995). Thus, vision and success are intertwined. It was difficult for 
most TeraGrid personnel to articulate the project's vision; it was easier for them to talk about 
success, particularly their views about what it would mean for the project to succeed in the 
long run. Although we will show later that there are several types of users, which created 
uncertainty about whose needs take precedence, TeraGrid personnel were unequivocal that 
the project's focus should be on enabling researchers to do their work.  
 
TeraGrid personnel used the words mission, vision, and goals somewhat interchangeably. We 
are not concerned here with textbook definitions, but with the way in which TeraGrid 
participants and those external to the project viewed issues related to the project's vision, 
definition of success, and mission. We analyze each of these in turn, beginning with vision.  
 
Until recently, it was difficult to find a vision statement for TeraGrid.26 John Bryson, an 
expert on strategic planning stated that the absence of a written vision statement does not lead 
to failure nor does the presence of one guarantee success.  
 

                                                 
26 We searched the TeraGrid wiki, TeraGrid public web site, the main text of annual reports covering 
October 2004 through calendar year 2006, and Catlett et al. (2008) for a vision statement. In August 2007, 
Dane Skow, who was then the GIG Director, presented the following vision during an overview of 
TeraGrid that he gave at a user workshop conducted as part of the TeraGrid planning process: "TeraGrid 
will create integrated, persistent, and pioneering computational resources that will significantly improve 
our nation’s ability and capacity to gain new insights into our most challenging research questions and 
societal problems. This vision requires an integrated approach to the scientific workflow including 
obtaining access, application development and execution, data analysis, collaboration and data 
management."  
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While it may not be necessary to have a vision of success in order to improve 
organizational effectiveness, it is hard to imagine a truly high-performing 
organization that does not have at least an implicit and widely shared conception of 
what success looks like and how it might be achieved (1995, p. 156) 
 

Bryson also stated that a vision statement is more difficult to develop than a mission because 
it "must usually be a treaty negotiated among rival coalitions" (p. 154). The majority of 
TeraGrid personnel we interviewed felt that the project lacked a shared vision, and they 
perceived this as a significant hindrance to planning, decision-making, and the ability to meet 
user needs. It was clear from our interviews and observations that TeraGrid personnel are 
dedicated to enabling science and to supporting users in that quest. Thus, low interest from 
users in the capabilities and functions that TeraGrid was developing caused many personnel 
to question the relevance of the project's initial aims or what they perceived as its present 
goals. This was compounded by the fact that many TeraGrid participants felt that users had 
other, and more important, needs that were not being met. 
 

At some level, you start with an elegant vision from the computer science point of 
view.  You ultimately fall into the, "If you build it, they will come," but they don’t. 
Because to you as the person who builds this, this is your project, and it’s cool and 
you like it, and CTSS, Globus, whatever; it’s cool, it’s elegant, it sounds great and 
you map it out. That’s your job. But to the physicists, they’re thinking, “What am I 
going to publish?  How am I going to keep my PhDs going and my post docs fed?" 
The preoccupations are just so different, and they’re not with, "How can I use this 
cool tool that the TeraGrid is providing me?" 

 
Since a vision is future-oriented, there is a natural stress between the current state and the 
desired future. Bryson described this as a useful tension, but he noted that goals "must be set 
high enough to provide a challenge but not so high as to induce paralysis, hopelessness, or 
too much stress" (p. 158). As the quote below illustrates, balancing the tension between 
giving users what they want today and readying them for the future is difficult.  
 

We’re focusing on trying to put in all these grid capabilities that nobody cares about 
instead of trying to make it useful for the way people want to use things. Eventually, 
it’ll evolve to that, but people aren’t ready for that. And you need to push them, and 
it’s important to do that. But I think we’ve gone too far in that end of it and not 
provided the functionality that they want today versus trying to push them toward 
tomorrow’s functionality that they’re not ready for yet anyway. 

 
Overwhelmingly, TeraGrid personnel want to see the vision driven by user needs. As one 
interviewee put it, "I don’t want some crazy Utopia interfering with the ability of the user to 
continue doing their science now as they see fit." At the same time, he and others believed 
that users need encouragement to try new things and that part of their job was to help users 
see the possible advantages of new capabilities.  
 

If you let users set the agenda, you're going to end up doing business as usual and 
maybe not making progress in terms of advancing the technology. However, if you 
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are just a slave in advancing the technology, you ignore the users. This is where I 
think the leadership of the project has to say what the balance is between those things. 

 
It was difficult for TeraGrid personnel to reconcile their desire to serve users when so few 
users were ready or able to use what TeraGrid was constructed to provide. The disparity 
between what TeraGrid personnel perceived users as needing and where TeraGrid efforts 
were directed left many project participants frustrated and in search of a reconcilable vision. 
Some individuals thought that TeraGrid should be a prototype for cyberinfrastructure both 
technically and organizationally. 

 
What I would like to see happen is TeraGrid may not be so much a technical 
challenge as it is a way of moving the whole nation forward in research by combining 
the resources. 
 

Others agreed, but they expressed uncertainty about whether that was the intended vision for 
the project. 
 

I don’t know if TeraGrid is really a technical challenge or it's more a challenge as to 
how faculty and universities work together to pool their resources for the better. 

 
Individuals outside TeraGrid expressed similar ideas. For example, one of the CI experts we 
interviewed described the major challenge of cyberinfrastructure as getting distributed 
elements—people, resources, and data—to work together as a whole. He noted that 
socioeconomic, behavioral, and technological challenges would have to be overcome for this 
to happen, and he viewed this as the most important aspect of TeraGrid. He also said:  
 

I’m not too concerned about whether broad elements of the scientific community are 
using the TeraGrid directly because I personally believe the way the TeraGrid will 
impact the life of the average scientist 10 years from now is through the technologies 
that were developed and disseminated and distributed widely. … TeraGrid is doing 
many pioneering things that will find applications beyond the TeraGrid and beyond 
science. 
 

Interestingly, the CI expert’s prediction has been one aspect of TeraGrid’s success to date 
according to TeraGrid personnel and to some users. In one sense, this should not be 
surprising. In spite of a lack of consensus regarding the definition of grid computing and the 
technical and organizational challenges resulting from the heterogeneity of RP resources, 
policies, and culture it is clear that tying together distributed resources and making it possible 
for users to do things across sites have been important goals since the start of the project. And 
it has remained an aim in the midst of unplanned growth in the number of RP sites. To 
accomplish this at the scale and complexity of TeraGrid required the development of new 
technologies.  Sites also had to be willing to adapt local policies to meet project-wide needs. 
Unfortunately, without a shared notion of this as an important outcome, TeraGrid personnel 
and users do not know how to assess the value of what has been achieved in this regard.                  
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6.3.3 Success  
What success has TeraGrid achieved to date and what will define its success in the future? 
The TeraGrid personnel we interviewed identified three categories of success from the early 
stages of the project through the time of our study. These areas included collaboration across 
sites, development of new technologies and mechanisms to enable distributed computing, and 
broadening the base of TeraGrid users. Ultimate success for TeraGrid was defined in terms of 
the science that TeraGrid made possible. Some of the disappointment and frustration that 
TeraGrid personnel expressed about the project appears to be due to disparity between what 
individuals perceived as success so far versus ultimate success tied more directly to user 
needs and research advancement. Below, we analyze each area of success as described by 
TeraGrid personnel. In addition, we contrast the views of project participants with those of 
others', particularly users, as this comparison provides additional insight into the tension 
between TeraGrid efforts and activities at the time of our study and the needs of users as 
perceived by both TeraGrid personnel and users themselves. 

Collaboration across Sites 
Earlier, we reported that many of the TeraGrid personnel we interviewed stated that cross-site 
collaboration has been an unexpected and valuable outcome of the project. At the 
organizational level, individuals were surprised that resource providers were able to 
cooperate in such a competitive environment. They noted that the situation was far from 
perfect, but the fact that collaboration was possible at all astonished many. At the individual 
level, people enjoyed the opportunity to work with and to learn from personnel at other sites.  
 

I think from a people and staff wise perspective—compared to the independent 
supercomputing centers—we are closer tied. I know what the other centers have now. 
I know what their capabilities are. I know the people there. So, if I have a scientist 
with a need, I have a bigger picture of what can happen. So, I think one of the 
successes is the fact that all of the centers now cooperate a lot more than they did 
before. In spite of our growing pains, we are still getting a lot of science done. 

 
Others' views about the collaboration between TeraGrid RPs were mixed. For example, the 
CI experts we interviewed expressed varied opinions. One person felt that collaboration was 
a major goal of the project and that it would occur with time and another believed that signs 
of increased cooperation among sites were already evident. On the other hand, two of the CI 
experts were critical of the ability of sites to cooperate; one person referenced cultural 
reasons and another believed that NSF’s short funding cycles contributed to the tension 
between collaboration and competition among RPs. Some users, including science gateway 
developers were indirectly critical. In general, these individuals had less insight into or 
interest in the organizational dynamics between the sites. Their concerns were related to the 
way the various kinds of heterogeneity impacted their work. For example, science gateway 
developers mentioned the time required to work through similar issues with each site when a 
central point of contact would be more efficient for them (see also Lawrence & Zimmerman, 
2007b). As one person remarked, "We only deal with four sites, and that's still a fair amount 
of overhead."  
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Technological Developments and Common Processes 
The ability of sites to collaborate contributed to the development of technologies, processes, 
and procedures intended to make it easier for users to work at different sites. TeraGrid 
personnel noted several types of accomplishments in this category. For one, individuals 
expressed surprise that the system worked at all given the heterogeneity and complexity of 
the technical environment. After describing some of these challenges to us, one person said, 
“The fact that we're now dealing with the complexities that we discussed is a success.”  
 
Another and more frequently mentioned area of success was centralized processes such as 
those for accounting and allocations along with the centralized help desk for user support. 
Single sign-on login was also noted in this category.  
 
Data transfer capabilities, particularly GridFTP and the high-speed network that facilitates 
data movement were also named by many TeraGrid personnel as technical achievements. 
Another data-related advancement that several TeraGrid interviewees identified is TeraGrid 
GPFS-WAN (Global Parallel File System-Wide Area Network). This is a 700 terabyte 
storage system mounted on several TeraGrid platforms. The system is physically located at 
SDSC, but it is accessible from all platforms on which it is mounted and appears to the user 
as a local directory. When asked about the ways that TeraGrid impacted their work two of the 
things that users mentioned frequently were data and file transfer capabilities and access to 
data storage. This agreement between users and TeraGrid personnel was unusual, though. In 
general, when users described the benefits of TeraGrid, they did not emphasize the 
technological developments and common processes that TeraGrid personnel mentioned. 
There are several possible reasons for this. First, TeraGrid participants acknowledged that 
these technologies and processes were not yet working optimally. The quote below is 
representative of comments made in this regard.  
 

I think some aspects of the common software environment, a common environment 
where allocations get done, a common environment where user accounts get created, 
can all be counted as successes. I certainly think we could do a better job at all those 
things, but I do think that it does and has made a difference for the users. The 
network is a technical success story. Like everything else I can attach a caveat to it. 

 
Other personnel who identified these types of successes were careful to note, as the 
interviewee quoted above did, that the solutions were not perfect. A statement made in regard 
to the development of parallel file systems reflects attitudes about other technologies, too: “It 
isn't a completely solved problem by any stretch, but we made really good progress on it.” 
Based on other findings from this study, the caveats could reflect several things.  

• technological immaturity that will improve with further development  
• the challenges of system heterogeneity  
• site-specific unwillingness or legitimate reasons for lack of participation, or 
• a combination of one or more of these reasons  

 
For instance, as shown in results from the user survey, user interviews, and planning 
workshops, users are frustrated by the difficulty of obtaining account balances and 



 

42 

information on the software available on individual TeraGrid resources. A second reason for 
different perceptions between users and TeraGrid personnel regarding these successes is that 
some require changes to user behavior. Users are reluctant to alter the way they carry out 
particular tasks unless they perceive a significant advantage or the technology makes it easy 
to try to new approaches. The use of MyProxy to reduce the "headaches," as one person 
described it, of managing private keys and certificates is an example of this. The option to 
login into MyProxy through the user portal without having to go through other steps 
increased the use of MyProxy.  
 

I think integrating with the user portal has been a big success for MyProxy. MyProxy 
has always sort of been there as a TeraGrid service, but the user portal is the first case 
where it’s really coming into the mainstream for users; they're getting this username 
and password in a packet that they can use to use MyProxy, and it’s hopefully 
starting to become a standard part of what they’re doing. 

 
But some users, particularly those with smaller allocations, are not interested in capabilities 
that make it possible for them to compute at different sites or to move data from one place to 
another other than from an RP site to their local computer. Many users are interested in 
computing and storing data at one or sometimes two sites. For these individuals, common 
processes or technological solutions that make it easier to work at multiple sites actually 
interfere with their activities. For example, some users mentioned the confusion caused by 
the fact that they received login information for all nine RP sites when they obtained a 
TeraGrid allocation even though they did not have accounts on all the resources. A few users 
also expressed annoyance over email messages they perceived as irrelevant to their use of 
TeraGrid such as downtime for resources on which they did not have an account. Many 
TeraGrid personnel were aware of these issues, and the project has taken steps to address 
some of them. Other issues have proved more challenging for the many reasons we have 
already discussed in this report.  
 
While there was wide-spread agreement among TeraGrid personnel concerning technological 
and common process achievements, there were also individual TeraGrid personnel who saw 
particular developments less favorably than others. For example, GPFS-WAN is not mounted 
on all TeraGrid platforms. As in other cases, resource heterogeneity played a role in this 
difference between sites. A user support person said simply that GPFS and other mounted file 
systems sometimes caused problems for users and for the sites. Another person was more 
critical, however, and stated that GPFS-WAN was unstable, implying that the system that she 
knew others perceived as a success was not all it was made out to be. Someone else who 
viewed GPFS-WAN as a success believed that this view was not supported by everyone in 
TeraGrid because of a "not invented here" mentality.  
 
The “not invented here” mindset provides insight into another aspect of the technologies and 
processes developed by TeraGrid. This is that the implementation of common processes and 
technological solutions were often not the result of extensive multi-site collaboration. For 
instance, interviewees noted that:  
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• TACC led development of the user portal;  
• account management was based primarily on efforts by personnel at NCSA;  
• GPFS-WAN was pushed forward by SDSC; and  
• the centralized allocation process was built on one that existed prior to TeraGrid. 

 
On one hand, division of labor and building on existing solutions or efforts can be efficient 
and effective ways to accomplish tasks, especially in a five-year project like TeraGrid where 
quick progress is expected and built-from-scratch solutions, in most cases, would take longer 
to achieve. At a basic level, the choice is to implement existing processes or solutions under 
development at one site across diverse institutions and architectures, which, as many of the 
findings in this report show is difficult, or to conduct design and development activities from 
scratch. The first option makes it hard to establish homogeneity across the sites because 
variations in environments are not taken fully into account at the start; this leads to 
heterogeneity, which complicates the ability of users to work at more than one site. Open-
ended responses from the user survey showed that heterogeneity is a barrier to TeraGrid use. 
However, given the unplanned growth and dynamic nature of TeraGrid it is unlikely that all 
resource and policy differences could ever be accounted for completely. Retrofitting 
activities seem to be an inherent aspect of cyberinfrastructure. On the other hand, it is 
possible that starting from scratch would give participants more of a sense of shared 
accomplishment. We saw evidence that some Working Groups, which include at least one 
participant from each site, achieved camaraderie in the process of meeting their charter.      

Broadening the User Base 
The science gateways program was the third most frequently mentioned success by TeraGrid 
personnel. Interviewees viewed gateways as an effective strategy to open up TeraGrid 
resources to new communities of users by reducing the barriers to use.  
 

An engineer that's worried about nanotechnology doesn't really want to worry about 
which language is being used; what file system specifics; how you parallelize, and 
what have you. They want answers; they're engineers. To me, that's one of the biggest 
goals of the TeraGrid.  

 
As with other areas, TeraGrid participants acknowledged that there were many challenges to 
overcome in order for gateways to achieve their full potential. For one, gateways were 
described as being in their infancy in the sense that there is not yet a clear or shared 
understanding of the gateway concept. Gateways currently provide a variety of capabilities 
such as access to a community specific set of applications, workflows, visualization, resource 
discovery, and job execution services (Wilkins-Diehr, 2006). Second, gateway developers 
and TeraGrid often share different concerns. TeraGrid needs to track usage, maintain 
security, and show scientific impact. The latter was a particular challenge since TeraGrid 
personnel believe they must demonstrate that use of their resources leads to "big science 
successes.” They noted, "It’s hard to show a big science success story with a bunch of little 
users, especially a gateway." We found that gateways are not unconcerned with issues of 
usage, security, and impact. However, since most are in development, their focus is on 
different goals such as understanding user needs and growing their user base.  
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In spite of the challenges, several TeraGrid personnel we interviewed echoed the sentiments 
of a colleague who said: 
 

I still think that science gateways should be what TeraGrid leads with—that and a 
handful of these Karniadakis sorts of things where they’re really using grid 
technologies for full scale application runs and things like that.27 Those are the sorts 
of successes that we should be driving towards. But if we want to have broad impact, 
the science gateways are going to be the way to do that.  

 
The same individual quoted above also noted that once gateways are in full production they 
will provide a positive story about the usage of grid services since almost all of them use a 
grid service type of approach, including certificate-based authentication of grid services and 
Globus GRAM for job submission. He also cautioned, though, that TeraGrid needed to be 
careful not to take more credit than they deserved for the concept of science gateways.  

 
The gateways are mostly ongoing projects at various places. We're just providing 
some back-end resources. Let's be honest about what we're doing there. And there's 
still a good story to tell behind that—if we don't oversell the story. If we can show 
small growth early on and good adoption over time that is a much better story than 
some giant step function. It worries me that we're grabbing too much, and it's not ours 
to grab. 
 

This precautionary message seemed well justified. Those who are developing science 
gateways do a lot of the work required to make them a viable concept. The gateways are 
responsible for interacting with and assessing the needs of their particular user communities 
and for developing some of the technologies, alone or in cooperation with TeraGrid (see also 
Zimmerman & Finholt, 2007). Some of the gateway developers we interviewed did feel that 
TeraGrid "grabs too much."  

Ultimate Success 
While the successes described by TeraGrid personnel are significant, they do not yet match 
their views of what it will mean for TeraGrid to truly succeed. Ultimate success was 
described by interviewees as enabling research that could not have been done elsewhere and 
being able to demonstrate the value of that research. In addition, TeraGrid participants 
believed that these outcomes would be the result of an environment that appropriately 
balances user needs in the present with gentle steering of users toward new ways of doing 
things. The sense of disappointment regarding project successes to date appeared to be the 
result of an inadequate link between these outcomes and the vision that most of the TeraGrid 
personnel we interviewed had for the project. This situation was made more difficult by the 
fact that few users demanded what TeraGrid was created to provide.  

                                                 
27 The work of George Karniadakis, Professor of Applied Mathematics at Brown University, and his group 
is a grid computing success story for TeraGrid in that the Karniadkis group is able to launch jobs and have 
them run at multiple sites concurrently. Information about the group's research is available at 
http://www.cfm.brown.edu/crunch/index2.shtml.  
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6.3.4 Mission 
Unlike the situation regarding vision, the proposal for the terascale extension articulated a 
mission that has been consistently and widely stated since the project was funded. TeraGrid's 
mission is to support science through three integrated initiatives (Catlett et al., 2008). 

• Deep: Enable Terascale/Petascale Science: TeraGrid will enable scientists to pursue 
scientific discovery through an integrated set of Terascale resources and services 

• Wide: Empower Communities: TeraGrid will make Terascale resources and services 
broadly available through partnerships with community-driven service providers 

• Open: Provide an Extensible Foundation for Cyberinfrastructure: TeraGrid will 
provide, and use where provided by others, a set of foundational services and 
resources to support nation-wide cyberinfrastructure, using open standards, policy, 
and processes. 

 
Personnel were able to articulate the mission as stated above, which demonstrates that it had 
been clearly communicated. Further, interviewees did not appear to disagree with the 
mission. Instead, the concern was over how to prioritize the three facets of the mission, 
particularly, the first two, since resources are limited. One person succinctly summed up the 
view of many personnel when he said, "The TeraGrid vision of deep, wide, and open boils 
down to, 'Let's make everybody happy.'" The many issues that we have already discussed in 
this report intensified the dilemma caused by conflicting demands stemming from TeraGrid's 
three-pronged mission.  
 

We’ve only got so many resources. We have to decide and prioritize. Let’s pick three 
communities and do a good job working with them and let the rest of the people, the 
masses, just benefit from the results of what we do there. We can’t help everybody at 
the same time.   

 
We analyze user needs in detail in a later part of this report. For now, suffice it to say that 
trying to meet the requirements of diverse types of users and enable multiple modes of usage 
often places conflicting demands on existing technologies and policies. The challenge is not 
so much that TeraGrid personnel do not understand what users need and want; the difficulty 
is in knowing who to pay attention to, when, how, and to what degree (see also section 8.1.1).  
 

We've got the traditional users, and if you look at the way the allocations break down, 
a good third of the total allocated usage boil downs to three or four users. You don't 
want to do anything to mess those guys up. Those are the bread and butter guys. 
Regardless of output, regardless of… We might want to look at it regardless of the 
vision for gateways or anything else—there are a small handful of scientific users 
who drive and populate the TeraGrid. And we can talk about deep, wide, and open all 
we want to. The reality is deep is the only one that really matters at this stage. 
Everything else is still something that we want to do. Deep is where it's been for 20 
years, and it's where it still is today. 
 

As the quote above shows, large users are important to the resource providers, and they exert 
a strong influence. We discerned two related reasons for this. First, a metric of success for 
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HPC sites is utilization of resources. Since supercomputers are costly and unique resources, it 
is important to demonstrate that they are in use as close to 100% of the time as possible. 
Thus, policies are designed  to guarantee maximization of use. This makes it hard to meet 
needs for on-demand computing, which is often required for weather prediction and 
emergency response, and to serve new classes of users such as some experimentalists who 
desire quick results in order to test hypotheses and make decisions on experimental 
conditions.  
 

We have two kinds of modes. One is people complaining about wait time, and the 
other is idle processors. Trying to find that sweet spot. The way everybody wants to 
run a computer is on-demand. "I need 128 processors now! Let's go." The problem is 
everybody can't be the most important and have preemptive access. ... The only way 
to really give people the best quality of service is to really under-allocate the 
machine. And we do have control over that. So, it would be like, "The machine's idle 
most of the time, but, boy, the wait times are great." We can't afford to do that 
because we have $10 million in this machine, and we want to get the most utilization 
out of it as possible. 

 
In addition, it is important to show that use takes advantage of the architecture of a particular 
resource and that codes run efficiently. Utilizing large amounts of time on a specialized 
resource in an efficient manner is not easy. Most of the projects with large allocations that we 
studied employ multiple people and direct significant time and effort toward computing. 
Even though the findings from the user workshop (Zimmerman & Finholt, 2006), the 
TeraGrid User Survey, and interviews with users show that users with large allocations have 
needs for education, training, and support due to the turnover of graduate students and 
postdocs, it is the case that supporting the needs of a small number of large projects is more 
feasible than serving thousands of “little” users.  
 

There's lots of users doing little stuff, and then there are these "grand challenge" 
people who have a lot of clout and are very visible. And we've always kind of paid 
special attention to them. And we've always had to weigh and balance how much 
effort do you give single users and their project versus these thousands of users out 
here. And you can't do it all. 
 

Even though education and training need exist in projects with large allocations, the fact that 
these projects usually include a team of people means that there is support and training 
available within the group. The number of users needing education and support could 
explode as usage of science gateways increases. Even if gateways provide these services for 
their users, TeraGrid personnel will have to, at minimum, troubleshoot problems that involve 
the use of their resources and provide some of the education and training for new and often 
less experienced communities of users.  
 
Although interviewees described the project's most significant obstacles as being social and 
organizational in nature, the technical complexities of tying together distributed, 
heterogeneous systems to serve the needs of multiple users are significant. 
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We're adding grid interfaces to systems that are already well defined; we already have 
processes in place, and so building the glue for that in terms of both policies and 
mechanisms has been a challenge throughout the project.  
 

As we noted previously, many personnel were not convinced that there was sufficient 
demand for grid computing to justify the effort and time spent on this task. The growth in the 
number of RPs and the diversity in site hardware and policies added to the technical 
difficulty of achieving this goal.  
 

A good example is that initially many things were designed—I'll use the account 
management process as an example—assuming there are four sites, and that's all 
there would ever be. And there were certain assumptions associated with that, which 
all went away a year later once ETF was born. So, a bunch of things were changed to 
add that functionality in there, and then it changed again. The program keeps 
changing, and the way things were designed—initially under assumptions that no 
longer held—were broken. And they were done fairly quickly at that point just to try 
to get them done to the point where we could deploy and be successful and provide 
the resources. And it's never been possible to sort of go back and fix it right. 
 

Science gateways further increased the technical complexity. Besides the technical 
challenges they created, existing policies and processes, as described in the quote below, 
were also a poor fit for the needs of science gateways.  
 

They weren't even on the radar when we made the transition into production. So, 
that's a new development effort, but it necessitates going back and re-architecting lots 
of things that we made during the construction phase that we now need to go back 
and deal with.  

 
We have analyzed tensions in priorities between two of the three elements of TeraGrid's 
mission, but we have not discussed the open aspect of the mission. This is due to the fact that 
it was rarely mentioned in interviews or was it a topic at meetings we observed. For this 
reason, given the limited time of our study, we chose to focus on issues and topics that 
interviewees identified as most important. 

6.4 Research versus Production Infrastructure  
The last tension we analyze is the one between the desire for infrastructural reliability and 
stability that makes it easier to accomplish work, particularly on the part of users, and the 
research and development that are often necessary to create a distributed cyberinfrastructure. 
TeraGrid personnel expressed three opinions on this issue: 1) TeraGrid is foremost a research 
and development project; 2) TeraGrid should be a stable and reliable cyberinfrastructure; and 
3) TeraGrid is both research and development and cyberinfrastructure. As an interviewee told 
one of us: 
 

If I were in your role, I would really try to focus on what do I think the barriers are to 
users using TeraGrid and the tension between computer science research, deploying 
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computer infrastructure, and then actually getting the science done, and what 
TeraGrid's balance of these three things is supposed to be. … In my mind, different 
people have different views of those three things. 

 
No one we interviewed advocated for research at the expense of users' abilities to conduct 
research. As the quote above states clearly, there were different views, however, about how 
far the balance could swing between R & D and the provision of a production environment. 
These views are captured below in the words of different interviewees.  
 

TeraGrid is not a research project. It’s infrastructure. Infrastructure is supposed to 
work, and in many ways it doesn’t work. 
 
This is not a development project; this is a research project. And that means there's 
risk. It means it can fail. In a sense of, you know, strictly deliverables. 
 
Given the ideal environment, I think a good balance of the two is workable. 

 
Studies of other cyberinfrastructure projects have also noted the tension between research and 
development and the provision of a robust and reliable infrastructure (Lawrence, 2006; Ribes 
& Bowker, 2008; Ribes & Finholt, 2007).  

6.5 Summary: The TeraGrid Collaboration 
It is clear from our interviews with TeraGrid personnel and from our observations that many 
in TeraGrid 

• are aware of the tensions that exist;  
• share frustration over the lack of clarity regarding the project's vision and priorities;  
• have substantial knowledge of and dedication to their users; and  
• believe that TeraGrid could (and has), enable new kinds of science, technological 

advances, and be a model for distributed delivery and support of cyberinfrastructure.  
 

Given this, why does the knowledge that exists in the project often not get shared, discussed, 
or acted upon? In his book on strategic planning, John Bryson (2005) stated that it is 
important to obtain an answer to this question. We identified three factors that impeded the 
sharing of knowledge within the TeraGrid virtual organization. We have touched upon these 
in other parts of this section, but we bring them together here in answer to the question 
above.  
 
One set of explanatory factors stems from challenges that the growing body of literature 
shows is common to many virtual organizations. Of these, trust can be among the most 
difficult to achieve, and a lack of trust can make it harder to arrive at a shared vision and to 
balance autonomy and interdependence and collaboration and competition.  
 

Trust is a big issue. ... And nobody wants to talk about it because everyone wants to 
appear congenial, and everybody needs to appear as if they're team players. ... The 
NSF does a disservice to its goals by using the competition stick as the only tool that 
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they use to try to shake out who should get what. What happens is the PIs go into 
battling for dollars. They're battling for survival; they're battling to keep staff, and it 
really has a big impact on how well partnerships can be built and trust can be built. 

 
One of the project participants noted that often trust is "based on the experiences of actually 
working with people." TeraGrid personnel mentioned that one of the project's main successes 
was the spirit of collaboration that it engendered among colleagues at other sites. This was a 
pleasant surprise to many of the individuals that noted this success, and it may bode well for 
TeraGrid's future. As new sites become part of the project, though, trust must be continually 
developed. 
 
A second category of explanations arises from pressures to present a united front, at least to 
the outside world, and to show results quickly and constantly. One affect of these pressures is 
a disinclination to take risks. 
 

I definitely see that from a management perspective that sometimes you can take a 
risk and you might get a lot of bang for your buck, but there's disincentive to do that 
and it’s just a little bit easier and more comfortable to just try to stick to the standard 
party line and move forward—maybe incrementally—that way. Where, if you took a 
flyer on a couple of other things, you could take some bigger leaps forward. ... I think 
they have been successful but, again, I think, going forward that it would be nice to 
figure out where we can take some risks as a group and not have finger pointing. 

 
The need to demonstrate results exacerbated the tension between those who perceived 
TeraGrid as primarily a research and development project and those who viewed its main 
purpose to provide stable and reliable cyberinfrastructure. Further, it is a strain on 
participants to present a united front in the face of ongoing competition and diverse 
organizational cultures, missions, philosophies, and capabilities. 
 
These challenges are not unique to TeraGrid; accountability and public scrutiny are inherent 
to large-scale, multi-million dollar projects (e.g., Collins, 2003). In addition, the funding that 
RP sites receive for TeraGrid activities is only one reason for their participation in this 
endeavor. TeraGrid is a significant part of NSF's cyberinfrastructure program and one that 
organizations either want to be involved in or cannot afford to be left out of. In regard to the 
former, a person at a site that was not one of the original NSF-funded centers described his 
organization's reason for wanting to participate in TeraGrid: 
 

It starts tying us into NSF in a big way and cyberinfrastructure, which is, of course, a 
big emphasis right now. And it also aligned us with a lot of places around the country 
that are also doing a lot of "good things" in cyberinfrastrucure. So, I saw it as a way 
of us really moving quickly toward our goal, and it has really helped us do that. 

 
The diversity of the organizations that comprise the TeraGrid is a source of innovation, but it 
also raises questions about the roles and responsibilities of sites and what it means to be a 
member of TeraGrid 
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Third, there is a notion that the leadership, the management structure, or both have been 
unable to overcome the many sources of tension. The result is that people are cautious and 
often hesitant to speak out. 
  

So, you are constantly playing that game: competing today, but tomorrow you're on a 
conference call on the TeraGrid stuff, and you have to collaborate. I think that the 
management can deal with it better. The staff don't know what they can say because 
they don't know what the negotiations are and what the thinking is because it's 
changed anyway.  They just don't know how they're supposed to interact, so they tend 
to clam up because they want to try to protect themselves and their own site. ... But 
that means that the conversations that really need to happen in the TeraGrid don't 
happen, and the people aren't as open as they need to be and for good reason.  
 

The findings from our study of TeraGrid show how difficult it is to juggle the tensions and 
competing demands inherent in a virtual organization even when there is widespread 
agreement about what is ultimately the most important goal—in this case, enabling the work 
of scientists and engineers. In the midst of these difficulties, and the stresses they create for 
the participants, positive outcomes can be achieved. Some of the most significant successes 
may be ones that were unexpected. The ability to collaborate across sites, to learn from 
people at other institutions to improve and enhance local procedures, and to work together to 
achieve a challenging technical goal within an environment of competition and lack of trust 
should be viewed as important successes that may last beyond this particular project.  

7. Grid Computing 
In this section we analyze reasons for the slow adoption of grid computing by current 
TeraGrid users. Results from this part of the study provide a useful bridge between our 
analysis of the TeraGrid collaboration and the next section, which synthesizes data we 
collected on user needs. We describe technical and practical reasons for the limited interest in 
grid computing. We find that the concept of grid computing is evolving to encompass a 
broader range of distributed computing tasks. This is a positive development that can be 
attributed partially to technologies developed by TeraGrid and science gateways.  

7.1 Defining Grid Computing 
What is grid computing? Although interviewees told us that there was not a consensus on the 
definition, there was more agreement than it appeared.28 We found that the debate was not so 
much over the definition of grid computing as it was about whether it was worth the human 
resources and funds that were being expended to achieve it, particularly since only a small 
number of users were interested or able to compute in this way. One of the CI experts we 
interviewed described what we found to be the common conception of grid computing at the 
time TeraGrid was initiated.  
 

                                                 
28 There is a significant amount of literature on grid computing (e.g., Berman, Fox, & Hey, 2003; Foster & 
Kessleman, 2004). We do not discuss definitions of grid computing found in these resources. We are 
concerned here only with the views of those interviewed as part of this study. 
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The idea was that you would have load balancing at a very high level among national 
supercomputing centers and to enable researchers to run jobs across multiple systems 
at the same time. 
  

The ability to run at more than one site concurrently was referred to by most interviewees as 
co-scheduling. Further, the prevailing definition of the time suggested that the number of jobs 
to be run was large and required a significant amount of computing power; controlled 
execution was employed to send jobs to many places in order to achieve load balancing.  
 
Interviewees, particularly TeraGrid personnel and some gateway developers, advocated for 
meta-scheduling rather than co-scheduling. Meta-scheduling was defined as the ability to 
submit a job and have it run on the first available resource that is appropriate. The fact that 
people distinguished between meta- and co-scheduling is further evidence that there was a 
common understanding of grid computing. Again, the debate was primarily over whether co-
scheduling should be the focus. The quote below, by a TeraGrid participant, is representative 
of what others said. 
 

There’s been a lot of effort trying to do what they call meta-scheduling, but what they 
really mean is co-scheduling. You’re running at 2, 3 or 4 sites concurrently. That’s a 
wonderful goal for the 5 people who care about it. A lot more people care about 
submitting a job and getting their job back, and they don’t care where it runs. This is 
really meta-scheduling, where I can submit a job and it might run here, or it might 
run, there, or it might run there. It runs where it can run first. A lot more people care 
about that. It’s a lot less sexy, but it gets science done, which is what researchers care 
about. 

 
A number of TeraGrid personnel voiced frustration over the fact that the project had not yet 
made it possible to do meta-scheduling. They felt that it was technically achievable and that 
there had been adequate time for this goal to be reached.  

7.2 Barriers to Grid Computing 
Interviewees in all categories noted that grid computing as defined above (i.e., co-scheduling) 
is hard to achieve for a number of technical and practical reasons. These are in addition to 
ones we have already mentioned such as the heterogeneity of the resources and the fact that 
the many traditional users of national centers are not interested in grid computing; they are 
interested in exploiting the unique aspect of particular resources and have optimized their 
codes to run efficiently on specific platforms. Below, we list other important factors that 
affect the adoption of grid computing. We do not elaborate on the technical barriers since 
they can be quite complex, and they are well understood by computer scientists, users, NSF, 
and other HPC experts.  
 

• Communication needs of codes 
Codes that require a lot of communication between the processors are poor candidates for 
grid computing because latency between sites can severely affect their performance. Even 
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if a particular code can be rewritten to run on the grid, it may not be worthwhile—not all 
jobs are appropriate for the grid. 
 
• Costs of getting into grid computing 
Some scientists and research groups have been working on one code for many years. It 
takes a long time to develop and modify codes so they run well on one or more 
architectures. Redesigning legacy codes requires a lot of effort and knowledge that can be 
difficult to obtain. For example, if a particular code has been written by graduate 
students, the PI may lack the deep knowledge of the code required to adapt it to the grid. 
In addition, unless users perceive a significant advantage to grid computing, they will not 
change their practice. One reason for this is that researchers want to control as many 
factors in the compute environment as possible, so they can, for instance, assess the 
source of unexpected results: Is it an error in the code, or the job processing, or is it an 
interesting new finding? Other scientists rely on third-party software, in which case they 
may not be able to modify the code because of intellectual property considerations. 
 
• Middleware 
Middleware was described as being unstable, primitive, and hard to use. In addition, 
middleware is not transparent. Users must understand all the details because many 
different problems can occur and identifying the point at which trouble arose can be 
difficult. This also makes it hard for RP sites to support grid computing. As noted 
previously, since most science gateways use a grid services type of approach they may 
help to reduce many of these barriers.  
 
• Logistics 
It requires considerable manual effort to compute concurrently at different sites. For 
example, a user who wants to compute at Purdue, SDSC, and TACC must interact with 
three different job schedulers. Since there is not an automated way to do this, the process 
is labor intensive and involves personal communication and hands on actions. An 
experienced user of grid computing, who was also a satisfied TeraGrid user, said, "I don't 
care how it works. You can call other people, email them, but I want to contact one 
person and get information about why my code is not running, why my reservation is not 
going well, or how to solve some particular problem that is related—not to one 
supercomputing center—but to several supercomputing centers." Science gateway 
developers expressed sentiments similar to this one. One stated, "Grid computing is 
primarily a problem in scientific administration.” The logistical difficulties and 
heterogeneous procedures across sites also help to explain why some users, including 
gateway developers, did not perceive TeraGrid as a cohesive collaboration. 
 
• Security 
Obtaining passwords and grid certificates, renewing certificates, and managing all this 
information can be a barrier to grid computing. 

 
According to interviewees, most users who run into one or more of these barriers will 
abandon future attempts at grid computing. Even researchers who are proponents of grid 
computing acknowledged many of these barriers.  
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We're saying there are codes and middleware and infrastructure that exist that could 
enhance people's productivity, but there are a lot of users that don't even recognize 
that today. And it's just because of the scale of things and the complexities that have 
appeared in the past—some of them usability issues. There are people who've 
effectively burned their hands with some of the early middleware. If you're a 
scientist, you have objectives to meet, and you're not going to waste too much time. If 
you wasted a lot of time before, how are we going to persuade you to go back again 
this time and try it? 

 
Still, TeraGrid has enabled some high-profile grid computing successes, and interviewees in 
all categories recognized that grid computing is an appropriate usage mode in some areas and 
for some users.  

7.3 The Evolution of Grid Computing 
Based on interviews conducted during the course of this study, we find that the concept of 
grid computing as defined in the opening of this section has broadened considerably over 
time. This is viewed by most as a positive development. The main changes we observed were 
increased emphases on workflow, distributed file systems, and data movement, storage, and 
visualization. There were also subtle changes in language. Instead of the phrase "grid 
computing," people spoke more of the "grid" to mean an entity that enables multiple and 
distributed tasks. It is difficult to identify the exact causes and timing of this conceptual shift. 
It is likely a combination of several factors, including  
 

• technological advancement;  
• the ways−often unanticipated−that users have employed the capabilities developed by 

TeraGrid;  
• the influence of science gateways in helping to adapt and shape the infrastructure to 

accommodate the needs of their particular user communities;  
• the ever growing amounts of data to move, manage, and analyze; and  
• the difficulty of maintaining a homogeneous set of resources.  

 
One of the CI experts we interviewed described the evolution of grid computing and his 
belief that the vision of TeraGrid could remain intact in the face of changing technology. 
 

Now, 6 or 7 years later technologies have changed and needs have changed, and the 
overarching picture that is used now is no longer the backplane. The original 
backplane vision was very hard to sell because of the speed of light and other issues 
with latency. Given the important emphasis of data cyberinfrastructure, the 
overarching vision is a storage area network grid file system. It’s a distributed file 
system, distributed on a grand scale. 

 
Several users stated that the main benefit of having multiple RP sites connected together has 
been the ability to quickly move huge datasets around from one computer to another. Another 
CI expert explained that he perceived the original vision for TeraGrid as being about 
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distributed computing cycles, whereas, he said, "Now I think it’s really more about storage 
and visualization and dynamic networks that you can throw around to support those 
requirements." The importance of workflow was mentioned most often by gateway 
developers and TeraGrid personnel. The quote below is from a TeraGrid participant. 
 

The thing we’ve been trying to lobby for is not so much the run anywhere that there’s 
time, but sort of embracing the heterogeneity. There people are talking about 
workflow. I think in ultimate when this is successful, it’s when somebody can sit 
down and construct a workflow that includes where their data is going to be, where it 
needs to get, what job needs to run, what data needs to come out and get back to 
maybe someplace else. … I think that’s when success would come.  

 
A gateway developer felt that the ability to automate workflows would attract more 
researchers to the TeraGrid. He noted that physicists and chemists, with their long history of 
HPC use, are willing and able to surmount usage barriers. Researchers in other areas, 
however, will not be attracted to HPC until they perceive how it will benefit their work.  A 
workflow that automates many otherwise manual steps can make HPC easier to use and help 
new user communities find value in HPC. The gateways work with researchers to develop the 
workflows and to hide the complexity of the many steps required to execute the workflow.  

7.4 Summary: Grid Computing 
The original notion of grid computing as running at more than one site concurrently has 
evolved into the idea of employing the grid to enable a variety of distributed tasks and modes 
of usage. This is viewed as a positive development. Co-scheduling is perceived as only one 
way to use the grid. It is valuable to those who can take advantage of it, but the effort put into 
co-scheduling should be weighed against options such as meta-scheduling, which many 
believe would benefit a large number of users.  

8. TeraGrid User Needs 
Since TeraGrid is a national facility serving the broad spectrum of science and 
technology, how you allow that system to meet such diverse needs is going to be 
an overarching challenge. And no one pretends to have the answer. It's actually 
an evolving field in itself.  —CI expert 
 

Historically, the use of HPC resources has been reserved for specialized scientific and 
engineering applications that must handle very large databases or do a great amount of 
computation. HPC users will increase in number and diversity as more research fields 
become data and computation intensive. Ecologists, for instance, have not been traditional 
users of HPC resources, but as their field moves toward big science with teams of researchers 
from multiple disciplines and sophisticated instruments that collect large amounts of data, 
they will need different tools and technologies to manage, store, and analyze the data they 
will collect (Borgman, Wallis, & Enyedy, 2007). Similar changes are occurring in other 
domains, including the humanities and social sciences (Hey & Trefethen, 2008; Lawrence & 
Zimmerman, 2007b). In fact, the compute, data, and visualization resources available through 
TeraGrid and other HPC providers have already begun to play a role in many disciplines as 
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evidenced in part by the development of science gateways (Wilkins-Diehr, 2006; 
Zimmerman & Finholt, 2007).  
 
One of the goals of the TeraGrid evaluation study was to assess TeraGrid's progress in 
meeting user needs. To reiterate, the questions that drove this part of the investigation were:  
 

• What factors affect users' computing needs and requirements? 
• How are the needs of users expected to change over the next five years?  
• What factors affect users' behavior as it relates to their use or non-use of computing 

resources and services? 
 
Users included individuals who currently use TeraGrid and target users, researchers who do 
not yet use TeraGrid, but who are likely to do so in the future. Since it is difficult to study 
users who, in large part, do not yet exist, we interviewed developers of science gateways to 
better understand the needs of potential future users. The timing of the study enabled us to 
get a snapshot of the first generation of HPC users, more recent users, and emerging user 
communities.  
 
We employed methods from the field of user-centered design (UCD) to analyze user needs. 
User-centered design emphasizes the importance of understanding the work practices of users 
and maintaining ongoing interaction with them as part of an iterative process of analysis, 
design, development, and system implementation (Norman & Draper, 1986; Olson, Finholt & 
Teasley, 2000). Given the scope of TeraGrid and its user base and the time limitations of the 
study, a full UCD process was beyond the resources of this investigation. Therefore, we 
focused on an analysis of user needs—the first step in UCD. The result of this analysis is an  
understanding of the factors that influence users' needs, affect their decisions about how or 
whether to use TeraGrid, and help to explain variations in their needs. We also identified 
issues that are likely to affect user needs in the future. As we have noted elsewhere, 
differences in the requirements of users can be a source of tension that makes it hard to set 
priorities. While these issues are difficult to fully resolve, a clearer understanding of user 
needs should aid NSF, TeraGrid, and other stakeholders to develop strategies to serve users 
who address many types of research problems and have varying levels of HPC experience, 
knowledge, and skill. 
 
Interestingly, it also became clear to us as our investigation progressed that a substantial body 
of information exists about user needs. While this is primarily the case for fields that, to some 
degree, already employ HPC resources, there is also a growing amount of information 
available on the needs of communities that have not traditionally employed HPC. This 
information appears in numerous reports, many of which present findings from workshops 
sponsored by various NSF divisions and programs. The workshops were structured to define 
user requirements for cyberinfrastructure, including HPC, in terms of research drivers that 
determine needs for hardware; network infrastructure; data; human resource capacity and 
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development; and algorithms, models, and software. The examples below illustrate the range 
of areas covered by the workshops.29  
 

• Cyberinfrastructure for Environmental Research and Education, 2002 
• Cyberinfrastructure for the Atmospheric Sciences in the 21st Century, 2004 
• Final Report: NSF SCE-CISE Workshop on Cyberinfrastructure and the Social 

Sciences, 2005 
• Identifying Major Scientific Challenges in the Mathematical and Physical Sciences 

and their Cyberinfrastructure Needs, 2004 
• Materials Research Cyberscience Enabled by Cyberinfrastructure, 2004 
• Our Cultural Commonwealth: The Report of the American Council of Learned 

Societies Commission on Cyberinfrastructure for the Humanities and Social 
Sciences, 200630 

• Summary Report: NSF EPSCoR Cyberinfrastructure Workshop, 2006 
 
Elsewhere in this section, we refer to the reports described above as cyberinfrastructure 
reports. Another excellent and comprehensive source of information that we drew from is the 
volume edited by Graham, Snir, and Patterson (2005), which presents findings from a 
National Research Council committee's assessment of U.S. supercomputing capabilities.  
 
Recently, there has been a focus on examining the opportunities for research progress that 
could be enabled by petascale computational capability and determining the steps to prepare 
for the use of these resources when they become available (e.g., Snavely, Jacobs, & Bader, 
2006; Yeung et al., 2007).  
 
The plethora of existing information raised new questions for our study as it related to user 
needs.  
 

• Is it the case that existing information is not well known or adequately organized and, 
therefore, not used? Or, is use of the knowledge limited by other factors?  

• Would more effective use of this information provide better guidance for TeraGrid 
hardware procurement, software development, user support, and education, training, 
and outreach programs?  

• Does the available information address all the factors that influence user needs and 
behavior? If not, what is missing?  

 
In this section, we address the questions above along with those we formulated at the start of 
the investigation. We begin by drawing from and expanding on results presented in section 6 
of the report − The TeraGrid Collaboration. We find that unresolved tensions over how to 
balance the needs of different types of users, the lack of a clear vision, and the broad 
definition of a TeraGrid user leads to several dilemmas that hinder the use of available 
information regarding user needs. Second, we present the results of the user needs analysis 
                                                 
29 A more complete list of reports appears as Appendix B in NSF's 2007 publication, Cyberinfrastructure 
Vision for 21st Century Discovery. 
30 The Commission was supported by The Andrew W. Mellon Foundation. 
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we conducted. Our results confirm and support those from prior activities. In addition, our 
investigation identified other important aspects of user needs. We conclude the section with 
an analysis of areas that will shape user needs in the future.  

8.1 Dilemmas 
In spite of the pressure for TeraGrid to serve a larger and more diverse user base, it is 
difficult for TeraGrid to meet these demands. The literature on the historical, social, and 
technical aspects of infrastructure has identified several reasons for this that are relevant to 
TeraGrid (e.g., Edwards et al., 2007; Star, 1999). These include mismatches between 
potential new users and the TeraGrid infrastructure, the inability of TeraGrid to interact with 
many individual users, and the conservative influence of the “installed base” of users, 
technologies, and institutions, which pushes against change (Monteiro, 1998, p. 229). The 
tension between growth and expansion on one hand and existing technical and non-technical 
elements on the other, create three dilemmas for TeraGrid.  

8.1.1 Dilemma #1: Resources must be used, but support is limited 
A large percentage of TeraGrid allocations are awarded to a small fraction of principal 
investigators. For example, according to TeraGrid quarterly statistics for January-March 
2007, the top twenty PIs as measured by usage consumed almost two-thirds of the 
normalized units (NUs) utilized by all 879 PIs with allocations during this time period. A 
similar situation applies to domains. Figure 2 shows that projects in six broad areas 
accounted for more than 98% of TeraGrid usage as measured by multiple factors. In addition, 
the PIs associated with the top twenty projects by usage during this quarter were from the 
seven broad disciplinary categories listed in figure 2 (e.g., atmospheric sciences, chemistry), 
plus a user in ocean sciences. Given these statistics, a strategy focused on the needs of 
individuals associated with projects and disciplinary areas with the greatest TeraGrid usage is 
compelling. Of course, TeraGrid’s stated mission is broader than this; NSF has encouraged 
TeraGrid to increase participation in terms of disciplines, usage modes, and gender and race; 
and new communities of users with different types of needs are putting pressure on RP 
policies and technologies. In spite of these demands, the statistics above help to explain the 
dilemma TeraGrid faces in trying to broaden and increase its user base.  
 
First, on the TeraGrid side, utilization of resources is a measure of RP success. Second, on 
the user side, it requires people, time, and expertise to utilize millions of service units. 
Therefore, it is not surprising that those who can consume significant numbers of cycles are 
considered the “bread and better guys” (see section 6.3.4).31 Further, as a TeraGrid user 
consultant described, these users support many of their own needs.32 
 

The big users typically are very sophisticated and don't have that many questions, and 
when they do, it's not related to their code it's related to our quality of environment or 

                                                 
31 To say “guys” is not totally accurate: the top twenty users in the first quarter of 2007 included one 
woman. Some of the users associated with the top twenty projects are probably female as well. TeraGrid 
does not keep statistics on the gender of users, but other information, including results from the user survey 
indicate that the majority of TeraGrid users are male. 
32 There are exceptions to this, which we discuss later in this section. 
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something like that. Because a lot of them, like the MILC group and the NAMD 
group, have computer scientists who are working with them to make their code run 
faster. So, they spend a lot of time finely tuning their code to run on various different 
machines, and they're very knowledgeable. … Most of the problems they have are 
more operational problems where it's something that is a problem on the system, 
something is not working right, or something is not configured right.33 

 
Results from the TeraGrid User Survey showed that there is a relationship between frequency 
of TeraGrid use, which is related to allocation size, and user satisfaction. Individuals 
affiliated with groups with large allocations have needs for, and in many cases would like, 
more access to education and training and support, but there is generally an option to obtain 
help within the project.  
 
Third, more users place strains on TeraGrid personnel, policies, and procedures, particularly 
if  many of these additional users have less experience in using HPC resources, and therefore 
require a higher level of support. Technical complexity also increases when a wider range of 
hardware and software are needed to meet user demands. These issues were summarized by 
the PI of a science gateway project, who was critical of TeraGrid’s efforts to meet the needs 
of a broader base of users. 
 

The new communities that would benefit from high-performance computing find a 
real impedance mismatch between the way the machines are fielded, the way the staff 
are there to help them understand how you would use this in your science project, and 
also the way the machines are actually architected—the amount of memory, the 
portability of codes to that particular architecture.   

 
TeraGrid personnel recognized these challenges (see section 6.3.4), but they are hard to 
resolve. Because so many resources at RP sites are considered TeraGrid resources and 
because there is a TeraGrid process by which time is allocated on these resources, the needs 
of large users are a significant concern for TeraGrid. Even if these users were not considered 
TeraGrid users by definition, meeting their needs would still be paramount for the reasons we 
have identified.  

                                                 
33 The MILC (MIMD Lattice Computation) Collaboration is one of the largest users of open-science 
computing in the world. By April 2008, they had already consumed 19 million computing hours at TACC 
alone (Dubrow, 2008). NAMD is a parallel molecular dynamics code designed for high-performance 
simulation of large biomolecular systems. It was developed by the group of physicist Klaus Schulten at the 
Beckman Institute for Advanced Science and Technology. Schulten’s group is also one of the largest users 
of TeraGrid resources. For the first quarter of 2007, PIs Robert Sugar of the MILC Collaboration and Klaus 
Schulten were the second and third largest users, respectively, of TeraGrid as measured by usage. 
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TeraGrid, Jan-Mar 2007, by Discipline
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Figure 2: TeraGrid Usage by Discipline  
(figure created by David Hart, SDSC) 

8.1.2 Dilemma #2: Utilization versus Impact  
In spite of the fact that almost all usage of TeraGrid is accounted for by a small number of 
PIs, the remaining time supports numerous scientists in a variety of areas. Figure 2 shows 
that the 20 disciplines that comprise less than 2% usage in terms of number of PIs, active 
users, and charging users are equal to roughly 30% of the total in each of these areas even 
though they make up less than 10% of the allocated time and NUs utilized during this 
quarter. Although they are small in terms of resources consumed, taken together, these 
researchers' contributions to knowledge production and scientific advancement may equal, or 
even surpass the output of all projects with substantially larger allocations. The scientific 
benefit derived from use of TeraGrid is an extremely difficult outcome to assess, however. 
The report from the TeraGrid Impact RAT (2006) suggested ways to evaluate the merit of 
projects that utilize TeraGrid resources, but it remains an intractable problem.34 It is even 
harder to evaluate the relative impact of different types of science. For example, how does 
one compare the results of research that contributes to basic theory with applied research that 
may have more immediate economic benefit? Or, are the many small jobs that could be 
enabled by meta-computing equal in research output to jobs run concurrently at more than on 
RP site? Because such questions are nearly impossible to answer, TeraGrid personnel and 
                                                 
34 TeraGrid LRAC and MRAC allocation committees are instructed not to judge the scientific merit of the 
work described in an allocation proposal as this is the role of the peer review process under which the 
research was funded. The task of allocation committees is to evaluate the quality of the past and proposed 
mapping of scientific progress to the TeraGrid resources. Yet, TeraGrid and users are expected to provide 
evidence of the scientific results produced through the use of TeraGrid resources. 
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some users stated that science success is often equated with size such that the larger the 
simulation, for example, the more likely it is to be touted as a successful scientific use of 
resources. This situation creates tensions between users.  
 

We do science-based engineering to address important engineering problems using 
computational methods. It’s different than doing pure theoretical science. 
Engineering problems are a lot more complicated.  
 

The user above was referring to the difference between applied problems and basic research. 
He perceived a bias in queue policies toward researchers doing what he described as “one 
huge computation,” whereas he needed to run “tens of thousands of little ones.” A quote in 
the next section, which was taken from an interview with a theoretical high-energy physicist, 
is indicative of another perspective—that the use of TeraGrid should be limited to jobs that 
match a machine's capabilities.  

8.1.3 Dilemma #3: Determining Appropriate Use 
The ability to efficiently and effectively exploit the unique capabilities of HPC resources has 
traditionally determined what qualifies as “appropriate use” of these resources. Should this 
also be the metric for TeraGrid? It is difficult to answer this question without a clear vision 
and a robust definition of TeraGrid and a TeraGrid user.  
 
As noted earlier, 879 PIs had TeraGrid accounts during the first quarter of 2007. These 
researchers use the resources in different ways. The theoretical high-energy physicist we 
mentioned above stated: 
 

When I got onto one of the TeraGrid machines, I was aghast at the number of people 
running single processor jobs. They could have workstations at their own university 
doing the same thing. So, why was this done? I think the centers are under pressure to 
show the resource is being used, so they keep lowering the bar, until finally the 
people using the resource are not using it for what it was built for. 
 

This LRAC user expressed a sentiment that we heard from other large users and from 
TeraGrid personnel; similar comments were also made in response to open-ended questions 
on the user survey (see Appendix D, part 2 of this report). The issue is more complex than the 
statement above implies, however. While no one argued for “inappropriate” use of resources, 
interviewees recognized that it is not a simple matter to determine what is appropriate. For 
one, as the physicist stated, it is important that a multi-million dollar program is perceived as 
serving more than a small percentage of the research community. Second, many users run 
more than one type of job, and these jobs can have different computational requirements. It is 
not simply that large users run “big” jobs and small users run “small” ones. For example, the 
engineer quoted above, who had an LRAC award, solves hundreds or thousands of 
simulations, varying one parameter or another to discern which are most sensitive, so he can 
then make comparisons with experimental data. Third, a comment we heard consistently 
from the users we interviewed is the value of having computational resources that are 
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available (i.e., open) to researchers or educators at U.S. academic or nonprofit institutions 
whether or not they receive funding from NSF.35 This was noted even by users who were 
dissatisfied with TeraGrid. Results from the TeraGrid User Survey showed that only half of 
the respondents have HPC resources available at their institutions and 14% have access to 
state or regional resources. Interviews indicate that even when these options exist, the quality 
in terms of resource stability and reliability and user support are variable with some local 
centers being very strong and others less so. Departmental or project resources are preferred 
by many users, but some funding agencies do not support such purchases, and so users must 
rely on NSF-funded resources. As one user noted: 
 

When we get funded by the NIH to do a lot of this work, they actually assume we can 
do the calculations we do without giving us money for it. So, having these NSF 
centers is very important because they allow us to do these calculations. 

 
Departmental and project resources also incur expenses for maintenance and support, space, 
and power and cooling costs. Energy demands, in particular, are becoming a serious issue for 
institutions (Hacker & Wheeler, 2007). In addition, users noted that access to NSF-funded 
resources by foreign nationals is a major benefit since it is common in research environments 
to have students, postdocs, and faculty who are not U.S. citizens. Interviewees who 
mentioned this generally believed that DOE facilities, for example, are not open to foreign 
nationals.36  Some interviewees who had allocations at a DOE center also noted that stringent 
security regulations can be a barrier to use. For all these reasons, it is difficult for NSF-
supported RP sites to strictly limit resource use to particular types of jobs. 

8.1.4 Addressing the Dilemmas 
Until these dilemmas are resolved, existing information on user needs, including those based 
on data collected in this study and presented in the next section, will not be utilized 
effectively. This statement is not intended to downplay the complexity of meeting the needs 
of diverse users at a time when the demand for HPC is growing, or to ignore the urgency for 
improved methods to organize the substantial information that exists and to find ways to 
employ it strategically. In addition, the effective use of user needs data will rely on ongoing 
assessment of user needs and on interactions between multiple parities, including NSF, 
TeraGrid, users, and other stakeholders.  

                                                 
35 Details regarding eligibility to use TeraGrid resources are available at 
http://www.teragrid.org/userinfo/access/allocations.php. DAC allocations are available to K-12 teachers for 
classroom use, and international researchers can use TeraGrid resources if a U.S. researcher is the PI on the 
allocation award.  
36 DOE Leadership Computing Facilities are managed as open national resources. While they are available 
to all researchers, including foreign nationals, the focus of their use is on “computationally intensive, high-
impact scientific applications” (U.S. Department of Energy, Office of Science, 2007, n.p.) In addition, 
DOE’s INCITE (Innovative and Novel Computational Impact on Theory and Experiment) program 
reserves ten percent of the DOE Office of Science high-end computing resources to allocate to the broad 
scientific community, including private industry, with no requirement of DOE funding. 
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8.2 User Needs Analysis 
The goal of the user needs analysis was to gain an integrated picture of users and their 
cultural, organizational, and research contexts (Lindgaard et al., 2006). Specifically, we 
collected data from individuals representative of current and target TeraGrid user populations 
in order to understand the needs of different types of users and factors that influence user 
behavior. The results from the user survey offer a generalizable view of current TeraGrid 
users while the interview data provide in-depth information and help explain some of the 
survey findings. Science gateway developers are also users of TeraGrid, but since their needs 
are different from those of individual users we discuss them in a later section. Interviews with 
science gateway developers did, however, provide us with information about the likely needs 
of future TeraGrid users as did interviews with new TeraGrid users.  
 
We approached research questions related to the needs of TeraGrid users from several 
perspectives. First, we asked questions intended to uncover areas where users currently spend 
time that does not come under the heading of "doing science." These are activities and tasks 
that are candidates for automation or other improvement. Second, we queried users about 
future scientific problems they would like to address or specific questions they want to 
answer and the challenges to doing so whether or not they were related to computational 
resources or services. This helped us to identify needs that are within the traditional realm of 
HPC providers to meet; ones that TeraGrid does not currently play a role in fulfilling, but 
might consider doing so, alone or in collaboration with others; and needs that should be 
addressed by others such as users' local institutions. Third, by drawing on a wide variety of 
data sources we gained insight into present and future needs as well as those that are likely to 
persist across time. We also learned about needs at varying levels of granularity, and we 
identified factors that affect user behavior.  
 
The needs analysis is based on data collected using multiple methods. We found that each 
source of data provided unique insights. Further, the combination of data from multiple 
sources helped to elucidate needs in particular areas. Users were, of course, an important 
source of information about their needs. TeraGrid personnel were also very knowledgeable, 
especially user consultants and support staff. These individuals were able to discern larger 
categories of user needs from the individual issues they dealt with on a daily basis. In 
addition, since they often had many years of experience, they were able to provide a 
perspective on user needs over time. Interviews with cyberinfrastructure experts and non-
users of TeraGrid resources were informative, too. Finally, reports from domain-specific 
workshops organized by funding agencies and research communities helped to support and 
confirm much of what we learned through interviews.  
 
Our results show that in order to gain a comprehensive understanding of user needs it is 
necessary to consider multiple factors. The term ecosystem has been used to describe the 
multiple and inter-related aspects of the world of high-performance computing. 
 

Supercomputing is not only about technologies, metrics, and economics; it is also 
about the people, organizations, and institutions that are key to the further progress of 
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these technologies and about the complex web that connects people, organizations, 
products, and technologies (Graham, Snir, & Patterson, 2005, p. 157). 

 
We identified four categories that are important to the user component of the broader 
TeraGrid ecosystem. First, we introduce the concept of community of practice, which we 
employ to help explain factors that affect the needs and behavior of current and target 
TeraGrid users. Second, we discuss overarching differences between current and target 
TeraGrid users. This simplified distinction is made in order to illustrate the marked division 
between users who belong to a community of practice that has a culture of high-performance 
computing with those who do not. Third, we analyze relationships between the nature of the 
research problems to be solved and TeraGrid's technical infrastructure, which is an important 
aspect of user needs. We end with an examination of potential communities of practice 
relevant to current TeraGrid users.  

8.2.1 Communities of Practice and User Needs and Behavior 
Every one of those single users out there is very likely to be part of a larger community, 
depending on how you want to break it down. Do you just look at different scientific 
disciplines, or do you look at different types of scientific calculations, or..? Somehow, you 
can group these individual users. —TeraGrid participant 

 
As the above quote illustrates, there are multiple ways to classify users. There are three main 
advantages to grouping users based on their needs, and the value and importance of doing so 
increases as the user population grows and diversifies.  The benefits include 
 

• improving strategies for delivering TeraGrid support and consultation services to 
users; 

• informing decisions related to hardware, software, and policy; and 
• providing mechanisms for users to interact with each other in support of their needs.  

 
Our results show that the concept of community of practice (CoP) is a useful framework to 
understand and even anticipate the needs of users. Classifying users according to the 
communities of practice to which they belong provides an avenue for TeraGrid to interact 
with particular groups to design, develop, and implement strategies for technical 
infrastructure, user support, and education, outreach, and training that best meet their needs. 
Below we briefly discuss the community of practice concept. Following this, we discuss 
TeraGrid-relevant CoPs based on findings from the user needs analysis.  

Community of Practice 
A community of practice is defined as a group of people who share an interest in a domain of 
knowledge and who develop a set of approaches that allow them to deal with that domain 
successfully (Lave, 1988; Wenger, 1998). In this case, the term domain refers to a shared 
competence that distinguishes members from other people. A domain could be a group of 
biologists working on a similar problem or a network of educators exploring online learning. 
A CoP shares technology, language, culture, and common ways of addressing recurring 
problems. Participation in the community provides opportunities for learning that aids an 
individual to become a member of the group. The CoP framework helps to account for 
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variations in the needs of current TeraGrid users and provides a way to assess the needs of 
groups that are not yet using TeraGrid. Individuals belong to multiple communities of 
practice; they may be full participants in some and peripheral members of another.  
 
We identified several communities of practice based on our analysis of user needs. We 
present these findings in two parts. First, we discuss general distinctions between current 
TeraGrid users and target users based on the Unified Theory of Acceptance and Use of 
Technology that we employed in the TeraGrid User Survey. Second, we analyze 
communities of practice relative to current TeraGrid users.  

8.2.2 Users and the Unified Theory of Acceptance and Use of Technology 
The Unified Theory of Acceptance and Use of Technology (UTAUT) is described in detail in 
Part 2 of this report. To summarize, according to UTAUT, four constructs play a significant 
role as direct determinants of user acceptance and usage of information technology. The two 
most important constructs are performance expectancy and effort expectancy. We describe 
each construct below and briefly discuss its relevance to current and target TeraGrid users. 
The analysis of current users is based primarily on results from the TeraGrid User Survey, 
and the main source information on target users is interviews with gateway developers (see 
Zimmerman & Finholt, 2007). 

Users and Performance Expectancy 
Performance expectancy is the degree to which an individual believes that using TeraGrid 
will help him or her to attain gains in job performance, and it is an important factor in 
whether or not a “culture of HPC” exists for particular groups of individuals. An alternate 
name for the concept of performance expectancy is usefulness. Results from the TeraGrid 
User Survey show that individuals who currently utilize TeraGrid resources do so because 
they are critical tools for their research. For example, 91% of respondents either strongly 
agreed or agreed that supercomputing is necessary to answer research questions of interest to 
them, and this was reinforced in interviews and workshops. This necessity is reflected in a 
statement made by a TeraGrid staff member.  
 

I've always felt that with supercomputing, you almost have to have desperate people. 
Because nobody in their right mind would use this if you have the luxury. You have 
to be really in a bad way to use shared resources. 

 
At the other end of the spectrum are researchers who have not yet begun to conceive a need 
for TeraGrid. Prior research has shown that the major determinant of technology use and 
adoption is performance expectancy. Before new users can make judgments about the 
expected performance of a system, they must understand how it can help them to accomplish 
work.  

Users and Effort Expectancy 
Effort expectancy is the degree of ease associated with use of the system. While current users 
have a bias in favor of the usefulness of TeraGrid, they are favorable to a somewhat lesser 
degree in terms of its ease of use. Slightly fewer than half of the respondents indicated that 
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TeraGrid is easy to use, and this category contained a larger percentage of neutral responses 
than other items on the survey. Interviews with TeraGrid personnel and current users 
confirmed findings regarding ease of use. Thus, the lack of ease of using supercomputers, 
particularly shared resources such as TeraGrid is an issue for both current and potential users. 
The difference is that some people will tolerate usability barriers if the technology is 
important to them. For example, the director of a campus computing center said, in reference 
to users with large allocations:  
 

They will jump through hoops of fire to get their cycles. You can make the lives of 
those guys almost impossible, and they are going to get their resources.  

 
On the other hand, if the system is not perceived as being useful, users will not be drawn to it 
no matter how easy it is to use.  

Users and Facilitating Conditions and Social Influe nce 
Facilitating conditions relate to an individual’s belief that an organizational and technical 
infrastructure exists to support use of the system, and social influence is the degree to which 
an individual perceives that important others believe he or she should use the system. For 
many reasons, it is likely to be the case that individuals who do not perceive a use for 
TeraGrid will not be members of a community that has conditions or people that support and 
promote use of the technology. For example, in most cases, the problem to be solved on a 
supercomputer is derived from a mathematical model of the physical world. However, some 
areas of study do not yet lend themselves to such quantification. For example, in the 
humanities and in some social sciences models do not exist to study the vast digital archives 
of text, audio, and visual data that are becoming available. Given this, it is not surprising that 
historians and literary scholars are not typical users of HPC and that they do not have the 
trained personnel, algorithms, or applications to support their use. In addition, as they 
become users of HPC resources, their use of the resources and the systems required to 
support their use are likely to be much different from traditional HPC users.  
 
The purpose of the above analysis has been to show that the needs of current and target users 
are, in general, quite different and should be addressed separately. We have analyzed the 
needs of target users elsewhere (Zimmerman, 2007; Zimmerman & Finholt, 2007).  In the 
remainder of this section, we focus on issues that impact the needs of current TeraGrid users.  

8.2.3 Relationship between Research and Technical Infrastructure 
We really need to understand what it is that they do—do they transfer a lot of data? Do 
they do a lot of computation? Can they benefit from use of multiple resources? Is 
visualization important to them? What are all of those things? —TeraGrid participant 

 
One of the most common ways to assess the needs of users is to investigate the relationship 
between the nature of the research problem to be solved through the use of TeraGrid 
resources and technical requirements such as machine architecture, network infrastructure, 
system software, data storage and management, and tools for collaboration. The nature of the 
research problem affects the utilization of resources such as the "expense" of the calculation 
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and the ease of applying computation to the problem.37 There are different ways to classify 
problems such as linear or nonlinear; applied versus theoretical; experiment versus 
simulation; by scale; and by the ratio of resources needed to invest in the storage of data 
versus the compute elements−to name a few examples. The alignment between the nature of 
the problem to be solved and various aspects of the technical infrastructure is an important 
and complex part of satisfying user needs. This helps to explain why it was a major topic 
raised in the interviews and user workshops we conducted and in the CI reports and other 
documents we examined. Below we introduce the technological components that are most 
often mentioned. Since the relationships between research problems and technical 
infrastructure are complex and have been covered extensively in other documents we provide 
only a brief introduction and simple examples. 
 

• Machine Architecture 
A supercomputer is composed of processors, memory, I/O system, and an interconnection 
network. Different configurations of these components are more or less effective for 
particular types of problems. For example, researchers who are trying to compare very 
large datasets prefer machines with large memory and high I/O. If the amount of data in 
the simulation is small, huge amounts of memory are not the concern they are for cases in 
which there are large files of data. Researchers who start with a fundamental theory and 
little data generally need compute power.  
 
• System Software 
System software includes the operating system components as well as tools such as 
compilers, schedulers, run-time libraries, monitoring software, debuggers, file systems, 
and visualization tools (Graham, Snir, & Patterson, 2005, p. 159). System software is not 
linked as directly to the nature of the research as other parts described here, although 
users may be grouped according to the compilers they use, for example. It is unclear how 
useful such categorizations are, however. Regardless, we mention system software 
because it is an important part of the HPC technical environment. The impact of system 
software is related more to usability and ease of use. For example, users must know how 
to find the parallel libraries they need and how to use the commands for compiling and 
running programs on each TeraGrid resource. One of the most important aspects of 
system software is the queues and the policies that control them.  

 
• Network Infrastructure 
We refer here to the high-speed network that connects TeraGrid sites. The network 
integrates high-performance computers, data resources and tools, and experimental 
facilities around the country. The high-bandwidth network is critical, for example, to 
users who compute across multiple sites, move large amounts of data from one place to 
another, or wish to improve computational models that connect with experiments.  
 
 
 

                                                 
37 Graham, Snir, and Patterson provide an overview of supercomputing applications in a dozen domains, 
which is similar to our concept of the nature of the research problem. 
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• Data Storage and Management 
Systems and tools to manage and store data are an important part of the technical 
infrastructure for many users. TeraGrid, for example, provides users with access to long-
term archival storage systems and to TeraGrid-based collections; software to connect data 
resources over a network; and centralized file systems for short- and long-term data 
storage. User needs will vary depending on the amount of data to be managed, where the 
data reside (for example, in many distributed files or a few large files), the heterogeneity 
of the data, and analysis needs such as direct comparison of real-time data to simulations 
or cross correlation of massive data sets−to name a few examples. 

 
• Collaboration Tools 
The mention of collaboration tools in the context of HPC is relatively new. There are 
multiple needs for collaborative technologies such as helping researchers to connect with 
others who have expertise they require and sharing knowledge among widely dispersed 
users. For instance, some interviewees who conduct large-scale simulations told us that 
they would like a way to locate collaborators who are experimentalists in order to help 
them validate and improve their simulations.  

 
The main purpose of the above was to introduce an important component of user needs. In 
some cases, communities of practice emerge from the relationship between the nature of the 
research and technical infrastructure requirements. For example, those who simulate 
processes at the same length scales (e.g., nanometers) or conduct atomistic simulations using 
codes such as AMBER or GROMACS may form CoPs. Below, we describe other potential 
CoPs that emerged from the needs analysis we conducted that may be useful for supporting 
and interacting with users.  

8.2.4 Communities of Practice and Current TeraGrid Users 
In some areas represented by users who currently utilize TeraGrid, broad disciplinary areas 
are helpful to understand users, but in many cases, it is difficult to generalize based on 
discipline. Results from the user survey, for example, did not find a significant difference 
between discipline and perceived usefulness of TeraGrid. We hypothesized that this is due to 
the fact that those who use TeraGrid are more like each other than they are different because 
HPC resources are vital to their research.38 In addition, we observed during the TeraGrid 
planning workshops that even within groups, people from nominally similar fields often had 
very different computational needs for their research (see Lawrence & Zimmerman, 2007a, 
pp. 9-11). Additional evidence to support these findings is available in many of the 
cyberinfrastructure reports we described earlier. For example, the authors of a document on 
CI needs in the mathematical and physical sciences stated: 
 

Because of differing computational needs and complexity implications across 
disciplines, a common and important theme emphasized that one size does not fit 
all−across MPS, different [NSF] divisions and groups within divisions will have 

                                                 
38 Note that we refer only to people who use TeraGrid. We cannot generalize about disciplinary areas 
because we did not compare those who use TeraGrid with those who do not. This would be informative, 
but it was beyond the scope of this study. 
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different needs in order to access cutting edge science in their fields (MPSAC 
Working Group, 2004, p. 7.)  

 
In addition to diversity within disciplinary areas, it is also common for individual users in the 
same project to employ multiple codes and to have different compute requirements based on 
the scale or type of problem they are investigating at a particular moment. As one user told 
us, “Our scientific interests are quite broad, and it's not easy to make classifications.” 
Another said, “This is a big group, and we’ve got several different focuses.”  
 
Findings from the survey show that individuals who use TeraGrid more frequently are also 
greater users of TeraGrid support, more strongly identified as TeraGrid users, perceive 
themselves as more experienced, and are more positive about TeraGrid’s usefulness, ease of 
use, and the facilitating conditions for using TeraGrid. Further, as one would expect, more 
frequent use is associated with larger allocation size. By itself, however, allocation size is not 
a sufficient way to categorize users because of the diversity of research problems addressed, 
software used, etc. An analysis of data we collected suggests more fruitful classifications, 
including experience level; algorithms, models, and software; and mode of usage. 
Communities of practice based on these dimensions may have greater potential in terms of 
devising strategies to identify and support user needs. 

Experience Level 
Individuals who are new to TeraGrid and to HPC face many similar challenges. TeraGrid is a 
complex system and use of TeraGrid requires multiple steps and specialized knowledge. 
First, there is a set of practical tasks that one must complete in order to use TeraGrid. For 
example, users must write a successful proposal to receive an allocation on a TeraGrid 
resource or work with someone who has an allocation. Once they have access to an allocation 
and to a user name and password, applied knowledge is needed in order to, for instance, 
select the most appropriate resource on which to run their application, figure out which 
versions of software and applications reside on particular machines, run jobs and retrieve 
data, and avoid data loss. A user’s needs, experiences, and behavior are influenced by the 
level of knowledge and skill they have to negotiate these and other steps and the options they 
have for gaining the expertise they require. If users are part of a larger project in a CoP with a 
culture of HPC, they are likely to have access to help locally. However, this is not always the 
case, and even when it is PIs and their team members benefit from access to help outside 
their project (see Zimmerman & Finholt, 2006). A TeraGrid user support person explained 
how users’ HPC background affects their experience with TeraGrid. 
 

In many ways a lot of the people that started doing science on the TeraGrid initially 
had already done all this stuff elsewhere. Either they had allocations elsewhere, or 
they were using super computers somewhere else. So, they knew the drill, and they 
knew their way around. … But the more new people you add to this...and we’re 
adding people who are using these systems who are not schooled in computer 
science. That’s not what they do, but they need to crunch some numbers. So, we’re 
running into people with that sort of background that have to jump through lots of 
hoops. If you look at the TeraGrid user documentation, there’s a lot of it and it's very 
complex. If you have multiple accounts at multiple sites, there are multiple ways of 
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getting on and it’s very confusing. I would say that’s probably a big challenge. The 
complexity just to get on and do their science is amazing. 

 
This interviewee felt, though, that TeraGrid had made good progress in reducing the 
complexity, thereby making it easier for new users to get started.  
 
The type of support needed by beginning users varies. For instance, individuals who are the 
first in their department or project to use TeraGrid have many start-up questions. The initial 
one generally concerns how to get a TeraGrid allocation. Development allocations are 
intended to help people learn about the resources and to prepare them to apply for a larger 
allocation in the future. The process to obtain a development allocation is much simpler than 
for larger allocations in that the written proposal can be very brief—as short as a paragraph—
and the review process is less formal. Even so, navigating the process can be challenging. We 
asked an individual who was the first person in his department to attempt to use TeraGrid, to 
document his experience. The notes he took appear in Appendix A. The issues he 
encountered are similar to those described to us by others and include: 

• Lack of an overview of the application process and an example of a successful 
proposal 

• Questions about terminology and eligibility requirements 
• Usability issues with the interface to the proposal system that made the preparation and 

submission process more confusing than necessary 
 
Some people who are new to TeraGrid do not have to complete the proposal process because 
it has been done by someone else on their research team. For these users, questions concern 
how to get an account, log-in, submit jobs, and keep track of their allocations. One potential 
user we interviewed suggested that TeraGrid provide online support in the form of a 
discussion board, chat, or bulletin board system (BBS).  
 

At least one BBS should be designated to the beginner−How to start to use the 
TeraGrid. At that point, we don't care about discipline. But once you become a user 
then you might have more specific questions related to your discipline.  

 
As the quote above indicates, as users get past the initial hurdles, new ones arise. While 
discipline may be useful in some cases to categorize users, we found others to be more 
promising. 

Algorithms, Models, and Software  
TeraGrid users often employ the same algorithms, models, or software to study systems in 
similar as well as quite different subject areas. The types of codes used have implications for 
user support and for the future.  
 
Results from the TeraGrid User Survey showed statistically significant differences in the 
codes that disciplines use. Specifically, biologists and chemists are more likely to use third-
party codes or third-party codes augmented with some of their own routines/libraries. 
Computer scientists and astronomers favor codes developed entirely by themselves or their 
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group. Geoscientists use codes developed by their group and augmented with third-party 
software. On the other hand, Monte Carlo methods are a class of computational algorithms 
used to simulate many physical and mathematical systems, and models of fluid flow are 
necessary in astrophysics, aircraft design, climate modeling, and geophysics (Graham, Snir, 
& Patterson, p. 73). Philosopher Paul Humphreys (2002) has suggested organizing science 
based on computational models. According to Humphreys, computational templates are at 
the heart of computational models. 
 

Familiar examples of such templates are differential equation types, such as Laplace’s 
equation and the Lotka-Volterra equations; statistical models such as the Poisson 
process and its various extensions; and specifically computational models such as 
cellular automata and spin-glass models (Humphreys, 2002, p. S2). 

 
Besides the use of the same or similar algorithms and models, TeraGrid users in different 
subject areas frequently employ the same codes to model physical systems. For example, 
NAMD is a parallel molecular dynamics code designed for high-performance simulation of 
large biomolecular systems that is used by many of those we interviewed. AMBER is another 
widely used code for molecular dynamics simulations. A geochemist described how similar 
codes are used to solve problems in multiple fields. 
 

It only makes sense to use petascale capability for really large problems that require 
massively parallel computations. This is a challenge by itself to make software run 
efficiently on this scale. Luckily for us, there’s a much larger community of life 
science and biophysics people who are doing molecular simulations for protein 
folding and things like that. Essentially, we are using the software and approaches 
they develop to solve our problems of geochemical and environmental chemical 
processes.  

 
The ability to use codes developed by others studying similar problems was of particular 
value to this MRAC user since he was one of the few people in his field using HPC 
resources.  
 
The type of software used can affect the needs of users in terms of the support they require. 
For example, third-party software can simplify the lives of users, but it may increase the 
knowledge required by support personnel. For example, many chemistry researchers use pre-
packaged software such as Gaussian. One of the TeraGrid interviewees mentioned that their 
site has specialists who deal specifically with chemistry users because they are not what he 
described as “sophisticated programmers. Further, he said: 
 

They just want to know: "How do I solve this problem?" And they want to stay on 
chemistry. And they're able to do that pretty well. They don't have to learn as much 
about computers. Physicists generally tend to be really nuts and bolts. They're really 
good programmers. They get right down to the lowest possible level. Those are kind 
of stereotypes, but they're pretty accurate, I think. 
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Another of the TeraGrid support personnel we interviewed observed changes in the kinds of 
questions he received between the early days of TeraGrid and the time we interviewed him in 
summer 2006.  
 

Early on, it was really oriented towards people who had a directory full of source 
code, and they were going to go out and build their own program. They were 
collaborating with researchers at another site or a national lab or whatever, and they 
would compile their own program, and they didn't need any third party software. As 
more and more people come in you start seeing different types of users. 

 
He described how these changes impacted user support.  
 

It changes the type of question. You have to be familiar with the actual application 
software and maybe have people on staff. Going from telling people how to build 
programs and not really have to worry about what the program was doing—whether 
it was a physics program or ten molecular dynamics simulations for someone in 
chemical engineering. Compilers are compliers; command line options are command 
line options, and here are the libraries. Most of the users that we dealt with were 
running their own code as opposed to commercial code. 

 
A support person at another RP site did not perceive significant differences in user needs 
over time, but this may have been due to the nature of the two sites−he was located at one of 
the original NSF-funded supercomputing sites and the other person was at a site newer to 
providing national level support.  
 
The type of software they use also has implications for users. Thos who use third-party codes 
may not require as much expertise in terms of programming and development, but they also 
have less control over the direction of the code. For example, commercial software is 
proprietary and cannot generally be modified by users, even if they have the skill to do so. 
Open-source software is modifiable, but to do so requires expertise. In addition, variations 
made to a code by individuals or groups affects the degree to which it can be shared among 
different groups or used to replicate results. Individuals and groups that develop their own 
codes have more latitude to make changes to increase the scalability of the code, for instance, 
but this requires a significant investment of time and resources, particularly if the code is 
large. These issues will affect users into the future as we discuss later.  
 
Although it is possible to make some generalizations regarding software used by particular 
domains, other data show that caution is required. For one, the needs of users in the same 
discipline can vary. An above quote describes physicists as skilled programmers. This may 
be true generally, particularly in comparison with fields such as chemistry, but physics 
researchers told us they have diverse needs that are influenced by the different scales with 
which they work (Lawrence & Zimmerman, 2007a, p. 9). Second, some users use more than 
one code. For example, a high-energy physicist we interviewed stated that “some kinds of 
measurements involve certain kinds of software and some platforms work better with other 
kinds of software.” Finally, while the user survey asked respondents about the most 
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important type of code related to their research goals, generalizable data on other aspects of 
software use (e.g., number, names, and origin of applications used) are lacking. 

Usage Mode 
Users who are employing new usage modes such as co-scheduling or real-time computing 
may benefit from interactions among themselves and with TeraGrid. Users could share 
lessons learned with each other and work with TeraGrid as a group on issues that will 
enhance their work while eliminating redundancy in interactions.  
 
The areas described above, along with others that should be determined through further 
investigation and collaboration with users, provide avenues for supporting and interacting 
with a large and diverse user base. Communities of practice are likely to evolve over time 
with existing ones losing relevance and new ones being developed. For example, as a mode 
of usage becomes common, the benefit of classifying users in this way may diminish. Or, a 
CoP formed around those with an interest in petascale computing may be useful while 
researchers are working to adapt codes to this new environment, but it may become less 
relevant as these challenges are overcome.  

8.3 User Behavior: Consequences of Unmet User Needs  
As users try to meet their research needs relative to the use of TeraGrid resources, they 
exhibit behaviors that have implications for technology acquisition, RP policies and 
procedures, and the progress of science. We discuss two areas that affect user behavior that 
stood out in our analyses: queue times and usability issues.  

8.3.1 The Problem of the Queue 
Users are united in their dissatisfaction and frustration with job turnaround times. This was 
the most commonly mentioned barrier to TeraGrid use according to findings from the user 
survey and interviews with users and TeraGrid personnel. While it is a difficult problem to 
solve for technical and policy reasons, lengthy queue times have consequences that go 
beyond user inconvenience and irritation. Our findings show that long waits in the queue 
affect the speed at which science is conducted, deter users from making optimal use of 
resources, and increase the time spent on computing-related tasks versus "doing science."  

Non-Optimal Use of Available Resources 
Long queue times discourage optimal use of HPC resources by individuals who are not 
currently TeraGrid users as well as researchers who have allocations on the TeraGrid. One 
consequence of lengthy waits in the queue is that researchers expend resources to purchase, 
manage, store, and supply power to local clusters (e.g., project or departmental) that might be 
better utilized on institutional, state, regional, or national resources. It is not unusual for 
projects to maintain their own clusters, and this solution makes sense in some circumstances. 
One of the main advantages of researcher-owned clusters is control over the resources. 
Besides not having to wait in the queue, researchers can gain direct access to the cluster to 
install software, reconfigure systems, or troubleshoot problems. Local resources also provide 
students and researchers with opportunities to learn. Researchers who employ a combination 
of resources—for example, local, regional, and national—are able to submit jobs to different 
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resources based on factors such as fit to the task and priority. Thus, it is not a simple matter 
to judge the merits of one approach over another. It is all the case that choices about where 
and how to compute are not always based on an analysis of the best approach in a particular 
circumstance. As one scientist, who does not use TeraGrid resources, said: 
 

We've found that running our own resources and running them in the way we want to 
and configuring them in the way that we would like has been… Well, that's the way 
we've chosen to do it. Whether it's been more efficacious it's hard to say. 
 

There is evidence, however, that in the future it may become more difficult for researchers to 
rely solely on project or departmental resources. For example, a faculty member in 
computational fluid dynamics, who primarily used the cluster he purchased with Department 
of Defense (DOD) funds, noted that three-dimensional (3-D) simulations take a long time and 
utilize a lot of processors. Although he had received funds from DOD to purchase a new 
cluster, he stated that the system he was purchasing would be inadequate for 3-D simulations. 
Thus, he grudgingly obtained a TeraGrid allocation to support this work, although it was used 
primarily by his doctoral students.  
 
Earlier, we observed that it can be challenging to determine appropriate use of TeraGrid 
resources (see section 8.1.3). Long waits in the queue are one reason for this. Several 
researchers stated that they will request less processors than they need if it will reduce their 
job turnaround time. As one said: 
 

If you have to wait three times as long to get twice as many processors, you get more 
science done if you run on a smaller set. It's all the economics that go with a large, 
shared resource. 

 
This quote leads to a related problem with overly long job turnaround times. As one user 
said, “I'm most interested in performance: How much can I get done with a certain amount of 
wall clock time?” Thus, getting more science done often translates into time spent devising 
strategies to “beat the queue.”  

Beating the Queue vs. “Doing Science” 
Users, especially those who have the skills to do so, spend significant amounts of time 
designing and executing strategies to get through the queue faster. Sometimes this comes at 
the expense of the most efficient use of computational and human resources. As one user 
related: 
 

Right now on the Cray at Pittsburgh, my highest throughput is if I just run one hour 
jobs. So, I submit lots of short, one-hour jobs. I go through the queue much faster 
than I would if I did eight hour chunks, but that's eight times the work of managing 
all the different stuff. It's not really eight times because I have it automated, but… 
We're always finding tricks as to how to get into the machines as quickly as possible.  

 
We heard many other stories in which users described how they tried to speed up the 
turnaround time of their jobs. Besides spending time trying to get through the queue users 
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also lose time doing science when their job does not complete for some reason. When this 
happens they have to get back in line and wait again for their job to run. According to 
interviews with TeraGrid personnel and users, wait times of over one week are not unusual. 
Thus, the time lost due to a job failure can be significant. This is one reason that users, 
particularly those who are trying to increase the scalability of their code, want debug queues 
that match the scale they are trying to achieve.  
 

The debug queue is good, but a lot of time what we're trying to do is increase the 
scalability of our code. “Need this many processors, this much memory for a short 
period of time.” Trying to do scalability parallel program development really limits 
how big your science can get, how fast you can get work done. 

 
The size of the job can have different affects on users’ productivity. As one interviewee said, 
“If you've got a short job that two-day wait in the queue is a lot more significant than if 
you've got a 12-hour job or a large job.”  
 
Interestingly, long queue times can contribute to the development of more portable codes 
since they may encourage researchers to spend time tuning and optimizing their code to run 
on multiple architectures, particularly ones that fewer people are able to utilize. For instance, 
the developers of AMBER, a widely used molecular dynamics code, have worked to make 
the code run on a variety of architectures. This benefits users who employ this code. An 
individual in a group that had developed their own code described a similar strategy. 
 

We applied for allocations from different machines to compare performance and to 
distribute work more evenly because some computers are more crowded. It's an 
optimization problem between the CPU time spent on solving the problem and 
human time spent on waiting in line in the queue to get the job run. 

 
Again, it is generally more sophisticated users who can take advantage of these strategies. 
Even these users often prefer to compute on a limited number of machines because “if you 
have a strange result, you want to know that everything ran on this machine and nothing 
changed.” 
 
Clearly, many aspects of user behavior are related to attempts to get as much research done 
as possible in the shortest amount of time. Finding ways to speed up the turnaround time of 
jobs is one way that users try to accomplish this. Another factor that limits the productivity of 
researchers is problems with the usability of tools and interfaces.  

8.3.2 Usability 
Usability refers to ease of use, effectiveness, efficiency, and user satisfaction with tools and 
interfaces. Usable systems also have a low error rate, and when users do encounter errors, 
they are able to recover from them quickly. We identified several types of usability barriers 
that are common across user types based on open-ended responses to the user survey and 
interviews with users and TeraGrid personnel: 
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• Challenges to finding documentation and information on the TeraGrid web site 
• Limitations of available tools for carrying out tasks such as submitting and monitoring 

jobs, tracking allocation balances, moving files, and transferring data 
• Problems related to the management of login and account information 
• Difficulty finding resources with desired applications and system software 

 
Heterogeneity of resources and policies across RP sites exacerbated many usability 
challenges. Appendix D in Part 2 of this report contains representative responses from the 
open-ended survey item regarding barriers, many of which are usability problems, to 
TeraGrid use.       
 
Usability issues affect users of all types and experience levels, although the particular issues 
vary based on experience level and other factors that we discussed previously. Still, we were 
surprised to find that advanced users with large allocations are interested in gateway-type 
access to resources, tools, and information. Interviewees gave two primary reasons for this. 
One is their desire for tools to manage their workflow, including submitting jobs and 
transferring data.  
 

What I would really like to see ultimately are workflow tools that allow us to manage 
where our data was, where our runs were because I’ve got 30 projects or something 
that are ongoing. If I had ways with electronic notebook where I could say, “Oh yeah, 
I ran this on the Cray the other day. I want to transfer it over to TeraGrid NCSA or 
TeraGrid San Diego. And this one’s running there.” I would also like ways to manage 
where the information is. Part of the solution is something like electronic notebooks 
and part of it is portals to the machines. 

 
This LRAC user noted that he had just received his password for the TeraGrid User Portal, 
and he was hopeful that this would help him with workflow management.39 A physicist with 
substantial HPC expertise whose project uses millions of service units each year spoke to the 
problem of managing the vast amounts of data that will be generated by new detectors soon 
to come online. 
 

If you can keep all your data on one disk to work on this stuff, who cares? Nobody 
cares. But if you have two petabytes of data per year, believe me, it will be a lot of 
guys who are sitting behind the scenes somewhere. … And a portal is a good way to 
make analysis as transparent as possible for the end user. 

 
The interviewee stated that it already requires a minimum of two people to manage the 
utilization of their annual allocation on TeraGrid and other resources: one person who is 
deeply involved with the physics and a second person who specializes in technical aspects 

                                                 
39 The TeraGrid User Portal (TGUP) is a Web interface for managing account status, for obtaining 
information about TeraGrid resources, and for accessing many of the existing TeraGrid services in a single 
place. See http://www.teragrid.org/userinfo/portal.php. The TGUP was in development during most of our 
study, so assessing user satisfaction with the portal was not part of our investigation. However, it does not 
yet appear to have the workflow capabilities this user was interested in.  
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such as data production, job submission systems, development, and tracking allocations on 
different clusters. If the latter set of tasks could be simplified it would free up time and 
personnel for scientific work.  
 
The second reason that large users expressed interest in portals is to facilitate collaboration 
with experimentalists. Some researchers who conduct simulations are interested in 
collaborating with experimentalists as a way to improve their models. Conversely, 
experimentalists stated that they can benefit from computational guidance to help them 
determine what kinds of experiments to conduct. Modelers realize that experimentalists who 
are not HPC users will find HPC a poor fit with their practices; gateways are a means to 
make computing more accessible to some experimentalists and engineers who otherwise 
“wouldn’t touch any of this computing with a ten foot pole.”  
 
While they share some things in common, overall, the needs of "power users" and new users 
who access resources via science gateways are likely to be different. For example, advanced 
HPC users are used to interacting directly with the resources and may find that a gateway 
interface, in many respects, does not offer the flexibility they want. On the other hand, the 
hope is that the gateway will enable these researchers to do things that were not possible or 
easy to do before. Referring to these types of users, one of the gateway developers described 
his project's vision in this regard. 
 

The researchers are capable of using them just as they are, and in fact that's what they 
are used to. What we’re trying to do is give them another way―actually using grid 
mechanisms to get to the resources and give them different tools to use their codes 
and pull in data and do their work that they couldn’t do before. 

 
These efforts may move the grid vision forward, but achieving a stable and reliable system 
given all the different layers (e.g., research codes, grid software, gateway interface, TeraGrid 
resources) is a difficult technical challenge.  
 
Some usability issues are easier to improve than others. Problems with existing interfaces 
such as the online proposal system (see Appendix A) can be fixed relatively quickly by 
employing accepted interface design and usability assessment techniques described in key 
texts (e.g. Nielsen, 1993; Nielsen & Mack, 1994; Shneiderman & Plaisant, 2005). The 
development of new tools such as those to manage workflows requires significantly more 
time and effort. Some of the science gateway projects are focusing on workflows, and this 
may be an area ripe for collaboration among gateways and between TeraGrid, gateways, and 
software developers. 

8.4 Impact of TeraGrid: Results of Meeting User Needs 
In earlier parts of this report we analyzed the impact of TeraGrid from the point of view of 
TeraGrid personnel and, to a lesser extent, from the perspective of the CI experts we 
interviewed (see section 6.4). We discussed successes to date as well as the longer term 
vision for TeraGrid. We also made some comparisons between user needs and TeraGrid 
services and development efforts. In this section, we present an analysis of users' responses to 
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interview questions concerning the impact of TeraGrid and/or HPC on their research. One 
question asked user workshop participants and interviewees to describe how TeraGrid and/or 
HPC resources and capabilities had impacted their work, knowledge, or scientific 
understanding. Second, we inquired about the benchmarks relevant to their field of science in 
terms of assessing impact (e.g., publication of results, faster time to solution, or increased 
scale of simulation).  
 
TeraGrid and the individual RP sites play a significant role in the research of current users by 
virtue of the fact that the resources and services they provide are necessary to the work of 
these researchers as shown by findings from the user survey, interviews, and user workshop. 
Given the necessity of access, we were interested to go a step further and hear from users 
about specific ways to measure the impact of TeraGrid on their research. We noted 
previously that few projects are using TeraGrid to run at more than one site concurrently. For 
those that do, TeraGrid enables research that could not be done otherwise. For example, in 
order to simulate the entire arterial tree, George Karniadakis’ team requires more shared 
memory than any one machine has available. By adapting his code to reduce latency, he has 
been able to run single jobs at multiple sites and thereby obtain the memory he needs to work 
toward his research goal.40 Most users, though, continue to employ TeraGrid in traditional 
ways, although some users are taking advantage of the distributed nature of TeraGrid to 
move data from one place to another. Thus, we are just beginning to realize the unique ways 
in which TeraGrid will impact research outcomes; we describe some of the current benefits 
below. 
 
Not surprisingly, users tended to emphasize impacts that are directly linked to research 
activities or outcomes such as  
 

• publications, especially quality as measured by the prestige or impact of the outlet; 
• reducing time to solution;  
• making it possible to simulate phenomenon at longer time scales or across a continuum 

as resources become more powerful; 
• influencing the direction of work in other areas or focusing the problem space; and 
• facilitating collaborations.  

 
One result of the last item is that it enables researchers to study processes that had been 
missed until the resources became available to simulate them. A high-energy theoretical 
physicist stated that as compute capability has increased their work has begun to have an 
impact on the analysis of experimental data, which has facilitated their collaboration with 
experimentalists and furthered discovery in both realms. Engineers noted that HPC has led to 
better designs.  
 

If you can improve the design process and enhance your confidence, then perhaps 
you can get by with fewer tests, or you design more rapidly, or you can fix something 
more rapidly. If something does go wrong, you'll know fairly quickly how to fix it. 

                                                 
40 This is how the work was described to us by TeraGrid personnel, but it is consistent with the way the 
research of Karniadakis and his group has been publicized elsewhere. 
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This PI also stated, as did other interviewees, that jobs he assigns for homework now would 
have been research problems in the past. Another researcher described recent work by his 
doctoral student that took a few days, “whereas 5-10 years ago, it would have taken his entire 
PhD time-frame of anywhere from 4-5 years just to do that work.” 
 
Since HPC is a critical tool to current users, anything that reduces the time spent on   
computational tasks or makes them easier to accomplish contributes to the conduct of 
research. In the section on usability, we described some of the barriers that get in the way of   
"doing science." Although there are currently more usability challenges than solutions, 
several interviewees expressed sentiments similar to this LRAC chemistry user, who 
described the steps TeraGrid has made in tying together distributed resources and the positive 
affect it has had on his group's research. 
 

The main benefit for us of having them all connected in this kind of TeraGrid idea 
has been...well, probably several things, but the things I think of right now are the 
ability to quickly move huge data sets between different computers and things on this 
backbone. That has been invaluable when you need to move things around and so 
forth. If you want to use a number of different resources for the same project then to 
have to transfer those via normal things would be very tedious. … They have one 
thing they call the TeraGrid cluster that's really meant to be kind of the same 
environment everywhere even though it covers five or so different sites. And it’s the 
same architecture, and it’s the same everything, so you can almost just move your 
binary in between these machines, and there’s no porting cost, and you submit it via 
the same way and everything. We’re starting to see some of that benefit… And so as 
far as the DOE goes, you don’t have any of that. So, you’ve got the full cost every 
time you go to use a different site at DOE; you have start from scratch to get it to 
work there. 

 
Capturing descriptions of the research impact of TeraGrid such as the one above are 
necessary and important means of assessment as they reveal outcomes that would otherwise 
be difficult or impossible to capture. In addition, the impact of a particular technology is hard 
to predict because users often employ tools in ways that designers did not expect; interviews 
with users, TeraGrid personnel, and others are one means to understand changes that are 
developing or in process. Quantitative methods such as citation counts or the impact factor of 
journals that publish work based on the use of TeraGrid resources are useful, but they are 
inadequate by themselves (TeraGrid Impact RAT, 2006).  
 
Some interviewees also spoke to future impacts in the sense of the longer term vision for 
TeraGrid. Their views on ultimate success aligned with the sentiments expressed by TeraGrid 
and CI experts. They believed that TeraGrid success should be assessed in terms of its role in 
enabling changes in the practice of science and engineering; its contribution to the 
development of usable tools, technologies, and software to enhance research productivity; 
and its ability to expand the communities of users through gateways. In the next section, we 
analyze the future needs of users to gain additional insight into the ways TeraGrid might 
impact research.  
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8.5 User Needs: Looking Ahead 
The user needs analysis was structured to collect data to help identify and understand needs 
for the future as well as the present. In the previous section, we focused on the ways that 
TeraGrid and HPC have impacted the work of researchers based on two questions we posed 
to interviewees and workshop attendees. A third and related question asked individuals to 
focus on the future and to describe the computational, social, and/or organizational factors 
that constrain their research productivity or hinder their ability to address research questions 
they would like to answer. Our findings relative to the future needs of users coincide with 
topics discussed in cyberinfrastructure reports and elsewhere, including the final report from 
the TeraGrid Planning Process (Killeen et al., 2008). Since current needs often foreshadow 
future issues, we have already discussed most of these areas directly or indirectly elsewhere 
in this report. These include needs related to: 
 

• managing, storing, and analyzing growing amounts of data  
• parallelization of codes to, for example, simulate processes on longer time scales, or to 

make existing codes run efficiently on HPC resources 
• modes of usage (e.g. on-demand, real-time) that accommodate a wider range of needs 
• education, training, and support 
• tools and support for collaboration  
 

The number and capability of TeraGrid resources is increasing along with the number of 
users. For example, we noted earlier that a petascale system is scheduled to come online in 
2011. Although it is not currently slated to be integrated into TeraGrid it will be of interest to 
TeraGrid users who require lots of processors with high-performance interconnects. We also 
mentioned NSF's Track 2 initiative, which is a four-year activity designed to fund the 
deployment and operation of up to four leading-edge computing systems; these systems will 
be integrated into TeraGrid (NSF, 2007). Of course, as new resources come online existing 
systems reach the end of their usable life and are retired. Still, the overall capacity and 
capability of the resources will increase. Will these new resources lead to reduced wait times 
and better accommodate the needs of different types of users? Unfortunately, a positive 
answer to this question seems unlikely under the current scenario. For one, most of the large 
users we interviewed told that us that they adjust the size of the research problem to the size 
of the machine that is available. As one user said:  

In our program we reach the limit of the machine before we reach the scale of the 
problem we are truly interested in. So we always adjust the size of the problem that 
we are working on to the size of the machine that we have available." 

A primary need for these users is access to more cycles for longer periods of time. Second, 
the move to petascale will affect the needs of users and present many technical challenges. 
For example, as a TeraGrid participant noted: The “output from the petascale has to go into a 
terascale machine to do some filtering, massaging, and maybe only then you'll be able to take 
it home and make sense of it.” Dealing with the amount of data generated by a petascale 
computer is only one challenge. Significant effort and resources will be needed to make 
software run efficiently at this scale. In addition, the petascale system will be suitable to 
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particular type of problems. These and other issues concerning petascale computing have 
been discussed elsewhere (e.g., Snavely; Yeung et al., 2007).  

8.6 Summary: TeraGrid User Needs 
Meeting the needs of TeraGrid users presents several challenges. For one, the application of 
user-centered design methods to a large, diverse, distributed, and growing population of users 
is a complex and resource-intensive process (Spencer et al., 2006; Zimmerman & Nardi, 
2006). Specifically, the design, and delivery of a cyberinfrastructure such as TeraGrid is 
difficult because the users are 
 

• numerous,  
• widely distributed, and  
• include a heterogeneous mix of users whose needs and priorities may conflict and who 

differ in terms of culture, skills, knowledge, and other factors.  
 
We conducted an analysis of user needs—the first step in the UCD cycle. The purpose of the 
analysis was to gain an understanding of the factors that influence the needs of users, affect 
their decisions about how or whether to use TeraGrid, and help to explain variations in their 
needs. There are many types of research problems that can benefit from TeraGrid resources, 
and they require varying combinations of architecture, software, policy, and support. We 
found the concept of community of practice (CoP) to be useful framework to help classify 
users, and we identified several CoPs, which have the potential to assist TeraGrid to devise 
strategies to further study, interact with, and support the needs of its users.  
 
Ideally, each step of the UCD process—needs analysis, design, development, and system 
implementation—is iterative and ongoing. The resources and expertise that this would 
require adds to the challenges of meeting the needs of TeraGrid users. However, employing 
the full UCD cycle would help to increase the usability of TeraGrid tools and systems, which 
our results show is important to all types of users. Improving the usability of TeraGrid tools 
and systems would enable users to spend more time on the conduct of science and less on 
computing-related tasks. The conduct of science is also hindered by job turnaround time, 
which limits the productivity of current users and deters potential users from employing 
TeraGrid resources.  
 
In order to effectively utilize information on user needs collected in this study and that which 
appears in other sources such as cyberinfrastructure reports (see section 8) TeraGrid must 
find ways to address dilemmas that result from: 
 

• the demand to support more users with limited resources;  
• limitations in the methods used to assess the impact of TeraGrid; and 
• the lack of clarity regarding what constitutes appropriate use of TeraGrid resources. 

 
Science gateways are one means to attract and support TeraGrid users. Users may also be 
important sources of support for each other. For example, popular codes and applications 
generally have their own web sites, tutorials, and mail lists. TeraGrid does not need to 
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duplicate these online resources but could link to them as a service to users. In addition, 
TeraGrid personnel might monitor these lists or have their own online mechanisms (chat, 
wiki, listserv, etc.) for TeraGrid-specific questions related to the use of particular 
computational models, applications, or codes. 
 
In addition to the challenges of supporting the present needs of current users, TeraGrid must 
also be attuned to needs that will arise in the near future. Meeting future—and present—
needs will require collaboration across TeraGrid sites as well as collaboration between 
TeraGrid and users, software developers, science gateways, educators, and others. Although 
it has active programs in most of these areas, the issues below seem to be outside the scope of 
TeraGrid to address on its own. 
 

• Developing human capacity at the undergraduate and graduate levels in computational 
science  

• Broadening participation whether it is by attracting users from minority-serving 
institutions, new disciplines, etc.  

• Developing or adapting existing codes to run efficiently on TeraGrid resources or 
scaling of codes and algorithms to take advantage of new resources 

• Integrating CI across a wide set of resources providers (e.g., national, international, 
campus) to provide pathways for users 

 
Developing and implementing a coordinated approach to these and other issues that concern 
all stakeholders is an open challenge. The responsibility for addressing it is beyond the 
expertise or resources of any one organization.  
 
Finally, users react to unintended as well as purposeful incentives in their use of computing 
resources. More thought should be given to the behaviors to be encouraged and to strategies 
that will motivate users to exhibit preferred behavior. This will not be easy given the many 
different needs to be met. It is also unlikely that issues and challenges related to the use of a 
shared system will ever be entirely alleviated. Several interviewees noted that telescopes and 
colliders are managed by the communities they serve. Some computing resources are similar 
to this, too. In TeraGrid, however, no single user community controls the resources. Each 
approach should be examined more carefully to gain insight into its benefits and 
disadvantages.  

9. TeraGrid Science Gateways 
Science gateways were described at the beginning of this report (see section 3.1.3) and have 
been mentioned in a number of places in the text. In this section, we analyze science 
gateways in more depth. The goal of gateways is to enable entire communities of users 
associated with a shared research goal to use TeraGrid resources through a common 
interface. Science gateway projects are similar in that they have external funding to build a 
community-specific cyberinfrastructure; many of them pre-date TeraGrid. Although a few of 
the projects receive funding from TeraGrid, this is not their primary source of support. There 
were approximately twenty projects designated as TeraGrid Science Gateways when we 
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began the evaluation study.41 By the time of this report, the number had grown to almost 
thirty-five.42 A wide range of disciplines are represented including astronomy, biology, 
chemistry, computer science, earth science, engineering, materials science, nanotechnology, 
and physics.  
 
It is difficult to describe gateways along dimensions such as purpose, governance, 
permanence, source of funding, capabilities, and audiences because there is substantial 
variation among them in these respects. On its web site, TeraGrid describes three common 
forms of gateways. 
 

• A gateway that is packaged as a web portal with users in front and TeraGrid services in 
back.  

• A gateway that involves application programs running on users' machines (i.e. 
workstations and desktops) and accesses services in TeraGrid (and elsewhere). 

• A gateway that bridges multiple grids, allowing communities to utilize both 
community developed grids and TeraGrid.  

Most of the gateways we studied are funded by NSF as time-limited collaborative research 
and development projects similar to those described by Lawrence (2006), but others are 
supported by a combination of funding sources or are embedded in programs or institutions 
that have longer term stability and more formal and ongoing interactions with their intended 
user communities. 
 
Examples of the kinds of capabilities that gateways are developing include the ability to run 
complex climate simulations, to query large databases, or to simplify the submission of jobs 
to supercomputer resources. For example, Linked Environments for Atmospheric Discovery 
(LEAD) is attempting to bring together meteorological data, forecast models, and analysis 
and visualization tools to explore the weather as it evolves. LEAD's goal is to automate many 
of the time consuming and complicated tasks associated with meteorological science. The 
developers of LEAD are trying to serve a range of users from scientists who are experienced 
in modeling and simulation using HPC resources to school children and everyone in between.  
Not all the projects we studied are designing for such varied users. A report from a workshop 
conducted in June 2007 as part of the TeraGrid planning process provides an overview of the 
purpose, funding sources, target user communities, and status of most (n=17) of the science 
gateway projects that existed at that time (Lawrence & Zimmerman, 2007b). 
 
In spite of differences in the characteristics of gateway projects and the approaches they take 
to achieve their objective, we identified two broad goals that are similar across gateway 
projects. First, gateways aim to support new types of science and to enable the pursuit of 
novel research questions.  

                                                 
41 A project is designated as a TeraGrid Science Gateway if it has an allocation on the TeraGrid. Working 
with gateway projects, TeraGrid developed a community allocation whose goal is to delegate account 
management, accounting, certificate  management, and user support to the gateway developers.   
42 The TeraGrid web site includes a section on the Science Gateways program. See: 
http://www.teragrid.org/programs/sci_gateways/ 
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So, the whole goal, at least in my opinion, is to enable these scientists who are not 
accustomed to these big machines to start using them. Once that’s done, what one 
would expect is that they will start asking qualitatively bigger, more complicated 
questions. So, it will be a self-fulfilling process where eventually, they will start 
asking questions so big that meta-computing starts to look like a path to solution. 

 
This is similar to what other interviewees told us. A second shared goal among the gateway 
projects we studied is to make the technology invisible. Hiding the technology makes it 
possible for users to concentrate on doing science as the quote below illustrates. 
 

It should be a black box. All they should worry about is the decisions that are relative 
to the scope of their science. … Where are my data sets? What kind of calculations? 
‘What if’ type questions.  

 
Or, as another interviewee stated, "It should be become very transparent. It should become 
like a power grid." As we noted previously, increasing the usability of TeraGrid would be 
beneficial to all types of users. Thus, gateways have the potential to be valuable to 
experienced as well as new users. 
 
Developers of science gateways have two roles: 1) TeraGrid user, and 2) intermediaries 
between user communities. Our analysis of these roles draws on interviews conducted as part 
of the evaluation study and the June 2007 planning process workshop described above. Since 
we have published these results in two other documents (Lawrence & Zimmerman, 2007b; 
Zimmerman & Finholt, 2007), we summarize the findings in the sections below and refer 
interested readers to the more complete reports.  

9.1 Gateway Developers as TeraGrid Users 
As TeraGrid users, developers of science gateways are in need of things that help make 
development easier and that assist them to support their users. We found that gateway 
developers are excited by the potential of TeraGrid to make HPC available to end users and 
communities who would otherwise be unable to conduct their research as effectively or 
efficiently. In addition, they are enthusiastic about the opportunity for distributed 
communities to work together on common solutions. Meanwhile, they are eager to move 
TeraGrid toward a collaborative mindset that enables the developers to focus on the unique 
needs of their gateway communities. At present, they find that too much energy is focused on 
re-creating custom solutions when standardized systems or a TeraGrid-hosted gateway layer 
would suffice. Specifically, science gateway developers have need for: 
 

• basic services that gateways can use instead of creating or hosting their own;  
• templates and standardized systems to save developers the time of recreating things 

that others have already built; and 
• standardization that would make TeraGrid a real grid that could support the effective 

use of allocations and meta-scheduling.  
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They would also like to find ways to operate more effectively as a community in order to 
better support education and development needs of gateway developers. This is similar to the 
need for collaboration support mentioned by some individual users of TeraGrid. 

9.2 Gateway Developers as Intermediaries  
It is well known from prior research that in order for users to adopt new technologies, they 
must offer advantages over current practices, positively change the way that work can be 
performed, and be easy to implement and straightforward to use (Star & Ruhleder, 1996; 
Venkatesh et al., 2003). This is also recognized by the gateway projects as succinctly stated 
by a PI of one the gateway projects we studied: "Unless there is something extra that a 
scientist can get, they won't adopt any new technology."  
 
Science gateways are a type of mediating organization, and they may play a key role in 
attracting new users to TeraGrid.43 Specifically, they provide important social and technical 
support that help new users to conceptualize a use for TeraGrid and increase their 
willingness and ability to use it.  
 
An interesting aspect of gateways is that most of the requirements do not come from the 
intended users. This is because many potential users do not yet perceive a need for HPC 
resources and capabilities. As one interviewee succinctly stated, "It's hard to sell something 
to people where the expectation is zero." Thus, conceptualization of use is concerned with 
helping potential users to see a relationship between the research questions they want to 
answer and the capabilities of TeraGrid. Willingness to use TeraGrid relates to how TeraGrid 
fits with users' values, expectations, and practices. For example, TeraGrid has made 
adjustments to policies and procedures such as user authentication and the tracking of 
allocations to accommodate the needs of gateways. Both conceptualization of use and 
willingness to use are largely anticipatory activities and depend on gateways’ and/or 
TeraGrid’s abilities to foresee barriers and to work to reduce or eliminate them. Finally, in 
order for individuals to use TeraGrid resources through gateways, they must know how to use 
it to submit jobs to remote resources, for example, or transfer data across sites. The usability 
of gateway interfaces to TeraGrid resources and tools is an important aspect of use.  
 
Gateways also play an important role in facilitating interaction between TeraGrid and new 
communities of users. It is difficult for TeraGrid, which has less than 150 FTEs, to interact 
with potentially thousands of new users. Thus, the gateway concept can also be viewed as a 
mechanism of interaction. The results from our study of TeraGrid Science Gateways show 
that attracting new users to TeraGrid often involves intense and ongoing activities on the part 
of both the gateways and TeraGrid, but that gateways bear much of the difficult task of 
helping potential users to conceptualize a use for TeraGrid.  

                                                 
43 Most gateways are too new to have yet made significant use of TeraGrid. Thus, it is not known if 
widespread use of TeraGrid via science gateways will occur. 
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9.3 Summary: Science Gateways 
Science gateway developers comprise an important group of TeraGrid users because of the 
various ways in which they build on and enhance the capabilities of TeraGrid. As users, they 
require services that make it easier for them to develop tools and services that meet the needs 
of their user communities. 
 
The developers of science gateways mediate between the needs of potential users and 
TeraGrid. It appears that they may play an important role in introducing TeraGrid to potential 
users and supporting the use of these communities in ways that fit with their culture, 
expectations, and skills. Gateways may also benefit current users, and some projects are 
focused primarily on this goal. For one, gateways may help reduce the barriers to grid 
computing. Our interviews with current users of TeraGrid show that their needs would also 
be served by the work that the gateways and TeraGrid are doing to make the TeraGrid 
infrastructure more transparent, and thus, easier to use. TeraGrid users comprise a broad 
spectrum, however, and a small percentage of users currently use the majority of TeraGrid's 
resources. While these users might welcome improvements in ease of use, it is not their 
overriding concern.  The prime issue for "hero users" is to obtain as much of the available 
resource as they can, and they will put up with a lot of pain on the usability side to achieve 
this goal. More than once in the interviews we conducted with TeraGrid personnel and 
individual users we heard that the "high-end, high-performance user is going to do whatever 
they've been doing." As one person put it, "It's hard to teach old dogs new tricks."  
 
Most gateways are funded as limited-time research projects. This situation has important 
implications for the stability and sustainability of these organizations and for TeraGrid's 
ability to rely on the roles they fulfill (for example, see Ribes & Finholt, 2007). In addition, if 
TeraGrid provides support to gateways or if funding agencies decide to extend funding for 
these projects, then there must be ways to identify and evaluate factors related to success of 
science gateways—first in attracting new users and later in finding ways to sustain and adapt 
to that use. Finally, at this point in time, many gateways are not necessary to users. 
Interviewees noted that databases, such as the Protein Data Bank are resources that scientists 
in certain fields require. In many respects, TeraGrid is also necessary because it has unique 
capabilities and resources. Gateways are generally not in this advantageous situation. They 
must work hard to cultivate users for both themselves and for TeraGrid.  

10. Discussion 
The primary purposes of the TeraGrid evaluation research project were to conduct an 
analysis of the 
 

• needs of TeraGrid users, including TeraGrid Science Gateways, 
• the impact of TeraGrid on user’s work, and 
• the relationship among the TeraGrid partners.  

 
We also conducted two surveys to assess the satisfaction of those who attended tutorials held 
at the TeraGrid conferences in 2006 and 2007. We hope the results from the study will 
provide useful feedback to TeraGrid and NSF that will help with future planning and 
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program improvement. It is also our intent that the findings contribute to the literature on 
virtual organizations and the evolution of HPC in the United States and to approaches to 
analyze the needs of users who are distributed, heterogeneous, and numerous—properties 
that are characteristic of e-Science.  
 
TeraGrid is part of a potentially major shift that is underway in the delivery of high-
performance computing resources and services supported by the NSF and in the institutions, 
policies, technologies, and users that are part of this socio-technical ecosystem, the phrase 
used to describe the complex web that connects people, organizations, products, and 
technologies (Graham, Snir, & Patterson, 2005, p. 157). Resource providers are independent, 
but also linked together, forming a virtual, networked organization characterized by 
distributed and dynamic governance and coordination processes. By studying TeraGrid, we 
have learned about the specific tensions that arise when computing resources and support are 
delivered through a VO. We were able to study how the tensions we analyzed were 
approached, managed, or avoided and to understand the factors that lead to particular actions 
on non-actions. For example, TeraGrid is now packaging common software in kits. Resource 
providers are required to install a basic package, but installation of other components is left 
up to each RP. This solution balances site autonomy while providing users with some 
standardization across sites. Achieving a clear vision in the light of continual change has 
been more difficult for TeraGrid to reconcile. However, since most personnel have a similar 
view of what it will mean for TeraGrid to succeed in the long run, the organization may be 
able to build on this to clarify shorter term goals.  
 
The vision for HPC is that it will evolve into cyberinfrastructure that brings together 
distributed resources such as computational tools and services, instruments, data, and people 
to accelerate the pace of science and engineering discoveries (e.g., Hey & Trefethen, 2005; 
NSF, 2007). The research areas and problems that require HPC are expanding, portending a 
dramatic rise in the number and types of HPC users. The needs of these new users have 
already begun to influence resource provider policies and practices, technology development, 
and education, training, and outreach programs. Meeting the needs of these users may also 
help the larger population of individuals that use TeraGrid. Like the power grid, the vision of 
HPC as infrastructure means that it will be transparent to users. Currently, however, using a 
supercomputer is not a simple matter of "signing on and hooking up" (Star & Ruhleder, 
1996). Making high-end computing resources such as TeraGrid easier to use is seen as 
necessary to increase research productivity and speed up knowledge production (e.g., 
Nomura, 2005; West, 2007). Ease of use does not have to come at the expense of capabilities 
and power, however, as noted by Donald Norman, a popular product design consultant (2008, 
n.p.). 
 

Everyone wants simplicity. Everyone misses the point. Simplicity is not the goal. We 
do not wish to give up the power and flexibility of our technologies.  … People want 
the extra power that increased features bring to a product, but they intensely dislike 
the complexity that results. Is this a paradox? Not necessarily. Complexity can be 
managed. … The real issue is about design: designing things that have the power 
required for the job while maintaining understandability, the feeling of control, and 
the pleasure of accomplishment. 
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Good design is relevant beyond the technical interface; it applies to processes such as 
obtaining allocations, getting a TeraGrid account, and making arrangements to conduct runs 
at multiple sites. The science gateways share the goal to enable new types of science. For 
many gateways, this means developing ways to make it easier to obtain an allocation, sign 
on, and automatically select resources on which to run. Usability is an outcome that would 
benefit all users because it would allow them to spend more time on science.  

10.1 Limitations of the Study 
The main limitations of the investigation arise from the complexity, dynamism, and scope of 
the TeraGrid virtual organization, the number and diversity of current users, the lack of 
previous studies to guide some data collection and analysis activities, and the evolving state 
of HPC, including the challenge of meeting the needs of new communities of users. We 
discuss the impact of these challenges on the investigation and the ways in which we 
attempted to mitigate them. 
  
We conducted formal interviews with individuals located at five of the nine RP sites that 
were part of TeraGrid during our study. Given the diversity of the individual sites, there may 
be important perspectives that are not represented in this report. We attempted to reduce the 
impact of this limitation by selecting sites with different characteristics and by attending and 
observing meetings where representatives from all nine sites were present. We recognize that 
public statements made by project participants may differ from views that would be 
expressed in private interviews. We are encouraged by the fact that common themes emerged 
from the interviews conducted with individuals across the sites and with different roles in the 
organization.  
 
TeraGrid is a large and complex project that grew out of and exists in complex environment 
that includes past collaborations and competitions and changing policies, technologies, and 
needs for HPC in science and engineering. This limited the investigation in three primary 
ways. First, it was beyond the scope of the study to conduct a comprehensive examination of 
the historical, political, social, and technological landscape related to TeraGrid. Our findings 
are based largely on what interviewees told us and what we observed. We were not able to 
compare this data with close examinations of funding solicitations, the larger NSF portfolio 
of HPC resources, or the detailed history prior to TeraGrid, particularly the PACI program. 
Second, while we were provided with excellent access to people, meetings, and documents, 
there were many internal TeraGrid conversations, discussions between NSF and TeraGrid, 
and interactions between TeraGrid and external parties to which we were not privy. Third, 
there are important stakeholders such as middleware developers and other providers of HPC 
and grid resources that play a role in the TeraGrid ecosystem; in-depth study of these 
stakeholders was beyond the scope of this investigation and its objectives.  
 
Assessing the needs of current and target TeraGrid users posed several challenges. First,   
TeraGrid counts more than 4,000 individuals among its present users—a number that does 
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not include most people who access TeraGrid resources through science gateways.44 As 
mentioned elsewhere in this report, these users are diverse along several dimensions. Since 
this was the first comprehensive scientific study of an HPC user population that we are aware 
of, there was little prior research on which to base our investigation. By combining 
qualitative (interviews, user workshop, participant observation) and quantitative (survey) 
methods, we gained a generalizable picture of current users as well as in-depth information 
that helps to explain the statistical findings. Further, we employed a theoretical framework 
that has been tested in numerous studies of technology adoption to guide the design of our 
survey.   Second, although we studied all types of individual TeraGrid users, we focused on 
users affiliated with a project that had a large resource allocation because these individuals 
utilize the majority of TeraGrid resources. Again, we employed multiple research methods to 
collect data from a variety of sources to help reduce concerns that results might be skewed 
toward the needs of LRAC users. Finally, we investigated the needs of target TeraGrid users 
primarily through interviews with science gateway developers, who play a key role in 
attracting new users to TeraGrid and supporting their use. As new communities of users 
employ TeraGrid, it will be important to assess their needs directly.  

10.2 Future Research 
The history and evolution of NSF-supported HPC systems and networks, including study of 
the policies that have shaped the environment over time; the nature of institutions that 
provide the resources and support their use; the characteristics of users and the factors that 
affect their needs; and the impact of HPC on scientific outcomes have received little 
consideration from scholars in history or social science. This is not to say that these topics 
have been completely overlooked (e.g. Aspray & Williams, 1984; Rogers, 1998), but the 
attention has been minor relative to the importance of HPC on science and engineering 
research and the investment in high-end computing in the United States and elsewhere. This 
knowledge is necessary to evaluate options for resource delivery, develop curriculum in 
computer science and in the domains, and assess user needs and develop systems and policies 
to meet those needs. The consequences of these gaps in our understanding will only increase 
going forward. The research areas and problems that require HPC to address questions of 
interest are expanding, portending a dramatic rise in the number and types of HPC users. At 
the same, petascale computing offers unprecedented capability for researchers able to 
capitalize on this power, but it also presents many challenges. Adapting codes to the 
petascale environment, managing and analyzing the data produced, and developing the 
human capacity to both support and use a petascale computer are some of the problems to be 
faced. As this report shows, the technical challenges are difficult, but the social, institutional, 
and organizational challenges of effectively and efficiently enabling researchers to do their 
science using distributed resources and services are equally difficult. These issues are not 
unique to TeraGrid, but are relevant to e-science in general. Below, we discuss some of the 
most pressing needs for research raised by the TeraGrid evaluation study.  
 
The results presented in this report suggest two lines of research. First, attention should be 
directed to ongoing and long-term investigation of research areas addressed in the evaluation, 

                                                 
44 This is the latest figure we have.  
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especially those related to the TeraGrid virtual organization and to the needs of current and 
target TeraGrid users. It can take a long time for outcomes to occur and to become visible. 
For example, we are just beginning to understand how users are employing capabilities that 
TeraGrid has developed and how TeraGrid has dealt with the many tensions inherent in a 
VO. Second, the study's findings also point to topics to investigate in greater depth.  
 
Although data collection for the evaluation was limited to one year, we gained insight into 
the evolution of the TeraGrid partnership over time. This was possible because many of the 
TeraGrid personnel we interviewed have been involved in the project since the beginning of 
their institution's participation. Many users and cyberinfrastructure experts also had a long-
term perspective on HPC and TeraGrid. TeraGrid continues to be dynamic, and entirely new 
processes and issues are likely to surface based on changes in composition of the TeraGrid 
partners and the portfolio of resources. For example, as our investigation was ending, 
TeraGrid was implementing changes to its governance structure to accommodate growth. 
What issues were these revisions intended to address, and are they achieving the desired 
goals? Effective mechanisms of coordination and communication are critical to virtual 
organizations. The evaluation identified the main approaches used by TeraGrid, but detailed 
study of the use of collaborative technologies and shared sources of data and information 
would help us to better understand their role in providing coordination and cohesion across 
the distributed organization. Finally, a survey of TeraGrid personnel would provide 
generalizable information that would contribute to the literature on virtual organizations and 
could be used to enhance the program. 
 
Findings from this study provide guidance for future surveys of the TeraGrid user population. 
For instance, a survey designed to better understand relevant communities of practice would 
inform mechanisms to interact with and support the needs of the user community. This 
information would also be useful in designing virtual communities to help users support their 
own needs. In addition to generalizable information gained through surveys, there is a need 
for in-depth study of a small sample of users drawn based on the characteristics found to 
influence user needs and behavior such as discipline, scale of investigation, allocation level, 
codes and algorithms used, and level of experience. Case studies would allow us to test and 
refine what we learned in this study, surface other factors that affect user needs and behavior, 
help in devising policies and strategies that motivate and incentivize user behavior to better 
serve the entire community, and inform development to meet future needs such as managing 
and analyzing vast amounts of data.  
 
Finally, science gateways are one approach being used to anticipate and deal with challenges 
related to increasing both the total number of users and the types of disciplinary communities 
that employ TeraGrid. More research is needed on science gateways as mediating 
organizations and on the needs of the target user communities. Since most gateway users are 
not routinely accessing TeraGrid resources through the gateway it will be important to 
conduct additional user analyses as new communities utilize TeraGrid. It will also be useful 
to identify and evaluate factors related to success of science gateways, first in attracting new 
users, and later in finding ways to sustain and adapt to that use. 
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Appendix A: Notes on Applying for a DAC Allocation 
 
The notes below were created by an individual as he went through the process to obtain a 
DAC allocation. The individual is a PhD student and was the first person in his 
department to attempt to use TeraGrid. In order to protect his identity we do not provide 
the exact dates of his application except to say that he applied for the allocation in late 
2007-early 2008. 
 
Day 1:  

1.  Went to the main TeraGrid website  
2.  Data and computation resources. http://www.teragrid.org/userinfo/hardware/index.php 
3.  POPS page. Thought to myself they should have a numbered list of steps I need to go 
through to create a new account. https://pops-submit.teragrid.org/ 
4.  Created a POPS login. My first password was too short. Didn't realize it needed to be 
a certain length. Will this login be my TeraGrid login? If I login using the different 
authentication mechanisms will it take me to different places? What is the difference 
between the portal and the website that I am using now?  
4.  Took me a little while to figure out that I needed to read the user guide. This guide is 
the list that I was looking for: 
 http://www.ci-partnership.org/Allocations/pops_guide.html#docs 

--Logging in and creating the proposal 
5.  It is an annoyance to go through the steps in one window and create the proposal in 
another window.  A pdf document with numbered steps that I can print out would have 
been nice.  
6.  After I have already created my POPS password I now see that my password needs to 
be a specific length. 
7.  In selecting the proposal type the language is not consistent with the resource 
allocation terminology I've seen before: startup, medium, large VS DRAC, MRAC, 
LRAC. I picked a startup allocation.  
8.  Upcoming meetings page. There are five options available. Not exactly sure which to 
choose. When do these different committees meet? Which is most relevant to my 
application? The different committees seem to be categorized by organization rather than 
scientific application.  
I picked the TeraGrid DAC because I want to apply for a TeraGrid allocation.  
9.  While filling out the PI application, I began to wonder about the required 
qualifications to be a PI. I could be wasting my time. I entered my position as research 
assistant (which I technically am) 
 
Day 2: 

10.  Logged in, opened 2 windows, one for the account procedure page and the other with 
the actual account creation page. 
11.  Selected edit current proposal.  
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12.  Thought: Might have been nice to see a sample proposal.  
13.  Not sure if my abstract should be a paragraph or 5 pages.  
14.  Not exactly sure how many SUs I need. It's also in bold and red. Not sure why.  
15.  What is the difference between multi-site and cross site?  
 
Day 3: 

Had to update my curriculum vitae 
 
Day 4: 

The interface has changed. The changes were subtle enough that it took me a few minutes 
to realize that everything has changed. I just want to log in and continue with my 
application. I somehow came to this page: http://teragrid.org/userinfo/access/dac.php that 
says I can log in on the left column, but there no longer is a left column.  
 
Finally found the POPS login page, but I seem to have forgotten my username.  
Remembered the password and username.  
Having problems uploading my cv. I can find the document, but the document will not 
upload.  
 
The status is showing incomplete.  
 
For the heck of it I clicked the submit button, and the submission status changed to 
submitted. Not sure if my cv was successfully uploaded or not.  
 
Update- just got an email saying that my application was submitted.  
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Executive Summary 

TeraGrid is a national infrastructure that integrates multiple resources at distributed resource 
provider facilities. In 2006, the National Science Foundation awarded a grant to the 
University of Michigan’s School of Information to conduct an external evaluation of 
TeraGrid. One of the main objectives of the evaluation study was to assess TeraGrid's 
progress in meeting the needs of its users. This report describes the results from the TeraGrid 
User Survey, a major activity in support of this objective.  

Purpose and Methods 

The purposes of the TeraGrid User Survey were to gain insight into the characteristics of 
those who use TeraGrid and to understand similarities and differences in the needs, 
motivations, and commitment of different types of TeraGrid users based on factors such as 
their experience with supercomputers, frequency of TeraGrid use, stage of career, field of 
research, gender, and age. The major constructs we sought to measure in the survey were 
informed by literature on technology acceptance and use, the influence of personal 
characteristics on use or intention to use technology, and the affect of social and 
organizational factors on computer use. We adapted items used in prior studies to increase 
the reliability and validity of the survey and the repeatability of the study.  
 
The survey sample was constructed using data from the TeraGrid central database. Our 
population included all users who were active between 1 October 2005 and 30 September 
2006 and principal investigators associated with active projects. We stratified our population 
along two criteria: 1) the largest allocation associated with a user (i.e., DAC, MRAC, and 
LRAC), and 2) the field of science associated with projects. We selected a total of 595 
individuals, representing a random, stratified sample proportional to the distribution of users 
by field and allocation category. The 48-item questionnaire was administered online. We 
received a response rate of 52% for a final sample of 311. 

Results 

This survey's findings help to characterize TeraGrid users and their patterns of usage. In 
addition, they identify relevant relationships between usage patterns and users' satisfaction 
with TeraGrid which should help future implementation and budgeting decisions. The 
population of TeraGrid users is highly educated and most have at least several years of 
supercomputing experience. Those that use TeraGrid more frequently are also greater users 
of TeraGrid support, more strongly identified as TeraGrid users, perceive themselves as more 
experienced, and are more positive about TeraGrid’s usefulness, ease of use, and the 
facilitating conditions for using TeraGrid. These associations suggest that TeraGrid can 
improve its users’ experience by scaffolding those who are less frequent users. In sum, the 
population of TeraGrid users is generally satisfied with TeraGrid’s services and support, but 
there is room for improvement, particularly in support of those who—due to allocation 
limitations, unfamiliarity, or perceived barriers—use TeraGrid less frequently. By creating an 
experience for these infrequent users that more closely matches the experience of frequent—
and satisfied—users, TeraGrid can further improve the perceived quality of its offerings. 
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1. Introduction 

TeraGrid is a national infrastructure that integrates multiple resources at distributed resource 
provider facilities.1 Following a 5-year construction phase, TeraGrid became operational in 
late 2004. At the time of the survey, TeraGrid’s resources included more than 150 teraflops 
of computing capability and greater than 15 petabytes of online and archival data storage.2 
High-performance networks provide rapid access and retrieval to data. TeraGrid supports a 
variety of use cases ranging from exploiting a single TeraGrid resource to combining 
resources across sites.  
 
In late spring 2006, the National Science Foundation (NSF) awarded a grant to the University 
of Michigan’s School of Information (UM-SI) to conduct an external evaluation of TeraGrid. 
The primary goals of the evaluation were a) to give NSF leaders and policy makers general 
data to help  them in making strategic decisions about future directions for 
cyberinfrastructure; and b) to provide specific information to TeraGrid managers to increase 
the likelihood of TeraGrid success. One of the main objectives of the UM-SI evaluation study 
was to assess the needs of TeraGrid users in order to assist NSF and TeraGrid in measuring 
progress toward meeting those needs and to provide information for planning purposes. Part 
1 of this report describes the full range of methods that were employed toward this particular 
goal, including a user workshop, interviews, and a survey of current TeraGrid users. The 
latter activity is the subject of this report.  
 
The purposes of the TeraGrid User Survey were to gain insight into the characteristics of 
those who use TeraGrid and to better comprehend their needs. At one level, we were 
interested to gain a picture of TeraGrid users in terms of attributes such as experience with 
supercomputers, frequency of TeraGrid use, stage of career, field of research, gender, and 
age. Beyond this, the aim was to understand similarities and differences in the needs, 
motivations, and commitment of different types of TeraGrid users based on their 
characteristics and other factors. In addition, to the findings from the survey, this report 
presents the conceptual frameworks that guided the development of survey constructs. This 
document also describes construction of the survey sample, design and administration of the 
questionnaire, and methods of data analysis.  
 
 

                                                 
1 At the time of the survey, there were nine resource providers: Indiana University, National Center for 
Atmospheric Research (NCAR), National Center for Supercomputing Applications (NCSA), Oak Ridge National 
Laboratory (ORNL), Pittsburgh Supercomputing Center (PSC), Purdue University, San Diego Supercomputer Center 
(SDSC), Texas Advanced Computing Center (TACC), and University of Chicago/Argonne National Laboratory 
(UC/ANL). 
2 At the time of this report, the resources had grown to 750 teraflops of computing capability and more than 
30 petabytes of online and archival data storage. 
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2. Background: Technology Adoption 

The scientific users of high-performance computing (HPC), which we define as individuals 
from disciplines that share the need for HPC resources and services, have received little 
attention from scholars. This is the case despite the steady increase in the use of HPC by 
academic researchers following NSF's establishment of three supercomputer centers in 1985 
(Graham, Snir, & Patterson, 2005, p. 13) and the fact that simulations made possible by HPC 
are now considered a 'third way' of doing science (Buetow, 2005; Rogers, 1998).3 Topics that 
have been studied include the history and evolution of supercomputers (Elzen & MacKenzie, 
1994; Schneck, 1990), the cultures and practices of disciplines that rely on HPC such as 
physics (Galison, 1997), and the role of simulations and models in science (Humphreys, 
1990; Sismondo, 1999). While prior research in these areas provided useful background, it 
offered few insights to guide the design of a questionnaire to be administered to TeraGrid 
users. For example, what factors influence a user's level of satisfaction with TeraGrid, affect 
patterns of use, or help predict the use of grid computing? Although these questions have not 
been studied within the context of HPC use, there is a rich and varied body of research that 
has investigated technology adoption. This includes models of technology acceptance and 
use, the influence of personal characteristics on use or intention to use technology, and the 
affect of social and organizational factors on computer use. In the sub-sections below, we 
review the literature that informed the major constructs we sought to measure in the TeraGrid 
User Survey.4  

2.1 Technology Acceptance and Use 

The field of information systems (IS) has developed a number of theoretical models in an 
attempt to explain user acceptance and usage of information technology. The Unified Theory 
of Acceptance and Use of Technology (UTAUT) compared eight of the most prominent 
models, integrated elements from each into a unified model, and then validated the model 
(Venkatesh et al., 2003). According to UTAUT, four constructs play a significant role as 
direct determinants of user acceptance and usage of information technology: 
 
• Performance expectancy is the degree to which an individual believes that using the 

system will help him or her to attain gains in job performance.  
• Effort expectancy is the degree of ease associated with use of the system. 
• Social influence is the degree to which an individual perceives that important others 

believe he or she should use the system. 
• Facilitating conditions is the degree to which an individual believes that an organizational 

and technical infrastructure exists to support use of the system. 
 

                                                 
3 Supercomputers were certainly in use before this time. However, according to Rogers (1998), prior to the 
mid-1980's access to supercomputers by academic researchers, mainly physicists and chemists, was limited 
primarily to those who had grants or contracts from the Department of Energy (DOE). 
4 Constructs are the elements of information that the survey seeks to measure (Groves et al., 2004, p. 41). 
These can be complex ideas such as consumer optimism or more straightforward such as consumption of 
bottled water. 



 

  4

UTAUT posits three direct determinants to explain the use of or intention to use information 
technology (performance expectancy, effort expectancy, and social influence) and two direct 
determinants of usage behavior (intention and facilitating conditions). Performance 
expectancy, or what other models refer to as usefulness, is the strongest predictor of 
acceptance or intention to use a particular technology in UTAUT and many other models. 
Factors such as computer self-efficacy and attitudes toward technology (defined as a user's 
overall affective reaction to using a system) were not found to be significant. We used the 
UTAUT model as a conceptual frame to analyze TeraGrid use and the intention to use grid 
computing. In addition, we adapted questionnaire items developed in prior surveys to 
measure the four constructs listed above.  
 
The context of TeraGrid also offered an opportunity to extend the UTAUT framework. 
Information systems models have been developed through the study of relatively simple, 
individual-oriented information technologies such as word processing software (Davis, 
Bagozzi, & Warshaw, 1989; Venkatesh et al., 2003), whereas TeraGrid use involves multiple 
steps, specialized knowledge, and the ability to demonstrate efficient use of the system. Table 
1 lists the hypotheses we formed based on UTAUT, data we collected through interviews 
(see Part 1 of this report), and other literature. The rationale for some of the hypotheses 
shows the exploratory nature of the study; it was difficult to form firm hypotheses at this 
stage of our knowledge of TeraGrid users specifically and HPC users generally. 

 

H1: There will be a positive relationship between perceived usefulness of TeraGrid and 
simulation/modeling approach. 

Rationale: Simulation requires compute power in order to 1) extend the realization of complex 
natural phenomena so they can be understood scientifically; 2) test systems that are costly to 
design or to instrument, or 3) replace experiments that are hazardous, illegal, or forbidden. 

H2: There will be a positive relationship between perceived usefulness and frequency of use, and 
frequency of use will be related to allocation level. 

Rationale: Larger allocations have more service units available for use. On the other hand, most 
projects with large allocations have multiple users, so use may be spread out and not all users 
may be frequent users.  

H3: There will be a positive relationship between perceived usefulness and personal innovativeness. 

Rationale: See text stating that TeraGrid users might be considered early adopters of HPC. 

H4: There will not be a significant relationship between discipline and perceived usefulness. 

Rationale: For those who use TeraGrid, it is necessary to answer research questions of interest. 
This will mitigate differences that might otherwise be expected to exist between disciplines. 

H5: There will be a positive relationship between the use of self-developed codes and perceived ease 
of use. 

Rationale: An HPC expert stated that those who do not write their own codes but rely on 
commercial software are forced to wait when something new comes along in terms of 
supercomputer architecture (Anonymous, 2000). He also implied that those who write code have 
more intimate knowledge of supercomputers and how to use them. On the other hand, Graham 
and colleagues (2005) noted that commercial codes and some community codes are very large, 
so porting them can be difficult. 
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H6: There will be a positive relationship between perceived ease of use and facilitating conditions such 
that those who find TeraGrid easy to use perceive that they have people, documentation, and 
guidance to assist them in using TeraGrid. 

H7: There will be a positive relationship between experience with supercomputing and perceived ease 
of use. 

Table 1: Hypotheses regarding technology acceptance 

2.2 Personal Innovativeness 

Other studies have analyzed the influence of personal characteristics on the adoption of or 
intention to use a particular technology. As noted above, individual characteristics have not 
generally been found to significantly affect acceptance of a technology. Personal 
innovativeness, however, is one characteristic that has been shown to have some influence on 
the use of new technologies (Lu, Yao, & Yu, 2005). Innovative individuals tend to take more 
risks and may be more confident in their ability to handle a new technology. For these 
reasons, they may be more positively disposed to use a new technology without clear 
perceptions regarding its usefulness or ease of use. We reasoned that at least some part of the 
population of TeraGrid users could be considered early users of a new technology. At the 
time we administered the TeraGrid User Survey, more than ninety percent of TeraGrid users 
had allocations at one or more of three major supercomputing centers: the National Center for 
Supercomputing Applications (NCSA), San Diego Supercomputing Center (SDSC), and/or 
Pittsburgh Supercomputing Center (PSC). Further, a large percentage of TeraGrid allocations 
are made to a small percentage of investigators. Many of these so-called "hero users" had 
been using HPC for 15 years or more. Thus, TeraGrid users might be characterized by a high-
degree of personal innovativeness based on their use of advanced computing resources. 
However, we also learned in our interviews that the use of TeraGrid and/or HPC was a 
necessary tool for the conduct of science in particular areas such as large-scale molecular 
dynamics and quantum chronodynamics. Thus, for these users and members of their research 
teams, including postdocs and graduate students, there is not really a choice about whether to 
use HPC. However, they may have options in terms of where to compute, which is also 
something we sought to measure.  

 

H8: There will be a positive relationship between the use of grid computing and perceived usefulness 
of TeraGrid. 

Rationale: TeraGrid was designed to enable this usage mode. 

H9: There will be a positive relationship between perceived usefulness of grid computing and personal 
innovativeness. 

Rationale: Grid computing is difficult to do, so those who use TeraGrid in this way are more likely 
to be innovative. 

Table 2: Hypotheses regarding personal innovativeness and grid computing 
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2.3 Social and Organizational Contexts 

Finally, social and organizational contexts are potentially important elements in technology 
adoption. Individual characteristics such as personal innovativeness may influence 
technology acceptance or intention to use a particular technology, but the culture, 
organization, and work practices of research fields are other possible sources of influence. 
Previous studies have compared scientific disciplines along dimensions such as 
competitiveness (Knorr-Cetina, 1999), need for access to scarce resources such as specialized 
instruments, and the nature of the work, including the physical scale of the research, 
agreement on research questions and methods, and the need for help (see Birnholtz, 2007 for 
a review). Birnholtz (2007) investigated the influence of social factors and the nature of work 
on the likelihood of a researcher to collaborate at a particular point in time. He found that 
differences in the nature of the work in different fields explained more about a researcher's 
propensity to collaborate, although social factors had subtle effects. Others studies have 
shown significant differences in use of the Internet and computer-mediated communication 
(CMC) by scientific field (see Walsh & Roselle, 1999 for a review). CMC and Internet use 
have also been shown to have a positive relationship with collaboration and scientific 
productivity (e.g., Hesse et al., 1993; Kaminer & Braunstein, 1998; Walsh et al., 2000).  
 
It was difficult to form hypotheses regarding relationships between social and organizational 
factors and the various disciplines represented by the population of TeraGrid. First, while 
TeraGrid is a networked computer system, it does not facilitate communication among users. 
Instead, the network serves to tie multiple resources together, so users can submit jobs to one 
or more of them and/or transfer data from one place to another. Second, we anticipated from 
the interview data that domain was unlikely to be a significant factor to explain differences 
between users since the common need for access to advanced computational resources 
seemed likely to outweigh such differences. Further, in fields such as social science, where 
we might expect to see differences, there were not enough users to reliably detect them if 
they existed. Although we had few hypotheses about these constructs, they have been 
important in past studies, and we reasoned that baseline data on the social and organizational 
contexts of the TeraGrid user population would be useful to recognize changes that might 
occur over time as new communities utilize TeraGrid. We used items developed by Birnholtz 
(2007) to measure collaboration propensity, which integrated nature of work aspects, and 
items he adapted from Walsh and Hong (2003) to measure scientific competition. 

2.4 Other Hypotheses 

Based on interview data, we hypothesized that allocation size and frequency of use would be 
related and more frequent users would identify themselves more strongly as TeraGrid users.  

 

H10: There will be a positive relationship between frequency of use and allocation level such that 
those with larger allocations will use TeraGrid more frequently. 

H11: There will be a positive relationship between frequency of use and identification as a TeraGrid 
user such that those who use TeraGrid more often will identify themselves more strongly as a 
TeraGrid user. 

Table 3: Other hypotheses 
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3. Methods and Data Analyses 

In this section we discuss the methods employed in the TeraGrid User Survey. This includes 
a description of the sampling scheme, questionnaire design and content, and administration of 
the survey. 

3.1 Sample Selection and Composition 

The survey sample was constructed using data from the TeraGrid central database (TGCD). 
In order to use NSF high-performance computing resources, including TeraGrid resources, 
prospective users must prepare and submit a proposal. Typically, when proposals are 
accepted and projects are granted an allocation, they are assigned to one of three award 
categories: development allocations (DACs), medium resource allocations (MRACs), and 
large resource allocations (LRACs). The awards differ based on the number of service units 
allotted, ranging from 30,000 for DACs, between 30,000 and 200,000 service units for 
MRACs, and over 200,000 service units for LRACs. Service units are generally defined as 
“equivalent to either one CPU-hour, or one wall-clock-hour on one CPU, of the system of 
interest” although exact definitions vary based on resource platform according to the NSF 
Cyberinfrastructure Resource Allocations Policy document.5 Data on DAC, MRAC, and 
LRAC TeraGrid projects, along with information on users associated with those projects, 
including their names, postal addresses, and email addresses, are stored in the TGCD.  
 
We constructed a sampling frame for our target population based on the data available to us 
from the TeraGrid central database. We defined our population of users in two ways. First, 
we included all users who were active between 1 October 2005 and 30 September 2006. 
Active users were defined as those who had consumed at least one service unit during the 
selected timeframe. Second, we included all Principal Investigators (PIs) associated with 
projects that were active during the specified time period even if they themselves had not 
consumed any service units. We chose to do this because we felt their opinions about 
TeraGrid were valuable even without direct, hands-on experience. We limited our population 
to users of the past year in order to measure recent use of TeraGrid because survey 
methodologists have found that memory fades with time, thus decreasing the likelihood of 
response accuracy (Tourangeau et al., 2000). The following were excluded from the survey: 
TeraGrid staff, Science Gateway Community Users, and users selected to pilot test the 
survey.  
 
We stratified our population along two criteria: 1) the largest allocation associated with a user 
(e.g., DAC, MRAC, and LRAC), and 2) the field of science associated with projects as taken 
from the TeraGrid central database. We chose these strata in order to analyze any significant 
differences among the categories. We oversampled the fields of engineering and geoscience 
to help ensure that if response rates were low we would have data to make significant 
conclusions about these areas. We also included all users from social and behavioral 

                                                 
5 See http://www.cipartnership.org/Allocations/allocationspolicy.html#_Toc116808729 
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sciences.6 Since some users simultaneously have awards of more than one type, we decided 
to associate users with their largest allocation award in order to avoid duplications in the 
sampling frame. Associating users with their largest allocation appropriately identifies users 
who exclusively have smaller allocations (DACs, MRACs) within the timeframe of our target 
population. We selected a total of 595 individuals, representing a random, stratified sample 
proportional to the distribution of users by field and allocation category and including the 
oversampled areas mentioned above.  
 
We received 311 valid surveys, which represents a response rate of 52%. Response rates 
were similar across all strata, ranging from 42% to 71% by field and between 52% and 54% 
by allocation category.  

3.2 Survey Design and Content 

The survey was designed to meet several goals. The primary purpose, as stated previously, 
was to "get a picture" of the TeraGrid user population according to various attributes and to 
understand similarities and differences in the needs, motivations, and commitment of 
different types of TeraGrid users based on factors such as their experience with 
supercomputers, frequency of TeraGrid use, stage of career, field of research, gender, and 
age. Another goal of the survey was to provide information of particular interest to TeraGrid 
not included in the items we developed. In this section we describe the overall survey design 
and the construction of the items and questions. The final questionnaire, which is available in 
Appendix C, contained 48 items. 
 
There were three overriding considerations in the design of the survey. First, we wanted to 
limit the time and mental effort required to complete the survey as previous research has 
shown that they affect response rate. We considered these factors throughout the construction 
of the survey, and we piloted the survey with expert and non-expert users to insure we had 
met these goals. Second, we needed to create a survey that would be relevant to the broad 
array of individuals who make up the TeraGrid user community. For example, specific 
questions about the allocation proposal process would have been difficult to ask because only 
some TeraGrid users participate in this process. Third, wherever possible and appropriate, we 
used or adapted items from previous surveys as this approach improves the reliability and 
validity of survey items and the repeatability of a study. The items used to measure personal 
innovativeness (Questions 4-5), collectivist orientation (Q6-7), scientific competition (Q8-
10), collaboration propensity (Q11-15), intention to use grid computing (Q28-30), and 
technology acceptance and use (Q23-27 and Q31-33) were drawn from prior studies as 
described earlier in this report. Several items were contributed by TeraGrid managers based 
on information they wished to collect from their users (Q3, 21, & 35-38). We also used two 
questions (Q19 & 24) that appeared in a user survey developed jointly by NCSA and SDSC. 
Survey items also originated from the qualitative data we gathered through interviews. We 
wished to test nascent hypotheses about the affect of research approach (Q2) and the types of 
codes used (Q19) on the needs of TeraGrid users. Finally, we selected and adapted items 

                                                 
6 Oversampling occurs when certain groups are sampled with higher probabilities than others. This 
provides enough cases to complete analysis of subgroups of the population. 
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used in prior surveys to measure constructs such as stage of career, frequency of use, and 
other demographic information. 
 
When we had a draft of the survey, we pre-tested it with naïve users and subject experts to 
insure that our survey items and questions were relevant and would be understood and easily 
answered by our respondents. These suggestions were considered and many were 
incorporated into the final version of the survey. 

3.3 Survey Administration 

The survey was administered using SurveyMonkey.com and was available from December 5, 
2006 to January 7, 2007. The invitation to take the survey was sent by mail in early 
December 2006. Each envelope contained a cover letter from us that explained the nature of 
the study (Appendix A), an endorsement letter from the Director of TeraGrid (Appendix B), 
and a $2 bill as a cash pre-incentive (Birnholtz et al., 2003; Church, 1973).  
 
Our cover letter also informed individuals that they would receive an e-mail message within 
the next week that contained a direct link to the survey, and it provided a URL and a unique 
identification number for those who wished to take the survey immediately. The unique 
identification code enabled us to track who responded to the survey. Keeping track of 
respondents also allowed us to send reminders only to individuals who had not yet completed 
the survey.  
 
The relative newness of TeraGrid presented some challenges, which we attempted to address 
in the survey administration. Namely, we anticipated that some respondents might be 
confused as to why they were identified as a TeraGrid user and included in our survey 
sample. Our interviews with TeraGrid personnel and with users (see Part 1 of this report) 
indicated that many individuals with TeraGrid accounts utilize resources and services at one 
or two TeraGrid sites, much as they did before the existence of TeraGrid. With the exception 
of Science Gateway developers, many of the users we interviewed had heard of TeraGrid, but 
the details of TeraGrid were unclear to them.7 In addition, when Resource Providers added 
resources to TeraGrid they often attempted to make the transition transparent to users. For 
instance, the number of TeraGrid users increased significantly in the first and second quarters 
of 2006. This jump was due to NCSA and SDSC officially making all their resources 
available to TeraGrid on April 1, 2006. Pre-TeraGrid allocations on these resources were 
simply transferred; no action was required by users, and they did not receive new logins or 
passwords. Thus, users continued to work as they always had, largely unaware of the change 
that had taken place. We took two steps to inform potential respondents about why they were 
selected to complete the survey. First, the cover letter from TeraGrid listed all the Resource 
Provider sites. Second, the letter from us stated that individuals were chosen to receive the 
survey because they used resources at one or more of these sites; this information was 
repeated in the introductory text to the survey (see Appendix C). 

                                                 
7 Several responses to the open-ended questions (Q40-41) reinforced what we learned in the interviews. For 
example, one respondent wrote: “I’ll try to use TeraGrid to find out other barriers.” Another said: "I did not 
have any access to TeraGrid.” 
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3.4 Data Analyses 

With the exception of the two open-ended questions (Q40-41) all analyses were conducted 
using the statistical package SPSS®. We calculated descriptive statistics for all variables and 
conducted tests of association between variables based on the appropriate method in specific 
instances. These tests are described in the results section. The responses to the open-ended 
questions were coded according to major categories that emerged from an analysis of the 
data.  

4. Results 

This section begins with a review of data on the general attributes of the 311 respondents 
from the survey sample. The remaining results are grouped according to some of the survey’s 
key topic areas. A review of the descriptive statistics found that the distribution of the 
responses was not range restricted. The questions did vary significantly from multivariate 
normality for skewness (Z= –2.41, p<.02) but not for kurtosis (Z=0.67, p=.50). A visual 
examination of the shape of the distribution showed that many of the variables had a slight 
bias towards higher scores, but in most cases they did not look very different from the normal 
distribution curve. 

4.1 General Attributes of Respondents 

Of the responses we received, 82% were from males and 15% were from females.8 The age 
of respondents ranged from 20 to 85, and approximately half of those who provided their 
year of birth were younger than 35 (mean age=37). Most respondents had a PhD degree or 
equivalent (70%) and were affiliated with a research university (88%). Half of all 
respondents received their highest degree after 2000 and another third received it in the 
1990s. Faculty comprised 52% of respondents, and the remainder was made up of students, 
postdocs, and research staff. We did not find significant relationships between these general 
attributes and major constructs related to technology adoption. Frequencies of TeraGrid use 
and allocation size, as discussed later in this section, were more useful in distinguishing users 
from each other. 
 

                                                 
8 Except for field of science, percentages have been rounded to whole numbers. In the case of gender, a 
small number of respondents chose not to answer this question. 



 

  11

Field of Science as Selected by Respondents
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Social Sciences
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5.8%

Materials Sciences
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Computer Science
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Figure 1 

 

Figure 1 shows the field of science that respondents indicated most closely represented their 
research. Most respondents described their research approach as simulation/modeling (71%). 
The remainder was split between theoretical/analytical (16%) and experimental/observational 
(12%) methods. Hypothesis 1, which stated that there would be a positive relationship 
between perceived usefulness of TeraGrid and simulation/modeling approach, was not 
supported.  
 

H1: There will be a positive relationship between perceived usefulness of TeraGrid and 
simulation/modeling approach. (Not supported) 

 
Surprisingly, only 77% of respondents indicated that they use local workstations. This may 
be because some interpreted “local workstation” as a dumb terminal allowing access to 
TeraGrid. Respondents use local resources extensively. Local clusters with 64 or fewer 
processors are used by 62% while 36% use local clusters of 56 to 128 processors.  
 
We analyzed the list of respondents based on the information we had regarding the largest 
allocation associated with a user and found that 56% of respondents had DAC allocations, 
23% had MRAC allocations, and 21% had LRAC allocations.  
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4.2 Nature of Research 

Results indicate that more than half the respondents face a competitive scientific environment 
as 60% agreed or strongly agreed that the competition for prizes or widespread recognition in 
their field is intense. In spite of the competitive nature of their fields, respondents 
overwhelming perceived collaboration as important. About three-quarters responded that it 
was necessary in their field and more than 90% agreed or strongly agreed that it is useful in 
solving problems of interest to them and for accessing people with expertise helpful to them.  

4.3 Supercomputer Use 

The items in the section on supercomputer use asked respondents about their experience with 
supercomputers, the importance of supercomputers to their research, access to 
supercomputers, and the resources they need to accomplish their research. Respondents 
generally have several years of experience with supercomputers; 61% have been using 
supercomputers for 3 or more years, and 44% have been using supercomputers for five or 
more years. However, 14% indicated they had less than one year of experience. When asked 
to describe their experience with supercomputers relative to others in their field, respondents 
appeared to be modest, with 41% reporting that they were not at all experienced or just 
somewhat experienced (the lower two categories), while 31% described themselves as very 
or extremely experienced (the upper two categories). While the perceived level of experience 
is difficult to generalize across disciplines because use of HPC various within and across 
domains (see Part 1 of this report), it is interesting to note that this variable was significantly 
associated with allocation level (for Gamma coefficient, p<.001). Respondents with DAC 
allocations were more likely to place themselves in the lower two categories, whereas those 
with MRACs and LRACs tended to place themselves in the upper three categories. 
 
As we expected based on interviews, there was overwhelming agreement among respondents 
that supercomputers are necessary to answer research questions of interest; 53% strongly 
agreed with this statement and 38% agreed. Nearly half of them (45%) use codes developed 
by themselves or their group and augmented with third-party routines or libraries. Thirty-nine 
percent use third-party software, some of which is augmented with their own routines or 
libraries. Fields of science demonstrate significant differences in the software codes that they 
use. Chi-square tests of association are statistically significant (p<.001), and the differences 
are primarily as follows: Biologists and chemists are more likely to use third-party codes or 
third-party codes augmented with some of their own routines/libraries. Computer scientists 
and astronomers favor codes developed entirely by themselves or their group. Geoscientists 
use codes developed by their group and augmented with third-party software.  
 
We offered respondents a list of supercomputer resources and asked which ones they need for 
their research. Computer systems, not surprisingly, were used by almost all respondents. The 
next most prevalent resources used were persistent online storage, user services support, and 
visualization software (see Figure 2). Nearly half the respondents (49%) have access to 
supercomputer resources through their institution’s supercomputer facility. Access to other 
options is limited. Department of Energy resources were accessible to 16% and 14% make 
use of state or regional supercomputer facilities. The remaining choices were each selected 
by 5% or less of respondents.  
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Figure 2 

4.4 Grid Computing 

We were surprised to find that 45% of those surveyed said they currently use grid computing 
capabilities as most of our interviewees did not compute in this way, and statistics from 
TeraGrid do not show significant use of this mode. Ten percent indicated that they did not 
know if they use grid computing. Of those who stated that they use grid computing, 84% use 
TeraGrid resources for that purpose. The same percentage expects to continue to use grid 
computing and almost as many find grid computing useful in their research. However, only 
45% agree or strongly agree that it is easy to become skillful at grid computing, and 37% are 
neutral on this issue. Respondents’ use of grid computing is at all stages; 27% of those using 
grid computing have used it in production runs, 21% have experimented with test runs, and 
another 21% have investigated the capabilities offered by grid services or software. Because 
we could not be certain how respondents perceived the items in this section of the survey, we 
chose not to analyze the data beyond the generation of descriptive statistics. We are, 
therefore, unable to state whether the following two hypotheses are supported. 
 

H8: There will be a positive relationship between the use of grid computing and perceived 
usefulness of TeraGrid.  

H9: There will be a positive relationship between perceived usefulness of grid computing and 
personal innovativeness.  
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Of those who do not yet use grid computing, 56% believe that grid computing would be 
useful in their research, and 26% expected to experiment with grid computing in the six 
months following the survey. One-third of respondents believe they would find it easy to 
become skillful at grid computing. Again, this was a somewhat surprising finding because 
while some interviewees noted it could be helpful to them, most were not interested in 
pursuing grid computing for various reasons (see Part 1 of this report). 

4.5 Use of TeraGrid 

The section on use of TeraGrid consisted of three parts. In the first part (Q31-33), we sought 
to measure factors shown in other studies to affect technology adoption: 1) usefulness of 
TeraGrid to respondents' research, 2) ease of using TeraGrid, 3) facilitating conditions 
supporting their use, and 4) the degree to which others influence their use. We constructed 
and tested the statistical validity of scales for each of these constructs. We used Cronbach’s 
alpha (Cronbach, 1951) for reliability estimates. A reliability estimate of .7 or better is 
considered to be good for early stages of research, and an estimate of .8 is advised for basic 
research (Nunnally, 1978).  
 
The scale for usefulness of TeraGrid was composed of four questions that fit well together. 
The reliability of the scale was excellent (.95) and the items were highly correlated. The 
mean response was 4.0 (scale of 1 to 5 where 5 equals strongly agree) with a standard 
deviation (SD) of .81. The 4-item scale for ease of use had a very good reliability coefficient 
of .82, with a mean of 3.5 (SD=.72) (i.e., between neutral and agree). The 3-item scale for 
facilitating conditions had an adequate reliability coefficient of .73 and a mean of 3.4 
(SD=.72). The two items measuring the degree to which others influence the use of TeraGrid 
were not well correlated (r=.43) and therefore did not show good reliability (alpha=.60). An 
exploratory factor analysis (EFA) of the items verified that the items for the three main scales 
(usefulness, ease of use, and facilitating conditions) did not load on unintended factors (i.e., 
demonstrated discriminant validity). The maximum likelihood factor analysis, using varimax 
rotation, showed good factor structure with eigenvalues greater than 1 for all 3 factors, which 
accounted for 74% of the variance. The factor structure does suggest, however, that ease of 
use correlates with the other two scales. 
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Question: Overall, I find TeraGrid easy to use.
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Figure 3 

 

These results indicate that respondents have a bias in favor of the usefulness of TeraGrid and 
are favorable to a somewhat lesser degree in terms of the ease of use and facilitating 
conditions for their use of TeraGrid. Looking at individual questions in each of these scales, 
nearly three-quarters of respondents (73%) perceive TeraGrid as generally useful in their 
research, and a similar percentage (69%) agreed or strongly agreed that TeraGrid increases 
their research productivity. TeraGrid was not as widely perceived as being easy to use (see 
Figure 3). Further, the hypothesis regarding ease of use and self-developed codes was not 
supported nor was ease of use and experience with supercomputing. 
 

H5: There will be a positive relationship between the use of self-developed codes and 
perceived ease of use. (Not supported) 

H7: There will be a positive relationship between experience with supercomputing and 
perceived ease of use. (Not supported) 

 
Almost half (46%) of the respondents agreed or strongly agreed that TeraGrid is easy to use, 
but items for the ease of use and facilitating conditions scales contained high percentages of 
neutral responses compared to other sections of the survey. These three scales are also 
correlated. Ease of use is significantly correlated with both usefulness (r=.57, p<.001) and 
facilitating conditions (r=.52, p<.001). To a lesser extent, usefulness and facilitating 
conditions are correlated (r=.39, p<.001). Our hypothesis regarding usefulness and field was 
supported: 
 

H4: There will not be a significant relationship between discipline and perceived usefulness of 
TeraGrid. (Supported) 

 
However, contrary to expectations, willingness to try information technology is not 
correlated with usefulness. Therefore, the hypothesis below was not supported. 
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H3: There will be a positive relationship between perceived usefulness and personal 
innovativeness. (Not supported) 

 
The relationship between experience with supercomputing and personal innovativeness was 
significant, but the correlation was very low. 
 
The second portion of questions on TeraGrid use asked respondents about their frequency of 
using TeraGrid, their use of and satisfaction with TeraGrid support, and the degree to which 
they identified themselves as TeraGrid users (Q34-36 & Q39).9 Results show that survey 
respondents are frequent users of TeraGrid. More than half (53%) indicated they used it daily 
or weekly and 22% used it monthly. Frequency of use is also significantly associated with 
allocation size (p=.011). For example, respondents with DAC allocations (who represented 
56% of those who responded to the survey) represented more of the quarterly or less frequent 
use (between 60% and 70% of those reporting those levels of use). MRACs are slightly more 
heavily weighted toward monthly use and LRACs more toward daily or weekly use. Thus, 
the following hypothesis was supported: 
 

H11: There will be a positive relationship between frequency of use and allocation level such 
that those with larger allocations will use TeraGrid more frequently. (Supported) 

  
More than 70% of those surveyed had contacted TeraGrid support at least once in the past 
year (see Figure 4). Respondents were largely positive about the support they received; 57% 
indicated that were satisfied or extremely satisfied (see Figure 5), with an average (mean) 
evaluation of 3.8 out of 5 (SD=0.8). Of the 16% who were neutral about their satisfaction 
with TeraGrid support, more than half of those were people who have used support services 
fewer than twice in the last year.  
 

                                                 
9 We also asked whether respondents were affiliated with a Science Gateway or ASTA project. Since very 
few respondents indicated that they were (7% for Gateways and 2% for ASTA), we do not discuss these 
results. 
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Approximately how many times have you 
contacted TeraGrid support in the past year?
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Figure 4 

 

Please rate your satisfaction level with the 
TeraGrid support received in the past year
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Figure 5 

 

The frequency with which respondents used TeraGrid and TeraGrid’s support services are 
associated with the various measures of satisfaction. Not surprisingly, there is a strong 
association between the frequency of using TeraGrid and the frequency of contacting support 
(p<.001) such that the more frequently a respondent uses TeraGrid, the more likely he or she 
also contacts support more frequently. These more frequent users are also more satisfied with 
the support provided by TeraGrid (p<.001). In fact, those who contacted support six or more 
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times are much more likely to report that they are extremely satisfied with this service 
whereas those who have little contact with support are more likely to report neutral. Finally, 
the frequency of using TeraGrid is positively associated with perceived usefulness, ease of 
use, and facilitating conditions. The statistically significant difference in perceptions of 
usefulness and ease of use, however, is between those who never or only quarterly use 
TeraGrid and those who use it on a monthly, weekly, or daily basis. Likewise, those who 
perceive facilitating conditions to be higher are those who use TeraGrid, even if only on a 
quarterly basis. Based on these findings, there was support for the following hypothesis: 
 

H6: There will be a positive relationship between frequency of use and perceived usefulness, 
ease of use, and facilitating conditions. (Partially supported) 

 
The degree to which respondents are satisfied with TeraGrid support is significantly 
correlated with their evaluations of usefulness (r=.43, p<.001), ease of use (r=.52, p<.001), 
and facilitating conditions (r=.51, p<.001). However, a t-test comparing group means based 
on frequency of contacting TeraGrid support indicates that the significant differences are 
between those who have not contacted TeraGrid support at all and those who have used it 
frequently (six or more times). Likewise, those who perceive themselves as having less 
experience relative to others in their field also contact TeraGrid support less frequently. 
Specifically, those who have contacted TeraGrid support five or fewer times in the last year 
rate themselves significantly lower in experience when compared to those who have 
contacted TeraGrid support more than ten times. (It is important to remember that this is 
perceived level of experience calibrated to others in the same field, not an absolute measure.) 
 
Slightly more than half of those surveyed (52%) identified themselves as TeraGrid users (see 
Figure 6). Like earlier items in this section of the survey, this one elicited a substantial 
number of neutral responses (30%). The frequency of use and the degree to which individuals 
identify themselves as TeraGrid are significantly positively associated (p<.001) such that 
people who use TeraGrid more often identify themselves as TeraGrid users. For example, 
those who use TeraGrid only quarterly more commonly responded as neutral, disagreeing, or 
strongly disagreeing that they identify themselves as TeraGrid users. Likewise, allocation 
size is significantly associated with identification as a TeraGrid user (p=.002). There was also 
a strong association between identification as a TeraGrid user and the mean responses on the 
usefulness and ease of use scales (p<.001). Thus, the following two hypotheses were 
supported. 
 

H2:  There will be a positive relationship between perceived usefulness and frequency of use, 
and frequency of use will be related to allocation level. (Supported) 

H10: There will be a positive relationship between frequency of use and identification as a 
TeraGrid user such that those who use TeraGrid more often will identify themselves more 
strongly as a TeraGrid user. (Supported) 
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I identify myself as a TeraGrid user
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Figure 6 

 

Two open-ended questions completed the section on TeraGrid use. These questions asked 
respondents to identify the two most significant barriers to their use of TeraGrid and the two 
things that would make TeraGrid more useful to them. We coded these responses (identifying 
larger categories into which the responses fit) and categorized them according to fourteen 
types of barriers and the same number of categories of improvements. These barriers and 
improvements are displayed in Figures 7 and 8. (Note that Figure 7 is listed in order of 
decreasing percentages and categories in Figure 8 are arranged in the same order as Figure 7.) 
 
The top barriers to the use of TeraGrid are in the area of job submission, scheduling, and the 
turnaround of jobs. Most of the comments complained about long queue wait times. The next 
greatest concerns are documentation, support, and training. Included in this category are 
comments about the steep curve in learning to use TeraGrid; a lack of training opportunities, 
including tutorials, as well as time for learning; selecting the appropriate resource(s) to use; a 
lack of up-to-date, easy to find, and/or user-friendly documentation on topics such as 
installed software, libraries, and compilers, and "how-to" information; and complexity of the 
overall system and the common software. Applications software was also identified as a 
barrier, but this issue was mentioned only slightly more frequently than the bulk of remaining 
issues. These responses were consistent with the data we collected in interviews and at the 
user workshops. See Appendix D for representative responses in each barrier category and 
respondent suggestions to the most commonly perceived barriers. 
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Barriers to the Use of TeraGrid
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Figure 710 
 

Job submission, scheduling, and turnaround time and documentation, support and training 
were also the top areas noted as being in need of improvement, but the remaining suggestions 
were not prioritized in the same way as the barriers. The third most common suggestion was 
to improve resource limitations (such as lack of CPUs, memory, disk capacity and storage).  
 

                                                 
10 Percentages here are calculated relative to an N of 311; however, 33% of respondents did not answer this 
question. 
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Improvements to Make TeraGrid More Useful
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Figure 811 
 

The responses to open-ended questions indicated that some individuals were responding to 
use of TeraGrid as a grid facility, whereas comments from others indicated they did not 
consider themselves to be TeraGrid users. In terms of the latter, respondents noted that they 
did not perceive a need for TeraGrid in their current research, or they did not understand 
what it could do for them, especially in terms of increasing their productivity.  

 

 

                                                 
11 Note that the sequence of categories in Figure 8 matches that in Figure 7. Percentages here are calculated 
relative to an N of 311; however, 40% of respondents did not answer this question. 
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5. Discussion and Practical Implications 

This survey's findings help to characterize TeraGrid users and factors that affect their patterns 
of use. In addition, they identify relevant relationships between usage patterns and users' 
satisfaction. This information should help TeraGrid design or revise programs to better meet 
the needs of various types of users. 

5.1 The TeraGrid User Population 

Survey responses suggest that the TeraGrid population is predominantly male and well 
educated. About half have received their highest degrees in the last 10 years, and most are 
affiliated with research universities. Graduate students, postdocs, and research staff comprise 
about half of those who completed the survey, and the other half is faculty. Since TeraGrid 
collects limited demographic data beyond institutional affiliation, it is not possible for us to 
know if these findings are reflective of the TeraGrid population. Based on what we know 
about the gender makeup of the fields that are the predominant users of TeraGrid and the 
environment in which TeraGrid is used, it is not surprising that most users are male and 
highly educated. Although our hypothesis regarding a positive relationship between self-
developed codes and ease of use was not supported, there were strong associations between 
discipline and the nature of the software codes used. The implications of this are that those 
who use third-party codes have a lower barrier to entry, but in the future they may have 
greater issues with portability because they cannot update or improve their codes on their 
own. Conversely, those in computer science or astronomy have a higher barrier to entry, but 
they may have more flexibility at a future point in time. Others have observed, though, that 
the size of community codes can make them difficult to port (Graham et al., 2005). 
Regardless, the types of codes used will affect the appropriate strategy for helping users 
adapt codes to more capable resources, for example.  
 
Almost two-thirds of those surveyed have been using supercomputers in their research for 
three or more years. However, a small proportion have less than one year of experience, 
which may have implications for documentation, training, and/or support, especially if there 
is a regular stream of individuals with little experience becoming new TeraGrid users each 
year. The majority of respondents also find supercomputers to be essential to their research. 
The percentage of respondents who indicated that they use grid computing capabilities is 
surprising based on TeraGrid data on usage modes and on our interview data; both which 
show that grid computing as we defined it is not so common. Based on results from the 
interview portion of this study, respondents likely have different interpretations of what 
constitutes grid computing. Alternately, those who responded to the survey may be more 
likely than others in the sample to use grid computing, although it is not possible to measure 
this based on the data. 

5.2 Nature of Research 

Although many respondents indicated that their fields are highly competitive, an even greater 
number strongly perceive collaboration as important or necessary. These results may point to 
opportunities for new TeraGrid services or enhancements to existing ones. For example, our 
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interviews indicated that those whose primary research method is simulation are interested in 
collaborations with experimentalists. Perhaps there is a role for TeraGrid to play in bringing 
users together and in helping users to support each other as the TeraGrid user population 
grows. 

5.3 User Support and Satisfaction 

Responses to our questions on TeraGrid use revealed patterns that may help guide future 
plans for user support services. TeraGrid is widely perceived as useful. Respondents are 
generally positive, but less so, about the ease of use and availability of facilitating conditions 
for their use of TeraGrid; slightly fewer than half indicated that TeraGrid is easy to use. 
These findings may reflect a lack of clarity about what TeraGrid is due to its newness and to 
users’ propensity to identify themselves with the particular resource provider sites that they 
use rather than with the entire TeraGrid infrastructure. These factors may have made it 
difficult for some respondents to answer questions about their use of TeraGrid. In terms of 
ease of use, it is also the case that supercomputers in general are not easy to use. 
Nevertheless, respondents do use TeraGrid on a regular basis, but more frequent use is 
associated with larger allocation size as one would expect. As Davis and his colleagues 
(1989) noted, "Users may be willing to tolerate a difficult interface in order to access 
functionality that is very important, while no amount of ease of usefulness will be able to 
compensate for a system that doesn't do a useful task." Still, the findings from all data 
collected in the study (survey, interviews, user workshop) show that even frequent users 
would benefit from a system that is easier to use. 
 
Users also make use of TeraGrid support services, and overall this support is viewed 
positively. Those who have used TeraGrid support once or not at all are more likely to be 
neutral about its quality. Frequent users of TeraGrid also tend to use support services more 
frequently, and these more frequent users tend to be the most satisfied with support. 
Frequency of use and high satisfaction with TeraGrid support is also positively associated 
with perceptions of usefulness, ease of use, and facilitating conditions for using TeraGrid. 
These relationships suggest several practical implications for supporting users. For one, a 
user's first contact with support may be crucial. Second, for those who use TeraGrid 
infrequently (e.g., quarterly), TeraGrid might create a list of the five or ten things that most 
people forget or provide customized “startup packages” to make it easier for these users to 
get started or to remind them how to use the system. The helpdesk might also maintain a user 
database so that they are more familiar with the issues facing those who call for support, 
based on these general usage patterns.12 For instance, they could usefully know the user’s 
allocation, research field, past issues, and codes used.13 
 
Curiously, those who perceive themselves to have less experience relative to others in their 
field also contact TeraGrid support less frequently. Because we cannot identify causality, this 

                                                 
12 TeraGrid helpdesk staff  have tools available to query the central database to find out what projects users 
are associated with and where they have accounts. 
13 Knowing the general type of codes used would also help TeraGrid find appropriate people to test new 
grid software and hardware. 
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raises several questions: Do those who consider themselves to have more experience feel that 
they have learned more as a result of talking to TeraGrid support? Are these users more 
confident about contacting TeraGrid support whereas less experienced users feel intimidated 
about doing so? Or is it simply that the self-identified “less experienced” are those with 
smaller allocations and therefore have had less of an occasion to contact support? 
 
The open-ended responses identifying barriers and improvements reinforce some issues 
raised elsewhere in the survey and point to useful avenues for further data collection. 
Concerns with job submission, scheduling, and turnaround could be usefully addressed by 
those developing and enhancing the TeraGrid resources and shared infrastructure. Issues with 
documentation, support, and training echo the responses from those who are less frequent 
users of TeraGrid and should be further explored to identify whether these perceptions are a 
cause of or a consequence of infrequent use. (Although allocations put a hard boundary on 
frequency of use, variability in the size of job submissions means that frequency of use is not 
solely determined by allocation size and therefore might be influenced by improvements to 
the system.) One surprising result is the difference in the order of barriers and improvements 
by frequency of mention. One possible explanation is that users may believe that certain 
improvements can be more readily addressed by the TeraGrid staff. For example, even 
though applications software is the third most popular barrier, it is not a priority for 
improvement; however, it may be that applications software is primarily developed outside 
the scope of the TeraGrid resource providers. Conversely, resource limitations—seen as a 
less pressing barrier—are more within the scope of what TeraGrid (or its funding sources) 
could improve. Likewise, data analysis, backup, processing, and storage along with 
information services are not top areas of improvement, but they appear to be much more 
important than their relative standing among the barriers would suggest, perhaps because 
these are also system limitations more easily controlled by the TeraGrid resource providers. 
 
The positive associations between frequency of use and so many key variables related to 
satisfaction with TeraGrid suggest that if TeraGrid helps infrequent users feel more like 
frequent users, they will likely improve the overall satisfaction of the population of users. 
Because allocations are a limited resource, giving people greater access to resources is not a 
viable option. However, the provision of additional documentation and support systems 
targeted at the new or occasional users could bridge these differences. Differences may also 
be attributable to inadequate knowledge about TeraGrid and what it provides them. Simply 
increasing awareness of the larger system and the role of individual resource providers might 
help users tap into the broader knowledge and support base that is available to them already. 
 
In sum, the population of TeraGrid users is generally satisfied with TeraGrid’s services and 
support, but there is room for improvement, particularly in support of those who—due to 
allocation limitations, unfamiliarity, or perceived barriers—use TeraGrid less frequently. By 
creating an experience for these infrequent users that more closely matches the experience of 
frequent—and satisfied—users, TeraGrid can further improve the perceived quality of its 
offerings. 
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6. Limitations 

This study was necessarily exploratory due to the absence of prior work on which to base 
firm hypotheses regarding factors that affect the needs of TeraGrid users, particularly since 
we expected that differences between users might be hard to detect because of their common 
need for TeraGrid and other high-performance computing resources. The relationship 
between frequency of use and multi-scale items measuring usefulness, ease of use and 
facilitating conditions as well as other variables such as allocation size, were useful, however, 
in teasing apart the needs of users. Scales consisting of only two items typically do not have 
good reliability. This may have contributed to the problems with the scales for personal 
innovativeness and social influence.  
 
We anticipated that many respondents would be confused about why they had been identified 
as TeraGrid users. Although we attempted to mitigate this problem, there is evidence, 
particularly from responses to open-ended questions and to the questions on grid computing 
that users have different perceptions about what TeraGrid is, and this is likely to have 
affected their responses. The degree to which this limits the survey's findings depends on 
how TeraGrid perceives itself in terms of its vision, mission, and goals (see Part I of this 
report).  
 
Finally, the lack of a suitable control population hindered our ability to compare TeraGrid 
users with users of other HPC facilities. This limitation is also a future research opportunity. 

7. Future Work 

To our knowledge, this is the first survey to study the characteristics and needs of users of 
high-performance computing. As such, it provides baseline data on one such population and 
helps to explain factors that affect their use and satisfaction. It would be useful to compare 
users of TeraGrid with users of other grids in the U.S. and elsewhere such as the Open 
Science Grid, the United Kingdom's National Grid Service, or the Distributed European 
Infrastructure for Supercomputing Applications. It would also be informative to compare 
users of TeraGrid with those who use other U.S. facilities of such as DOE or NASA. 
Investigations such as these would generate information on similarities and differences in 
user characteristics and behavior and needs across multiple types of environments that would 
be helpful, for example, in international collaborations, and in developing common strategies 
for user support, training, etc. 
 
Second, as new communities begin to make use of TeraGrid's resources and services, it will 
be important to track changes in the characteristics, behavior, and needs of users. Periodic 
surveys would help TeraGrid to adjust plans and approaches as required to serve new users. 
A challenge for future work will be to find ways to assess the needs of those who will access 
TeraGrid resources through science gateways, and thus, who may not be aware that they are 
using TeraGrid. 
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Appendix A: Cover Letter from UM-SI Research Team 

 
November 29, 2006 
 
ID Number 
Name 
Address 
City State 
 
Dear Colleague: 
  
You have been selected to participate in a study of TeraGrid users funded by the National Science 
Foundation and being conducted by the University of Michigan (UM). TeraGrid is a distributed 
infrastructure that integrates high-performance resources across nine resource provider facilities. These 
resource providers have made some or all of their computing systems available on the TeraGrid. You were 
identified as a TeraGrid user because you use one or more of the resources available on the TeraGrid.  
 
This study is part of a larger effort to better understand how to support the computing needs of scientific 
and engineering research communities. You may not directly benefit from this study; however, the results 
of this effort will help drive the development of future tools and other technologies to support research in 
your field and others. It is not possible for us to understand the relevant factors without responses from 
individuals engaged in a range of activities, which means that your response is very important to us. 
 
As a token of our appreciation for your efforts, please accept the enclosed cash gift. In the next week, you 
will receive an email message from us that contains a link to the survey. Or, you can take the survey right 
now by going to www.teragrid-survey.org and entering the Survey ID#. If you choose to participate, 
you can also sign up to receive a summary of the results via e-mail. If possible, please complete the 
online survey by December 20, 2006. It is very important that you do not pass the survey onto another 
individual since respondents have been scientifically selected. 
 
Your participation in completing the survey is voluntary. You may skip questions, and you are free to 
withdraw at any point. Your responses will be used for research purposes only and will be kept in secure 
locations at the UM. Only primary members of the research team at the UM will have access to these 
data. The information you provide in the survey on the website will be kept confidential. Furthermore, all 
personal information will be presented only in an aggregate form in reports and publications. Individual 
responses will not be identifiable. If you have any questions regarding your rights as a participant in this 
research, please contact: Institutional Review Board, 540 E. Liberty Street, Suite 202, Ann Arbor, MI 
48104-2210, Tel: 734-936-0933, email: irbhsbs@umich.edu. 
 
Thank you in advance for taking time to complete this important survey. If you have additional questions 
or concerns, please contact us via e-mail at teragrid-survey@umich.edu or by calling 734-764-1865. 
 
Sincerely,  

  
Ann Zimmerman, PhD Thomas A. Finholt, PhD 
Research Investigator Director, Collaboratory for Research on Electronic Work 
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Appendix B: Letter from TeraGrid Director 
  
November 27, 2006 
 
Dear TeraGrid User: 
 
I want to bring to your attention a study being conducted by Ann Zimmerman and Tom Finholt, 
researchers at the University of Michigan’s School of Information. They are analyzing how high 
performance computing in general—and TeraGrid more specifically—can best support your 
research needs. This survey will be administered to a group of approximately 1,000 scientists and 
engineers across the United States. I strongly encourage you to take 15-20 minutes to complete 
this survey.  
 
This study is supported by the National Science Foundation through a grant to the University of 
Michigan’s School of Information and is part of a larger study to better understand researchers’ 
requirements for high-performance computing. The results of this survey will directly influence 
these efforts and will have important implications for users of TeraGrid as well. 
 
As the Director of TeraGrid, I am excited about the potential of this study to provide information 
that will enable scientists and engineers to conduct research in new ways. As TeraGrid continues 
to grow and evolve, we want to make sure that the services and resources that we are developing 
and providing are best suited to meet the needs of the larger research community. To learn more 
about the TeraGrid project, visit teragrid.org.  
 
Again, I hope that you will take some time to participate in this important study. 
 
Sincerely yours,  
 
 
 
Charlie Catlett 
Director, TeraGrid, Grid Infrastructure Group 
Senior Fellow Computation Institute 
University of Chicago/Argonne National Laboratory 
 
 
TeraGrid is coordinated through the Grid Infrastructure Group (GIG) at the University of Chicago, working in partnership with 
nine Resource Provider sites: Indiana University, Oak Ridge National Laboratory, National Center for Supercomputing 
Applications, Pittsburgh Supercomputing Center, Purdue University, San Diego Supercomputer Center, Texas Advanced 
Computing Center, University of Chicago/Argonne National Laboratory, and the National Center for Atmospheric Research
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Appendix C: Survey Instrument 

 
Welcome 

You have been selected to participate in a study of TeraGrid users funded by the National Science 
Foundation and being conducted by the University of Michigan (UM). This survey is part of a larger 
effort to better understand how to support the computing needs of scientific and engineering research 
communities. We greatly appreciate your taking 15-20 minutes to share your opinions with us. 
 
TeraGrid is a distributed infrastructure that integrates high performance resources across nine resource 
provider facilities. You were identified as a TeraGrid user because you use one or more of the resources 
available on the TeraGrid.  
 
Your participation in completing this survey is voluntary. You may skip questions, and you are free to 
withdraw at any point. Your responses will be used for research purposes only and will be kept in secure 
locations at the UM. Only primary members of the UM research team will have access to these data. 
Furthermore, any personal information will be presented only in an aggregate form in reports and 
publications. Individual responses will not be identifiable. If you have any questions regarding your rights 
as a participant in this research, please contact:  
 
Institutional Review Board 
540 East Liberty Street, Suite 202 
Ann Arbor, MI 48104-2210 
Tel: 734-936-0933 
E-mail: irbhsbs@umich.edu 

 
 
Field of Research 

1. Please select the area of science that most closely represents your research 

□ Astronomy     
□ Biological Science            
□ Chemistry             
□ Computer Science                    
□ Engineering                             
□ Geoscience                             
□ Mathematics                            
□ Materials Science                    
□ Physics                                    
□ Social Science                         
□ Other (please specify) 
 
2. Please select the category that best describes your research approach. 

□ Theoretical/Analytical    
□ Experimental/Observational   
□ Simulation/Modeling   
□ Other (please specify)  
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General Technology Use 

3.  Which of the following computer resources do you use? Please check all that apply. 

□ local workstation 
□ local cluster (less than 64 processors) 
□ local cluster (65-128 processors) 
 
Please indicate the extent to which you agree with the following statements with regard to the use of 
information technology to support your research. For the purpose of this survey, information technology 
is defined as the use of computers to process, store, retrieve, and transmit information. 
 
4. Among my peers, I am usually the first to try out new information technology. 

□ Strongly Agree   
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
5. In general, I am hesitant to experiment with new information technology. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 

 
Nature of Research Field 

Please indicate the extent to which you agree with the following statements. 
 
6. Researchers in my field typically work alone. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
7. In my field, most major research advancements are made by individuals working alone. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
8.  The competition for prizes or widespread recognition in my field is intense. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
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9. In addition to my collaborators, I feel safe in discussing my current work with other persons doing 
similar work. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
10.  I am concerned that the results of my current research might be “scooped” by other researchers 
working on similar problems. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 

 
 
Research Collaboration 

Please indicate the extent to which you agree with the following statements. 
 
11. Collaboration is necessary in my field. 
□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
12. Collaboration is useful in solving research problems that are of interest to me. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 

13. Collaboration allows me to access people with expertise that are helpful to me. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
14. Collaboration allows me to access resources (e.g., computers, instruments, data) that I could not 
otherwise use. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
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15. Other researchers in my field who do collaborative work are successful in their research careers. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 

 
 
Supercomputer Use 

This section asks about your use of supercomputers. For the purpose of this survey, supercomputers refer 
to those computing systems (hardware, software, and applications) that, at a given point in time, provide 
close to the best achievable sustainable performance on demanding computational problems. In answering 
the questions in this section, please consider all supercomputers you have used and not only those 
available on the TeraGrid. 
 
16.  When did you first begin to use supercomputers in your research? 

□ Less than 1 year ago 
□ 1-2 years ago 
□ 3-4 years ago 
□ 5+ years ago 
□ Not applicable 
 
17. In comparison with others in your field, how would you rate your experience in using supercomputers 
to achieve desired outcomes in your research? 

□ Not experienced at all 
□ Somewhat experienced 
□ Experienced 
□ Very Experienced 
□ Extremely Experienced 
□ Don’t know 
 
18. Please indicate the extent to which you agree with the following statement. 

Supercomputers are necessary to answer research questions of interest to me. 
□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
19. Please select the response that best describes the codes that are most important to the achievement of 
your research goals. 

□ Third-party software (e.g., commercial software, community codes) 
□ Third-party software, augmented with routines or libraries written by you or your group 
□ Codes developed by you or your group, augmented with third-party routines or libraries 
□ Codes developed entirely by you or your group 
□ Not applicable  
□ Don’t know 
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20.  Besides TeraGrid, do you currently have access to supercomputer resources through any of the 
following? Please check all that apply. 

□ Department of Defense (DOD) 
□ Department of Energy (DOE) 
□ National Aeronautics and Space Administration (NASA) 
□ National Center for Atmospheric Research (NCAR) 
□ Open Science Grid (OSG) 
□ State or regional supercomputer center 
□ Your institution’s supercomputer system or facility 
□ Not applicable 
□ Don’t know 
□ Other (please specify) 
 
21.  Which of the following supercomputer resources do you need for your research? Please check all that 
apply. 

□ Computer systems 
□ Data collections 
□ Data management tools 
□ Documentation 
□ Persistent online storage 
□ Training and tutorials 
□ User services support 
□ Visualization software 
□ Visualization servers 
□ Other (please specify) 

 
 
Grid Computing 

This section asks about your use of grid computing. For the purpose of this survey, grid computing is 
defined as a hardware and software infrastructure that enables users to apply the resources of many 
computers to a single problem. 
 
22.  Do you currently use grid computing capabilities? 
□ Yes   (continue with questions 23-27) 
□ No    (continue with questions 28-30) 
□ Don’t know (continue with questions 28-30) 

 
 
Grid Computing Continued 

For the purpose of this survey, grid computing is defined as a hardware and software infrastructure that 
enables users to apply the resources of many computers to a single problem. 
 
23.  Have you used TeraGrid resources in your grid computing work? 

□ Yes  
□ No 
□ Don’t know  
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24.  How would you describe your use of grid services or software (e.g., Globus Toolkit, Condor, 
GridShell) in the past year? 

□ Have used grid tools in production runs 
□ Have started to experiment with grid software in test runs 
□ Have heard about and investigated capabilities offered by grid services or software 
□ Don’t know 
□ Not applicable 
□ Other (please specify) 
 
Please indicate the extent to which you agree with the following statements with regard to grid 
computing. 
 
25. I expect my usage of grid computing to continue in the future. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
26.  Overall, I find grid computing useful in my research. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
27.  It is easy for me to become skillful at grid computing. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 

 
 
Grid Computing Continued 

For the purpose of this survey, grid computing is defined as a hardware and software infrastructure that 
enables users to apply the resources of many computers to a single problem. 
 
28.  I would find grid computing useful in my research. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
□ Don’t know 
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29.  I would find it easy to become skillful at grid computing. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
□ Don’t know 
 
30.  During the next 6 months, I plan to experiment with grid computing in my research. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
□ Don’t know 

 
 
Use of TeraGrid 

This section seeks your general opinions about your use of TeraGrid. In the sections that follow this one, 
you will be asked for more specific information about your use of TeraGrid. For the purpose of this 
survey, TeraGrid use is defined as the utilization of any TeraGrid compute resources and non-compute 
resources (e.g. data storage and management, servers, networks, visualization, and tools and software). 

 
31.  Please indicate the extent to which you agree with the following statements with regard to TeraGrid. 
 
 Strongly 

Agree      
Agree Neutral  Disagree     Strongly 

Disagree 
Not 
applicable 

Use of TeraGrid enables me to 
accomplish research tasks more 
quickly. 

      

Use of TeraGrid increases my 
research productivity. 

      

Use of TeraGrid is important to 
help me achieve my career goals. 

      

Overall, I find TeraGrid useful in 
my research. 
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32.  Please indicate the extent to which you agree with the following statements with regard to TeraGrid. 
 
 Strongly 

Agree 
Agree Neutral  Disagree     Strongly 

Disagree 
Not 
applicable 

It is easy for me to become skillful 
at using TeraGrid. 

      

It is easy for me to get help from 
TeraGrid support when I need it. 

      

I find it difficult to get TeraGrid to 
do what I want it to do. 

      

Overall, I find TeraGrid easy to 
use. 

      

  
33.  Please indicate the extent to which you agree with the following statements with regard to TeraGrid. 
 
 Strongly 

Agree 
Agree Neutral  Disagree     Strongly 

Disagree 
Not 
applicable 

A specific person (or group) is 
available to assist me in using 
TeraGrid. 

      

Up-to-date documentation on the 
software that I need to accomplish 
my work on TeraGrid is available 
to me. 

      

Guidance is available to me in the 
selection of TeraGrid resources. 

      

Other people I work with think I 
should use TeraGrid. 

      

Researchers in my field who use 
TeraGrid have more prestige than 
those who do not use TeraGrid. 

      

 

34.  On average, how frequently have you used TeraGrid in the past year? 

□ Daily 
□ Weekly 
□ Monthly 
□ Quarterly 
□ Twice 
□ Once  
□ Never 
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35.  Approximately how many times have you contacted TeraGrid support in the past year? 

□ None 
□ Once 
□ 2-5 times 
□ 6-10 times 
□ More than 10 times 
 
36.  Please rate your satisfaction level with the TeraGrid support received in the past year. 

□Extremely Satisfied 
□ Satisfied 
□ Neutral 
□ Dissatisfied 
□ Extremely Dissatisfied 
□ Not applicable 
 
37.  Are you affiliated with a Science Gateway project that has a TeraGrid allocation? 

□ Yes 
□ No 
□ Don’t know 
 

38.  Are you currently or have you previously been affiliated with a TeraGrid ASTA (Advanced Support 
for TeraGrid Applications) project? 

□ Yes 
□ No 
□ Don't know 
 
Please indicate the extent to which you agree with the following statement. 

39.  I identify myself as a TeraGrid user. 

□ Strongly Agree 
□ Agree 
□ Neutral 
□ Disagree 
□ Strongly Disagree 
 
40.  What are the two most significant barriers you have encountered in your use of TeraGrid? (Each line 
is limited to 175 characters. 
 
 
41.  What would make TeraGrid more useful to you? Please list the two things that are most important to 
you (e.g. services, functions, tools, policies, etc.) (Each line is limited to 175 characters.) 
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Demographic Information 

42.  Which of the following best describes your current professional status? 

□ Assistant Professor 
□ Associate Professor 
□ Professor 
□ Junior Research Scientist 
□ Senior Research Scientist 
□ Research Programmer 
□ Research Assistant 
□ Postdoc 
□ Graduate Student 
□ Undergraduate Student 
□ Other (please specify) 
 
43.  What kind of institution are you affiliated with? 

□ Research university (PhD granting institution) 
□ Teaching university or college 
□ Government agency 
□ Nonprofit organization 
□ Commercial business or service provider 
□ Other (please specify) 
 
44.  What is the name of the institution you are affiliated with? 
 
 
45.  What is the highest academic degree you have obtained? 

□ Bachelor’s 
□ Master’s 
□ PhD or equivalent 
□ Other (please specify) 
 
46.  In what year did you obtain your highest degree? 
 
47.  What is your gender? 

□ Male 
□ Female 
 
48.  In what year were you born?  
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Appendix D: Responses to Open-Ended Questions 

The survey included two open-ended questions. One asked respondents to the name the most 
significant barriers they had encountered to their use of TeraGrid (Q40), and the other requested 
suggestions for things that would make TeraGrid more useful to them (Q41). Responses were 
analyzed and grouped according to fourteen types of barriers and the same number of categories of 
improvements. A sample of responses in each coded category to the question regarding barriers is 
given below. This is followed by things that respondents noted would make TeraGrid more useful to 
them as regards the top 3 barriers to TeraGrid: job turnaround time; documentation, support, and 
training, and applications software. Most of the suggested improvements in each category were 
opposing statements to the given barriers. For example, a common suggestion to improve lengthy 
waits in the queue was to find ways to shorten queue times. We do not list this type of response 
below. Instead, we focus on more substantive improvements made by respondents.  
 
Job submission, scheduling, and turnaround 

Barriers 

Long queue times!!!!!!!!!!!!!!!!!!!!!!  

Queue is slow/clogged especially close to major holidays 

After I submit my job I have to wait too much time for my job to run. For example, my job takes just a 
day, but I have to wait more than one week after submitting my job 

Queue backups: This not only hinders production but is also extremely detrimental to model 
development. 

Since October 2006, queue waits for 96-hour jobs have been 14-21 days! 

Jobs stay queued up for a long time (weeks at times) mainly because TOOOOO many processors 
are perpetually engaged in executing priority jobs 

I need to run many small, relatively short simulations (i.e. 8-16 processors per job), but there doesn't 
seem to be a queuing system on NCSA appropriate for this. 

Long queue times/not enough processors 

Queuing system will halt sometimes 

Lack of a real test queue 

Too many single processor/serial jobs slowing throughput on the system 

Priority given to larger jobs versus small ones 

Lack of support for medium-sized (~64-processor) jobs 

Limitation in number of jobs that can be submitted to queue (Machines are set up for large parallel 
jobs rather than many independent runs, which I need.) 

Queue penalty for requesting long run times 

The fact that I have to be in the queue for a long time and after that send my work several times to 
get it all done. In my cluster I run the whole work once; in TeraGrid I run the job in pieces. 

Suggestions  

Knowing how the batch system works 

Automated co-scheduling 

Some way to submit jobs to a single queue for execution on multiple systems (of same architecture). 

A tool that identifies the shortest queue in my available TeraGrid resources 

Jobs terminated abruptly due to system crashes should have highest priority when resubmitted. 
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Documentation, support, training 

Barriers 

Had no idea what I was doing 

I am extremely busy and have little time to learn necessary details. 

Enough dedicated time (I teach at a PUI) to access and learn how to use TeraGrid 

Finding the time to make good use of the resources 

Getting started−different environments on different systems 

Understanding the complexity of TeraGrid 

Learning commands 

Getting my graduate students to learn the ropes 

New students working on my research team must train themselves on how to use the system 

Going to help@teragrid.org vs. help at the local computing center 

Cannot ask questions face-to-face 

Lack of real-time technical support 

Lack of homogeneity in user support with some very good and some not so good advice 

It’s hard to find the appropriate cluster I want to use 

Figuring out what resources were available 

The lack of on-line documentation 

Lack of up-to-date online information regarding installed software, libraries, and compilation 

Poor online help 

Simpler web site needed 

Navigating through the web pages to figure out how to set up a passkey to access IU systems 

Learning how batch jobs function on the clusters 

Learning curve associated with Grid middleware (Globus, etc.) 

Apparent complexity of system software has made me reluctant to experiment with Grid computing 

It’s hard to figure out how to send jobs to the grid to run anywhere and not just at a particular site. 

Support for third-party products (i.e., Intel compiler) 

Parallel computing knowledge 

My own programming abilities 

Suggestions 

An introduction to TeraGrid (how to use it, how to use it efficiently, etc.) 

Training seminar/courses/online tutorials on using the system 

Tutorials on how to use the software tools installed on each site (i.e., step-by-step instructions and 
working example code 

Better documentation on how to use the third party software installed on TeraGrid resources. For 
example, location of scripts to run these programs if they exist, scratch space location. 

More up-to-date documentation on Gridshell 

More up-to-date web pages describing new machines, incorporating user experience 

If there were an interface where I could submit job exactly as I do locally, but to a port that is 
'TERAGRID' or something straightforward 

Example code 

More case studies on scientific software 

Public folder with examples (can also be from users of TeraGrid) 
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Applications software 

Barriers 

Initial software set-up 

Porting software to specific TeraGrid machines 

Front end vectorization of our code 

Getting software working correctly 

Parallelization of in-house codes 

Modifying our home-grown simulation tools to work successfully in a grid environment 

Difficult to use CHARMM on TeraGrid 

The difficulty to have custom versions of NAMD running 

The need to rewrite code for checkpointing 

Commercial software (for computational simulations) is not supporting the kind of operating systems 
of some supercomputers. 

Availability of commercial software 

Availability of compiled 'standard' software 

Lack of updates as to new software packages 

Trying to figure out how to run third-party software on TeraGrid 

Poor third-party software management, poor maintenance of third-party software 

Lack of easy to use parallel MATLAB interface 

Parallelization of third-party codes 

Getting an open-source application to run successfully 

Software scalability 

Suggestions 

A service to help adapt my existing scripts for use on TeraGrid 

Support and provide graphical interface tools for running community codes 

Short job scripts for different software (NSchem, GROMACS, NAMD, Gaussian) 
 

System availability, performance, and stability and network speed and performance 

System stability issues 

BlueGene hardware and stability issues 

Platform instability 

Intermittent machine reliability 

Cluster downtime 

gpfs reliability on the IA-64 cluster 

Unavailability of certain machines due to maintenance all the time 

Interruption to work due to computer crashes 

Machine crashes have resulted in pushing jobs all the way down in queues. 

If a job is not finished, everything is lost. 

Network speed is not high enough. 

Remote network connection speed 

Insufficient access to TG networks and supporting hardware to drive high-volume data transfers 
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Programming tools (compilers, debuggers) 

Compiler differences on machine. 

Not the best compilers in the more appropriate nodes 

The compiler and linker guidance for some important software, e.g. NAMD, CHARMM are not 
available at some TERAGRID slots. 

I often compile with g77 my codes. TeraGrid, I think, doesn't support it. 
Manuals on compilers 

Some differences between the compilers and the internal representation of numbers in TeraGrid 
respect to other computers used by me that implied different results in computations. 

Very long compile times on login nodes 

Remote debugging of our parallel codes is hard. 

The difficulties in debugging my code on the system 
 

Resource limitations (lack of CPUs, memory, disk, storage) 

More CPUs 

Memory limitations of each processor 

Lack of accessible nodes with large enough shared memory 

The 1 GB memory barrier does not allow me to debug large programs quickly 

My jobs require hundreds of GB of memory, hundreds of processors, and terabytes of disk space 

The difficulty in running a large problem with a limited home directory 

The availability of more high-SMP machines would be useful 

Storage is very limited 

Small home disk quota 

Limited hard disk space 
 
Run time limitations 

Time limit 

The 18 hours time limit 

Each job only can run 12 hours but the initialization needs 1 hour for the large dataset. 

Time limit per job was/is set to 18 hours. This reduced the range of sensible ab-initio calculations 
tremendously. 

The walltime limit in the script is not quite the real walltime limit of the run. 

After the job is running, I cannot extend the time limit from 48 to 100 hours 

Getting ability to run continuously for extended time− weeks 

The unavailability or difficulty in getting access to long-time (say 5 days) jobs 

18 hour limit for each submission, when longer (50+ hrs) simulation is needed 

Modifying software to accommodate runtime limits 
 
Heterogeneity of resources and RPs 

Different operating systems and architectures 

The heterogeneous environments of the various centers. For example: different queues, different 
policies, different submission software (e.g., PBS, mpirun) 

Each system has a different procedure for submitting jobs and for storing data in long-term storage. It 
would be easier to learn and use if all were the same. 

Managing my knowledge of all the queuing systems, system environments unique to each machine 

Learning unique aspects of each system 
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The servers do not have a unified user interface. I have to learn how to use it each time I switch to a 
new server. 

Non-uniform rate structures 

Different login procedures at different sites 

Different library locations/versions on each machine 

Lack of conformity between platforms event to the extent of accounts 

Inconsistent development environment 

Maintenance of different archival areas 

It is unclear how data is shared (if at all) between TeraGrid sites 

Difficulty in making sense of available resources. (TeraGrid is loosely organized; making it hard to 
become skilled on more than one available machine.) 

The software stack available: I’m using a large package and to install it on different machines is too 
much effort. 

Constantly changing APIs and incompatible versions causing extra work just on implementing my 
scripts and preventing me from spending that time on research 

 
Other software issues (including system software, grid tools, libraries) 

It is hard to find the location of the library that I need. (ex. parallel HDF5) 

Unsupported libraries or tools 

gridftp protocols are pretty opaque and have syntax that is too arcane 

Tools for inter-site work and transfers are overly cryptic. 

Lack of stable, robust and standard grid computing software 
 
Allocations 

Bureaucratic overhead 

Limited allocation  

The complicated and slow allocation process 

Applying for compute time is a time-consuming process. 

Allocation process is slow and demanding. 

Writing proposals -- lots and lots of work to actually write these 

Others’ hesitation in applying for allocations 

My grant allocation was 1/3 less than what I proposed. 

Having proposals reviewed once for science, then a second time, by non-experts, for computing 
allocation. 

CPU allocation limited or denied due to lack of benchmarking demonstration 

It's not easy to get the Medium Resource Allocations after I used up the Development Allocations. 

Allocation of more hours for researchers who need them would improve efficient use of the TeraGrid 
resources. 

Access to TeraGrid should be open to everyone who needs it. 
 

Accounts, authentication, security 

Multiple login names 

Complex login management procedures; difficult to reset password once the original expires 

Username differences 

Don’t like the portal for adding new users 

Understanding how to obtain passwords, log in, and configure accounts 
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Getting username and password through mail 

Passwords that were mailed to me were incorrect 

Getting account 

Setting accounts 

Availability and consistency of account information 

Inability to easily track allocation depletion per day on a per RP basis. A historical report should be 
easy to acquire 

Passwords/ssh keys/certificates 

Getting certificate 

Firewall policies make it difficult to connect TeraGrid resources to non-TeraGrid resources 

Security is important, but it is the biggest issue for user to access resources easily. In fact, it is not so 
important in research areas (personal opinion). 

Grid security: ssh and scp work so much better, when you run jobs for months you can't be renewing 
certificates all the time. Have the people who design this software ever done a big calculation? 

 
Data management, movement, analysis, and storage 

Data management 

Large amount of time it takes to write data to files, save/get them from storage, etc. 

Slow file transfers to/from sites and hard-to-use file transfer capabilities 

Inability to transparently move data between TeraGrid sites 

Narrow bandwidth for data transfers 

Manually transferring data consumes a lot of time 

Tansfer of large datasets across multiple sites 

Difficulty to visualize results on TeraGrid machines 

Limited nodes for post-processing, visualization 

Lack of data analysis applications available 

Managing workflow on all the machines simulataneously (especially data processing and storage) 

Data storage policies: How much storage can I use and for how long? 

Persistent storage 
 
Information services (Most of the responses in this category simply said “services.”) 

Services  

Accurate updating on the TeraGrid User Portal 

A more detailed and transparent queue status information system 

Not so many emails but maybe just a webpage, which gives current stage of different computers 
(down, up, under maintenance, etc.) 

Universal monitoring system 

If there are any users occupying most of the slots, I hope the information will be available to other 
general users 

 
Usefulness of TeraGrid 

Not clear need for it in current research 

Lack of knowledge of possibilities 

I do not see how it would enhance my research productivity or that of my group. 

I'm not sure that it would really benefit my research. What I need is a fast computer with lots of 
memory. It's not clear that my productivity would improve by using distributed resources. 
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Fear of switching to something different than traditional supercomputing resources 

Inertia (things work now - why change?) 

If one has 100 processors, but 100 people want to use it, there is no advantage to using TeraGrid. 

It is not clear to me why there is a need to have grid resources (with respect to traditional 
supercomputers). 

I use NCSA machines, but know little about TeraGrid. I know that the NCSA machines are part of 
TeraGrid. That is about it. 

 

 
 
 


