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Abstract

Interpretation of semantic propositions in free-text documents such as MEDLINE citations would provide valuable support for

biomedical applications, and several approaches to semantic interpretation are being pursued in the biomedical informatics commu-

nity. In this paper, we describe a methodology for interpreting linguistic structures that encode hypernymic propositions, in which a

more specific concept is in a taxonomic relationship with amore general concept. In order to effectively process these constructions, we

exploit underspecified syntactic analysis and structured domain knowledge from theUnifiedMedical Language System (UMLS). After

introducing the syntactic processing on which our system depends, we focus on the UMLS knowledge that supports interpretation of

hypernymic propositions. We first use semantic groups from the Semantic Network to ensure that the two concepts involved are

compatible; hierarchical information in theMetathesaurus then determines which concept is more general and which more specific. A

preliminary evaluation of a sample based on the semantic group Chemicals and Drugs provides 83% precision. An error analysis was

conducted and potential solutions to the problems encountered are presented. The research discussed here serves as a paradigm for

investigating the interaction between domain knowledge and linguistic structure in natural language processing, and could alsomake a

contribution to research on automatic processing of discourse structure. Additional implications of the system we present include its

integration in advanced semantic interpretation processors for biomedical text and its use for information extraction in specific do-

mains. The approach has the potential to support a range of applications, including information retrieval and ontology engineering.

Published by Elsevier Inc.
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1. Introduction

Biomedical information management applications

involving text either retrieve documents or extract in-
formation. Enabling technologies include word-based

statistical methods and semantic processing to identify

concepts and relations. Although statistical methods

provide considerable success, improvement is needed.

Semantic predications identified in MEDLINE1 ci-

tations on top of methodological search filters [1]
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increase the precision of retrieved citations [2]. For ex-

tracting information from text (concepts or relation-

ships), statistical and pattern matching approaches have

been attempted, but symbolic natural language pro-
cessing has generally been more successful [3–10].

In response to these considerations, a number of re-

searchers in biomedical informatics are examining the

use of natural language processing for a range of appli-

cations, including medical knowledge acquisition, med-

ical literature indexing and searching, automatic coding

of clinical text, and processing molecular biology infor-

mation (see [11,12]). Providing high quality results (in-
cluding semantic propositions) with accuracy in the

general case remains a matter for investigation, however.

In this paper, we propose a detailed analysis of the

hypernymic proposition in English, a structure which

mail to: tcr@nlm.nih.gov
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has not previously been the focus of extensive semantic
interpretation methodologies. We investigate the pro-

cessing of this structure as a way of improving a par-

ticular approach to semantic interpretation that supports

enhanced access to biomedical documents and infor-

mation. The hypernymic proposition involves two con-

cepts that are in a taxonomic (�ISA�) relationship, one
semantically more specific, the hyponym, and the other

more general, the hypernym. This is illustrated by the
relationship between modafinil (hyponym) and stimulant

(hypernym) in the sentence modafinil is a novel stimulant

that is effective in the treatment of narcolepsy. This se-

mantic structure appears frequently in scientific text and

appears to function as a discourse phenomenon for ac-

commodating the flow of new and old information.

Our proposal for identifying and interpreting hyp-

ernymic propositions is devised as an addition to a
general knowledge-based semantic interpreter (called

SemRep) that uses underspecified syntactic analysis and

structured domain knowledge from the UMLS to

identify semantic predications in biomedical text. Sem-

Rep has been used for processing coronary catheteri-

zation reports [13], extracting molecular biology

information from the research literature [14,15], and

identifying drug therapies in MEDLINE citations [16].
Currently, when interpreting the sentence above,

SemRep identifies the semantic proposition ‘‘Stimulants

TREATS Narcolepsy.’’ Although this is correct, it

would be more useful to identify ‘‘Modafinil’’ (hyponym

of ‘‘Stimulant’’) as the semantic subject of TREATS in

this sentence. The program discussed in this paper

(called SemSpec) determines that ‘‘Modafinil’’ is a

hyponym of ‘‘Stimulant’’ in this sentence and thus
supplies the information that SemRep needs to provide

the more precise semantic interpretation. These semantic

propositions can potentially serve as MEDLINE in-

dexing terms to support high-precision results from

search queries such as ‘‘List all immunomodulators used

to treat Crohn�s Disease.’’

The research discussed here serves as a paradigm for

investigating details of the interaction between domain
knowledge and linguistic structure in natural language

processing, and could also make a contribution to re-

search on automatic processing of discourse structure

and ontology engineering as well as information ex-

traction in specific domains, such as pharmacology.

In the remainder of the paper, we first review research

on natural language processing in the biomedical do-

main. Then, after introducing the permissible syntactic
configurations encoding hypernymic propositions, we

focus on the UMLS knowledge that supports the in-

terpretation of these propositions and provide a brief

overview of the SemRep approach to semantic inter-

pretation. The Methods section concentrates on the

SemSpec program. Finally, we describe a preliminary

evaluation of the effectiveness of this processing and
discuss improvements needed and directions for future
work.
2. Background

2.1. NLP in the biomedical domain

Several research groups are developing and applying
natural language processing methodologies in biomedi-

cal informatics, and systems vary along several dimen-

sions. The complexity of natural language dictates that

semantic interpretation be focused in scope, typically by

domain of discourse; many applications are designed to

interpret clinical text of a certain type, for example

discharge summaries or imaging reports, such as chest

X-rays or mammograms. The majority of this work is
knowledge based, and the specific domain guides the

type and amount of knowledge used [17]. Often this is

drawn from existing resources, such as the Unified

Medical Language System (UMLS) [18] or the GALEN

ontology [19], but several systems rely solely on locally

developed knowledge bases. Further, system restrictions

may be imposed on the basis of syntactic structure; some

process only noun phrases or just those phrases covered
by a semantic grammar. Finally, various linguistic for-

malisms are used, including semantic grammars, definite

clause and dependency grammars, as well as bottom-up

chart parsers. Below, we discuss some of the NLP sys-

tems developed in the biomedical domain. (For more

comprehensive reviews, see [11,12].)

MedLEE [20,21] builds on semantic models derived

from the linguistic string project (LSP) [22] and is guided
by a semantic grammar that consists of patterns of se-

mantic classes, such as degree + change+ finding, which

would match mild increase in congestion. These classes

are defined in a semantic lexicon, and Friedman et al.

[23] discuss use of the UMLS in constructing such a

lexicon. MedLEE has been evaluated for several clinical

applications [5,24,25].

The AQUA system [26] was developed to interpret
natural language queries issued by users to an infor-

mation retrieval system. The parser uses standard defi-

nite clause grammars enhanced by an operator

grammar, with the support of a semantic lexicon com-

piled from the UMLS Metathesaurus and Semantic

Network. The final semantic representation is in the

form of conceptual graphs. Although AQUA was de-

veloped for clinical queries, it has recently been applied
to clinical data and MEDLINE citations, which are

ranked based on a conceptual graph-matching algo-

rithm [2].

The RECIT system [27] concentrates on processing

noun phrases and is composed of a proximity processor,

a typology of concepts, a dictionary with syntactic and

semantic information, a set of conceptual relationships,
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and a set of canonical concepts. The semantic infor-
mation relies on the model developed by the GALEN

project [28].

Rosario et al. [10] describe an approach to the se-

mantic interpretation of noun phrases and nominal

compounds based on the semantic information con-

tained in a large lexical hierarchy, the National Library

of Medicine�s Medical Subject Headings (MeSH). Part

of the challenge addressed by their research is to deter-
mine the possible semantic relations that can obtain

among the components of a nominal construction.

SymText [29] uses probabilistic Bayesian networks to

represent semantic types and relations. Syntactic

knowledge comes from augmented transition networks,

and the system depends on a set of reports to train the

network for a specific medical domain. SymText has

been evaluated for clinical applications [6,30,31]. In a
recent upgrade to SymText (called MPLUS) Bayesian

networks are represented in an object-oriented format

and a bottom-up chart parser provides syntactic analy-

sis. In addition, MPLUS uses an abstract semantic

language to link Bayesian network types to each other in

a predication format [32].

The MENELAS system [33] is a multilingual text

understanding system (French, Dutch, and English)
built to extract information from patient discharge

summaries. Domain knowledge resides in a locally de-

veloped ontology, and linguistic relations are projected

to the reference model using morphosyntactic analysis.

Output is in the form of an annotated parse tree that is

subject to a semantic analyzer that heuristically selects

the best representation using a semantic lexicon and

semantic rules. MENELAS was evaluated for coding a
subset of discharge summaries [34].

Hahn et al. [35] have developed a natural language

processor called MEDSYNDIKATE to automatically

acquire knowledge from medical reports. Grammatical

knowledge comes from a lexicon and a fully specified

dependency grammar. Conceptual knowledge comes

from a locally developed ontology that consists of a set

of axioms for concept roles with corresponding type
restrictions for role fillers. In addition to sentence level

analysis, MEDSYNDIKATE uses a centering algorithm

to resolve anaphoric expressions at the discourse level

[36]. The system has recently been evaluated for se-

mantic propositions in sample medical texts [37].

Our approach to natural language processing differs

from those described here in two major ways: the lin-

guistic formalism used and the source of the domain
knowledge. As will be seen below, syntactic structures

are represented by two mechanisms, a shallow categorial

parser and an underspecified dependency grammar. It

should be noted that although these are both incom-

plete, they apply to English syntax in general and are not

crafted for the biomedical domain. The domain

knowledge for our system is taken directly from the
UMLS rather than being compiled manually. Although
the UMLS knowledge sources were not intended as

ontologies and will not ultimately support extensive in-

ferencing without enhancement, the breadth of coverage

they provide supports the application of our system to a

variety of medical subdomains with a minimum of ef-

fort.
2.2. Linguistic structure of hypernymic propositions

Before describing the way in which we automatically

interpret the hypernymic proposition in our system, we

provide some general discussion of this phenomenon

based on examples seen in a study of MEDLINE cita-

tions pertaining to treatment (mostly drug therapy).

Although the structure types encountered (and ad-

dressed in this study) are not exhaustive, they constitute
a useful illustrative sample.

A hypernymic proposition is a semantic structure in

which two concepts, a hyponym and a hypernym, are in

a taxonomic relation. In English, there are three major

syntactic strategies for encoding such a proposition:

with verbs, appositives, or nominal modification. We

provide a few examples of these structures culled from

our sample.
In configurations involving verbs, the specific concept

is most often represented by a noun phrase that is the

subject of be and the general is represented by its com-

plement.

(1) Nimodipine is an isopropyl calcium channel blocker

which readily crosses the blood–brain barrier.

Verbs other than be, such as remains, are occasionally

seen in this structure.

(2) Amoxicillin remains a reliable first-choice antibiotic

in the treatment of lower respiratory infections.

The appositive structure consists of two noun phrases

occurring next to each other. There are variations on

how the second noun phrase is marked; it can be set off
by commas (the second does not always appear), pa-

rentheses, or lexical items such as including, such as, and

particularly.

(3) Arginine, a semiessential amino acid, has been shown

to increase wound collagen accumulation in rodents
and humans.

(4) From the time of extubation, patients had access to

an opioid (oxycodone) via a patient-controlled anal-

gesia device.

(5) Non-steroidal anti-inflammatory drugs such as indo-

methacin attenuate inflammatory reactions.

Hearst [38] reports on other appositive patterns that

encode hypernymic propositions (although she does not

address the general interpretation of these propositions).

Examples include works by such authors as Herrick,
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Goldsmith, and Shakespeare, in which the hypernym
precedes and is marked by such, while the hyponym

follows marked by as. She also reports on coordinate

structures in which the initial members of the con-

struction are hyponymic to the final member, which is

marked by other: temples, treasuries, and other important

civic buildings. We have so far not addressed these pat-

terns, since we did not encounter them in the sample

used to develop our system. They could be accommo-
dated without major effort.

In nominal modification, both concepts in a hyp-

ernymic proposition may be represented in the same

simple noun phrase. In such instances, either the general

or the specific may be represented by the head of that

noun phrase, while the modifier represents the other

argument.

(6) The anticonvulsant gabapentin has proven effective

for neuropathic pain.

(7) An increase in blood pressure was also seen in pa-

tients who were taking adjunctive antihypertensive

medications prior to withdrawal of omapatrilat.

Based on a sample of approximately 1000 sentences

containing hypernymic propositions, the relative fre-

quencies of the syntactic structures we encountered are

as follows. About 20% are encoded as arguments of

verbs (most frequently be); somewhat under 40% appear

as appositives (of all types); finally, somewhat over 40%

are found as modifier and head in the simple noun
phrase. For a more detailed analysis of the distribution

of the structures we encountered, see Section 4.

In this study, we have not articulated the semantics of

the relationship between the two arguments of what we

call the hypernymic proposition. We assume that this

relationship is taxonomic, but have not systematically

investigated its semantic value regarding either the in-

tent of the author�s assertion in the text encountered or
the relationships between concepts found in the Meta-

thesaurus. We shall simply refer to the predicate of the

hypernymic proposition as ISA, with the assumption

that this is a cover term for what may in fact be several

semantic values. Brachman [39] offers a number of

alternatives for the meaning of ISA, including ‘‘subset/

superset,’’ ‘‘generalization/specialization,’’ and ‘‘kind-

of.’’ Burgun and Bodenreider [40] and Bodenreider et al.
[41] investigate in further detail the semantics of hier-

archical relations, with particular emphasis on the

UMLS.

Although the focus in this study is on the interaction

of syntax and domain knowledge in expressing hyp-

ernymic propositions, we make brief note of the dis-

course function of this phenomenon. Understanding and

analyzing the structure of discourse plays an important
role in advanced natural language processing [42].

Chafe [43] describes discourse structure as the way in

which a speaker (writer) uses syntactic structures to
impart information to a listener (reader). An important
aspect of this strategy is the distinction between given

(or old) information and information that the speaker

assumes is being introduced to the listener as new.

Hypernymic propositions provide a means of facilitating

the flow of information by accommodating this dis-

tinction and can be thought of as definitions embedded

in a discourse.

Definitions impart new information (the definiens) in
terms of old, or already accessible, information (the

definiendum). Bodenreider and Burgun [44] describe one

type of definition that follows what they call the Aris-

totelian pattern of genus and differentia, in which the

definiendum is in a taxonomic relation with the first part

of the expression serving as the definiens. That is, the

definition is a hypernymic proposition. The definitional

nature of the hypernymic proposition provides a
mechanism for serving the same function in a discourse,

where the specific concept is the new information and

the general is the old.

In MEDLINE citations discussing a specific drug

therapy for a particular problem, it is common for a

hypernymic proposition to appear early in the abstract,

functioning as a definition that provides a context of old

information for the new information being introduced,
namely the characteristics of the drug in question. For

example:

(8) Mizolastine provides effective symptom relief in pa-

tients suffering from perennial allergic rhinitis: . . .
[Title of abstract]

(9) Mizolastine is a nonsedating H1 histamine receptor
antagonist with additional antiallergic properties.

[First sentence of abstract]

Before discussing the program we have devised for

identifying hypernymic propositions in MEDLINE ci-

tations, we describe the UMLS knowledge sources that
provide the domain knowledge on which our processing

depends. We first use semantic types from the Semantic

Network to ensure that the two concepts involved are

compatible. We then appeal to hierarchical information

in the Metathesaurus to determine which concept is

more general and which more specific.

2.3. Unified Medical Language System

The Unified Medical Language System (UMLS)

project [18] is a long-term National Library of Medicine

research and development effort designed to facilitate

the retrieval and integration of information from mul-

tiple machine-readable biomedical information sources.

The UMLS has three components: the Metathesaurus,

the Semantic Network, and the SPECIALIST Lexicon.
In addition to supporting information management

applications, structured domain knowledge contained in

these knowledge sources can be exploited for research in
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NLP, such as the effort described here to identify hyp-
ernymic predications in MEDLINE citations.

The SPECIALIST Lexicon and associated lexical

access tools [45] provide syntactic information about

terms in general and medical English. Both simple and

multiword lexical entries are included, and each entry

has been assigned one or more part-of-speech labels.

Spelling variants, inflectional forms, and complement

information for verbs further support NLP applications.
The Metathesaurus is a large repository of concepts

(nearly 777,000 in the 2002 version) drawn from more

than 60 vocabularies, classifications, and coding sys-

tems. During compilation, the structure of source ter-

minologies is preserved; however, terms that have

equivalent meanings are organized into unique concepts,

which form the organizational core of the Metathesau-

rus. Associative and hierarchical relationships between
concepts either come from the source terminologies or

are added by editors. In this study, we make extensive

use of these relationships in order to identify hyperny-

mic propositions; the two arguments of such a predi-

cation must be in a (direct or indirect) hierarchical

relationship, loosely defined to include Parent, Child, as

well as Broader and Narrower.

It is important to note that due to varying semantics
in source vocabularies, many of the relationships we use

to support interpretation of hypernymic propositions

are not strictly accurate for this purpose. For example,

‘‘Tylenol’’ is related to ‘‘Acetaminophen’’ by the Nar-

rower relation in the Metathesaurus, although some-

thing like BRAND_OF would be more correct. In other

instances, however, the relationship can be profitably

construed as hierarchical. ‘‘Aspirin,’’ for example, is in a
Broader relationship with ‘‘Analgesics,’’ ‘‘Salicylates,’’

and ‘‘Cyclooxygenase Inhibitors.’’ These limitations

notwithstanding, it is our experience (supported by the

evaluation of this project) that domain knowledge from

the Metathesaurus can provide effective support for

natural language processing directed at the interpreta-

tion of hypernymic propositions.

Each Metathesaurus concept is also assigned one or
more semantic types such as �Disease or Syndrome� or
�Pharmacologic Substance� that categorize concepts in

the biomedical domain. There are 134 semantic types in

the 2002 release of the UMLS, and the Semantic Net-

work [46] organizes these into two single-inheritance

hierarchies, one for entities and one for events. In ad-

dition, associative relations are assigned between se-

mantic types; these semantic propositions represent
knowledge that is accepted as being valid in the bio-

medical domain, such as

(10) �Body Part, Organ, or Organ Component� HAS_-

PART �Cell.�
�Body Location or Region� LOCATION_OF �Ana-

tomical Abnormality.�
�Pharmacologic Substance� TREATS �Disease or
Syndrome.�

Recent research by McCray et al. [47] aimed at

reducing the conceptual complexity of the medical

knowledge represented in the Semantic Network has

resulted in the development of semantic groups. Sub-

ject to principles of semantic validity, parsimony,
completeness, exclusivity, naturalness, and utility, such

groups organize the 134 semantic types in the Se-

mantic Network into 15 coarse-grained aggregates

such as Anatomy, Activities and Behaviors, Living

Beings, and Chemicals and Drugs. Based on the dis-

tribution of relationships in the Semantic Network,

Perl et al. [48–50] have proposed alternative groups to

those devised by McCray et al. In this work, we rely
on the groups of McCray et al; our methodology can

accommodate other configurations, although results

will differ.

We use semantic groups to constrain the identifica-

tion of hypernymic propositions; the Metathesaurus

concepts that serve as arguments of such propositions

must have semantic types that belong to the same se-

mantic group. (In addition, as noted above, the concepts
must be in a hierarchical relationship.) In the version of

the program discussed here, we used only the group

Chemicals and Drugs. This group consists of 26 se-

mantic types, a few examples of which are �Pharmaco-

logic Substance,� �Antibiotic,� �Biologically Active

Substance,� �Hormone,� �Enzyme,� �Vitamin,� �Steroid,�
and �Immunologic Factor.�

In the next section, we briefly describe how UMLS
domain knowledge is used in SemRep, which forms the

basis of SemSpec. In the subsequent section describing

SemSpec, we discuss and illustrate the specific way that

we exploit semantic groups and Metathesaurus hierar-

chical relationships to support effective semantic inter-

pretation of hypernymic propositions.

2.4. The SemRep system: general semantic interpretation

SemRep is a natural language processing system de-

signed to recover semantic propositions from biomedi-

cal text using underspecified syntactic analysis and
structured domain knowledge from the UMLS [13–15].

Also see [7] for a related approach (although one that

does not use the UMLS). After input and tokenization,

text is submitted to an underspecified parser that relies

on the syntactic information in the SPECIALIST Lexi-

con. Part-of-speech ambiguities are resolved with the

Xerox Part-of-Speech Tagger [51]. For example, (11) is

given the underspecified syntactic analysis in (12).

(11) New fluoroquinolones such as ofloxacin are

beneficial in the treatment of chronic obstructive

airways disease exacerbation requiring mechanical

ventilation.
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(12) [[mod(adj(new)),head(noun(fluoroquinolones),
metaconc(�Fluoroquinolones�: [orch, phsu]))],
[prep(�such as�),head(noun(ofloxacin),metaconc

(�Ofloxacin�: [orch,phsu]))],
[aux(are)],

[head(adj(beneficial))],

[prep(in),det(the),head(noun(treatment))],

[prep(of),mod(adj(chronic)),mod(adj(obstructive)),

mod(noun(airways)), mod(noun(disease),
head(noun(exacerbation),metaconc(�Chronic ob-

structive airways disease exacerbated�:[dsyn]))],
[verb(requiring)],

[head(noun([�mechanical ventilation�)),punc(�.�) ]].

In this analysis, simple noun phrases are identified

and given a partial internal analysis. The head is iden-

tified and modifiers occurring to the left of the head

other than determiners are marked as modifiers re-
gardless of their part-of-speech label. Prepositional

phrases are treated as simple noun phrases whose first

element is a preposition. Other syntactic categories, in-

cluding verbs, auxiliaries, and conjunctions are simply

given their part-of-speech label and put into a separate

phrase.

Referring expressions such as fluoroquinolones in (12)

are augmented with Metathesaurus concepts and se-
mantic types. (The semantic types are abbreviated:

�Disease or Syndrome� (dsyn); �Organic Chemical�
(orch); �Pharmacologic Substance� (phsu).) This domain

knowledge is acquired through MetaMap [52,53], a

flexible, knowledge-based application that uses the

SPECIALIST Lexicon along with rules for morpho-

logical variants to determine the best mapping between

the text of a noun phrase and a concept in the Meta-
thesaurus.

The interpretation of semantic propositions depends

on this underspecified analysis enriched with domain

knowledge and is driven by syntactic phenomena that

‘‘indicate’’ semantic predicates, including verbs, prepo-

sitions, nominalizations, and the head-modifier relation

in simple noun phrases. Rules are used to map syntactic

indicators to predicates in the Semantic Network. For
example, there is a rule that links the nominalization

treatment with the predicate TREATS.

Domain restrictions are enforced by a meta-rule

stipulating that all semantic propositions identified by

SemRep must be sanctioned by a predication in the

Semantic Network. This rule ensures that syntactic ar-

guments associated with treatment in the analysis of (12)

must have been mapped to Metathesaurus concepts with
semantic types that match one of the permissible argu-

ment configurations for TREATS, such as �Pharmaco-

logic Substance� and �Disease or Syndrome�.
Further syntactic constraints on argument identifi-

cation are controlled by statements expressed in a de-

pendency grammar. For example, the rules for
nominalizations state that one possible argument con-
figuration is for the object to be marked by the prepo-

sition of occurring to the right of the nominalization and

that one possible location for the subject is anywhere to

the left of the noun phrase containing the nominaliza-

tion.

During semantic interpretation of the predication on

treatment in (12), choosing the noun phrase ofloxacin

(which maps to a concept with semantic type �Pharma-
cologic Substance�) as the subject and chronic obstructive

airways disease exacerbation (mapped to a concept with

semantic type �Disease or Syndrome�) as the object al-

lows all constraints to be satisfied. The final interpreta-

tion is the semantic proposition in (13), where the

Metathesaurus concepts are arguments of the predicate

from the Semantic Network.

(13) Ofloxacin TREATS Chronic obstructive airways

disease exacerbated.

SemRep also addresses noun phrase coordination

[54] by taking advantage of semantic types. This pro-
cessing begins before the interpretation of semantic

propositions. On the basis of the underspecified syntax

enhanced with domain knowledge, an attempt is made

to determine whether each coordinator is conjoining

noun phrases or something other than noun phrases.

For a coordinator determined to be conjoining noun

phrases, the semantic type of the noun phrase imme-

diately to the right of that coordinator is examined.
The noun phrase immediately to the left of the coor-

dinator and noun phrases occurring to the left of that

noun phrase (and separated from it either by another

coordinator or by a comma) are examined to see

whether they are semantically consonant. In the cur-

rent formulation of the coordination algorithm, se-

mantic consonance means that the semantic types are

identical.
For example in (14), inflammatory bowel disease has

been mapped to a concept with semantic type �Disease

or Syndrome�; allergic rhinitis and asthma also have been

mapped to concepts with this semantic type and thus

these three noun phrases are considered to be coordi-

nate.

(14) . . . a new class of anti-inflammatory drugs that

have clinical efficacy in the management of asthma,

allergic rhinitis, and inflammatory bowel disease.

During the process of semantic interpretation, if a
coordinate noun phrase is found to be an argument of a

semantic predicate, then all noun phrases coordinate

with that noun phrase must also be arguments of a

predication with that predicate. During the semantic

processing of (14), for example, once the first predica-

tion in (15) has been constructed, the other two are

automatically generated by virtue of the coordinate

status of asthma.
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(15) Anti-Inflammatory Agents TREATS Asthma.
Anti-Inflammatory Agents TREATS Allergic rhi-

nitis, NOS.

Anti-Inflammatory Agents TREATS Inflamma-

tory Bowel Diseases.

In order to identify and interpret hypernymic prop-

ositions, we have developed SemSpec as a module within
SemRep. SemSpec processing depends on underspecified

syntactic analysis enhanced with concepts and semantic

types and follows the general SemRep framework, in-

cluding the use of indicator rules to map between syn-

tactic phenomena and semantic predicates, dependency

grammar constraint on argument identification, and the

notion of domain restrictions on allowable arguments.
3. Methods

3.1. SemSpec: the interpretation of hypernymic proposi-

tions

Fig. 1 provides an overview of our approach to the

extraction of semantic predications from text and indi-
cates where SemSpec fits within this system. SemSpec

takes advantage of the linguistic processing in SemRep

by first identifying the syntactic structures that poten-

tially indicate hypernymic propositions (semantic indi-

cator rules), including verbs, appositives, and the

modifier head relationship in the simple noun phrase.

After potential syntactic arguments have been identified,

regardless of the structure in which they were found,
they are subjected to uniform semantic constraints based

on the UMLS. However, due to the semantic charac-

teristics of the hypernymic proposition being retrieved,

this knowledge is exploited differently than it is in

SemRep. Rather than using the overt stipulations of the

associative predications in the Semantic Network for

semantic constraints on argument identification, Sem-

Spec calls on semantic groups from the Semantic Net-
work and hierarchical relationships from the
Fig. 1. General overview of semantic processing. SemSpec, a modu
Metathesaurus to constrain the arguments of the hyp-
ernymic proposition.

We first discuss the syntactic processing that allows

SemSpec to identify the potential arguments in a hyp-

ernymic proposition in the three syntactic structures we

address. As an example of how SemSpec identifies hyp-

ernymic propositions encoded in the simple noun phrase,

consider the sentence (16), for which SemRep processing

and MetaMap identify the noun phrase in (17).

(16) Caffeine increases cortical arousal by serving as an

antagonist to the [inhibitory neurotransmitter aden-

osine].

(17) [det(the), mod(adj(inhibitory),metaconc(�inhibi-
tors�: chvf)), mod(noun(neurotransmitter),meta-

conc(�Neurotransmitters�:nsba)), head(noun(aden-
osine),metaconc(�Adenosine�:bacs))].

SemSpec examines each simple noun phrase for a

modifier immediately to the left of the head. If the se-

mantic types assigned to the Metathesaurus concepts for

both the modifier and the head belong to the same se-
mantic group, the Metathesaurus is consulted to deter-

mine whether the corresponding concepts are in a

hierarchical relationship. In this example, the concept of

the modifier has semantic type �Neuroreactive Substance

or Biogenic Amine� (nsba), and the head concept has

�Biologically Active Substance� (bacs); both are members

of the semantic group Chemicals and Drugs. Further, it

is determined that the concepts ‘‘Neurotransmitters’’
and ‘‘Adenosine’’ are in a hierarchical relation in the

Metathesaurus and that the former is an ancestor of the

latter. Based on these syntactic and semantic con-

straints, SemSpec interprets the noun phrase (17) as the

proposition (18).

(18) Adenosine ISA Neurotransmitters.

Appositive structures comprise two contiguous noun

phrases, the second of which may be set off simply by

commas or may be marked by overt cues such as pa-

rentheses or lexical items such as including and such as.
le within SemRep, interprets hypernymic propositions only.
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(19) New fluoroquinolones such as ofloxacin are benefi-
cial in the treatment of COPD.

In processing (19), in which the second phrase is

unambiguously introduced by such as, the relevant

syntactic analysis is

(20) [mod(new), head(noun(fluoroquinolones),meta-

conc(�Fluoroquinolones�:phsu))]
[prep(�such as�), head(noun(ofloxacin),meta-

conc(�Ofloxacin�:phsu))].

After affirming that the semantic types in these two

noun phrases are in the same semantic group, it is de-

termined from the Metathesaurus that ‘‘Fluoroquino-

lones’’ is an ancestor of the ‘‘Ofloxacin’’ and the

following predication is generated.

(21) Ofloxacin ISA Fluoroquinolones.

Out of context, appositives marked only by commas

are ambiguous with items in a series coordination

structure, as for example in

(22) . . . tricyclic antidepressants, monoamine oxidase

inhibitors, and antiepileptic agents. . .

In (22), the two noun phrases tricyclic antidepressants

and monoamine oxidase inhibitors occurring together
separated by a comma could be analyzed as an apposi-

tival structure asserting a hierarchical relation (if the

entire structure of the sentence is not considered). In

fact, the concept ‘‘Monoamine Oxidase Inhibitors’’ is

(wrongly) in a hierarchical relationship with ‘‘Antide-

pressive Agents, Tricyclic’’ in the Metathesaurus. Yet,

the intent of the author in (22) is that these two concepts

be considered as coordinate and not in apposition.
SemSpec uses SemRep�s coordination facility to check

whether two noun phrases separated by a comma have

already been determined to be coordinate. If so, they

cannot be analyzed as being in an appositive relation,

even when the relevant concepts are in a hierarchical

relationship, as in (22). In order for SemSpec to inter-

pret a hypernymic proposition, all syntactic and se-

mantic conditions must be met. In cases such as these,
the syntactic requirements are not met.

The sentence in (23) contains an instance of an ap-

positive structure marked by commas that does not in-

volve coordination. The noun phrases clonidine and an

a-2 adrenergic agonist were determined by SemRep not

to be coordinated, and thus SemSpec processes them as

a hypernymic proposition and retrieves the proposition

in (24).

(23) Clinical observations suggest that clonidine, an a-2

adrenergic agonist, may improve diabetic gastropa-

thy symptoms.

(24) Clonidine ISA Adrenergic Agonists.

SemSpec faces a particular challenge when inter-
preting hypernymic propositions based on arguments of
verbs. In addition to semantic generalizations, the de-
pendency grammar rules inherited from SemRep are

subject to general constraints that prevent crossing de-

pendency lines and disallow the reuse of arguments

without license (coordination, for example). Further, the

subject of a verb must occur to its left and the object (or

complement) may appear on the right. Although these

rules are generally effective, the underspecified categorial

analysis to which they apply does not provide detailed
structural cues in support of argument identification

[55]. For identifying hypernymic predications based on

verbs, we augment these rules with an intervention

constraint.

In order for a verb to encode a hypernymic propo-

sition, it must occur between its potential arguments,

and the number of phrases (as determined by the un-

derspecified analysis) intervening between the arguments
can be no more than four, including the phrase con-

taining the verb. This distance measure was chosen on

the basis of experimentation with a training set (de-

scribed below in Section 5).

In our study, if a hypernymic proposition is encoded

by a verb, it is a form of be in the vast majority of cases,

and we thus limit our discussion to this verb. (The

analysis does not distinguish between be as an inde-
pendent verb and as an auxiliary.) For example, the

sentence fragment (25) is given the underspecified syn-

tactic analysis shown schematically in (26).

(25) Amisulpride is to date the only atypical antipsy-

chotic . . .
(26) [Amisulpride] [is] [to date] [the only atypical anti-

psychotic].

The noun phrases amisulpride and the only atypical

antipsychotic are separated by two intervening phrases

(is and to date), and thus are correctly considered by

SemSpec to be potential arguments of is in this sentence.

Further semantic processing permits the following

hypernymic proposition to be constructed.

(27) AMISULPRIDE ISA Antipsychotic Agents.

The following example illustrates the effective appli-

cation of this constraint to disallow a relationship that is

not asserted in the text.

(28) [The use] [of desmopressin] [in patients] [with pri-

mary nocturnal enuresis] [is] [based] [on the hy-

pothesis] [of a nocturnal lack] [of endogenous

arginine vasopressin].

Although is occurs between the noun phrases of

desmopressin and of endogenous arginine vasopressin in

(28), the number of intervening phrases between these

potential arguments is greater than four; SemSpec thus

does not interpret the highlighted phrases as being ar-

guments of is in this sentence. It is important to note

that ‘‘Desmopressin’’ appears in the Metathesaurus as a



Fig. 2. Informal representation of semantic indicator rules for hyp-

ernymic propositions. (Note. the parentheses and commas in these

rules are leaf nodes and not meta-symbols.)

Table 1

Distribution of syntactic patterns for correct hypernymic propositions

in the evaluated samples

Syntactic pattern Training set Test set

Count % Count %
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descendant of ‘‘Arginine Vasopressin.’’ Without the
imposition of the intervention constraint, SemSpec

would retrieve a hypernymic proposition that has face-

value validity, but which is not asserted in this sentence.

Fig. 2 summarizes the semantic indicator rules we have

so far used to identify hypernymic propositions in

SemSpec.

Above, we noted how SemSpec exploits SemRep

coordination processing to eliminate incorrect interpre-
tations of hypernymic propositions involving apposi-

tives. The ability of SemRep to identify coordinate noun

phrases is also used by SemSpec to identify coordinate

arguments of hypernymic propositions, as in

(29) Captopril, enalapril, and lisinopril are angiotensin-

converting enzyme inhibitors widely prescribed for
hypertension.

Prior to SemSpec processing, SemRep identifies cap-

topril, enalapril, and lisinopril as being coordinate in this

sentence. SemSpec then determines that the concept

‘‘Lisinopril’’ is in a hierarchical relation with ‘‘Angio-
tensin-Converting Enzyme Inhibitors’’ and applies the

SemRep rule that stipulates that when a noun phrase is

analyzed as an argument of a predication, all noun

phrases coordinate with that noun phrase must be ar-

guments of similar predications. The application of this

rule during the semantic interpretation of (29) produces

the following predications.

(30) Captopril ISA Angiotensin-Converting Enzyme In-

hibitors.

Enalapril ISA Angiotensin-Converting Enzyme In-

hibitors.

Lisinopril ISA Angiotensin-Converting Enzyme

Inhibitors.
Modifier head 34 19.4 277 40.1

Verb be 69 39.4 148 21.4

Parentheses 45 25.7 158 22.9

Comma 12 6.9 82 11.9

Other appositive cues 13 7.4 23 3.3

Other verbs 2 1.1 2 0.3

Total 175 100 690 100
3.2. Training and evaluation

We used two samples of MEDLINE citations for

training and testing SemSpec. The training set was based
on 6000 MEDLINE citations (titles and abstracts) from

the year 2001 retrieved using the Haynes methodological
filter [1] for treatment, without content terms. Sentences
in these citations were subjected to a second filter en-

suring that at least two concepts having a semantic type

from the semantic group Chemicals and Drugs were

present in each sentence. Three hundred and forty sen-

tences meeting the criteria of both filters were selected

for developing the system, and 175 hypernymic propo-

sitions were identified by hand (by MF) in these sen-

tences.
A second sample serving as a test set was compiled

from MEDLINE citations disjoint from those used for

training. Approximately 3000 citations were retrieved

using the same Haynes methodological filter and limited

by date from January through August, 2002. In pro-

cessing these citations, SemSpec identified 830 hyp-

ernymic propositions, which were then assessed by a

professional indexer and a clinician (415 for each judge),
neither of whom had worked on the project.

In the test set, the judges were asked to evaluate the

propositions identified by SemSpec, but not to identify

propositions asserted in the text that were missed by the

system. Therefore, we were able to identify true and

false positives, but not false negatives in this sample.

When comparing the hypernymic propositions pro-

duced by SemSpec against those marked in the training
set, we identified false negatives in addition to true and

false positives. An exact match of the entire predication

was required for a SemSpec predication to be considered

correct.
4. Results

The distribution of syntactic structures encoding the

correct predications in both the training and test sets is

given in Table 1. We list appositive structures in sepa-

rate entries according to the marking of the second noun

phrase of the construction: parentheses, comma, and

other appositive cues (such as, including, etc.) in this

table. In the text we have encountered, remains is the

only verb other than be that encodes these propositions.
Both samples are too small to be representative of the
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true distribution of the syntactic patterns encoding
hypernymic propositions in biomedical scientific text.

Differences between the frequencies in the two samples

probably reflect this fact. Regarding evaluation, as no-

ted above, the judges assessed 830 hypernymic propo-

sitions generated by SemSpec from the test set sample.

Six hundred and ninety of these were considered correct,

while 140 were marked as false positives, resulting in

precision of 83%. Since we were not able to determine
false negatives in the test set, we provide an estimation

of recall from the training sample. Out of 175 hyp-

ernymic propositions marked in this sample, SemSpec

correctly identified 121 and missed 54, giving a recall

figure of 69%. Although this result is likely to be an

overestimation of the performance of the system, error

analysis of the false negatives provides valuable guid-

ance for future enhancements.
Fig. 3. Performance measures as a function of the distance between

arguments of be. The circle across the lines represents the best level of

performance in the training set.
5. Discussion

In the following discussion, we note the quantitative

results of error analysis on false positives from the test

set and false negatives form the training sample, pro-

viding illustrative examples as well as strategies for ad-
dressing both types of errors.

5.1. False positives

Of the 140 false positives encountered in the test set,

almost all could be placed in four categories: Mistakes

due to misidentification of arguments of be (40), coor-

dination (41), word sense ambiguity (48), and Meta-
thesaurus relations (10).

5.1.1. Misidentification of arguments of be

As noted above, the underspecified syntactic analysis

is not adequate by itself to support the identification of

arguments of verbs. We also noted that the analysis

proceeds on the assumption that the semantic con-

straints based on UMLS domain knowledge would
provide support for argument identification at an ac-

ceptable level of accuracy. The results of our evaluation

bear out that supposition; however, a number of errors

remain.

One reason for misidentifying arguments of be is that

two concepts separated by a form of be in a sentence

may not be syntactic arguments of that verb, yet may be

related hierarchically in the Metathesaurus, as in

(31) . . . several [cephalosporins] [were] [monitored] [in a

52-year-old man] [after a selective systemic anaphy-

laxis attributable] [to cefuroxime], . . .

Since there is a form of be occurring between the

concepts ‘‘Cephalosporins’’ and ‘‘Cefuroxime’’ in this

sentence, and because the number of phrases (including
were) intervening between these concepts is four, Sem-
Spec retrieves the predication (32). Although this pred-

ication is not incorrect from the point of view of the

domain, it is not asserted in this sentence, and hence is

an error. Errors of this sort are not necessarily elimi-

nated by domain knowledge.

(32) Cefuroxime ISA Cephalosporins.

One possible way to improve the accuracy of argu-

ment identification based on underspecified syntax

might be to reduce the number of phrases that are al-

lowed to intervene between arguments of a verb. How-

ever, noun phrases occurring in close proximity to a
verb are often not in fact its arguments, as in (33), where

the noun phrase whose head is anticonvulsants is not an

argument of is, but rather of the verb form is combined.

(33) Adverse effects are infrequent when the drug is

used alone, but become more frequent when lamo-
trigine [is] [combined] [with other anticonvulsants].

Although allowing four intervening phrases does not

always provide correct results, it appears to be optimal.

Fig. 3 illustrates how the performance measures for the

identification of arguments of be varied in the training
set by allowing the distance between arguments of be to

range from one to six intervening phrases.

There are other constraints that we could impose in

identifying arguments of be, given the resources of the

underspecified syntactic analysis. As noted earlier, the

underspecified syntactic analysis does not identify aux-

iliaries. We could approximate such identification by

considering the item immediately to the right of a form
of be. If it is a participle (either present or past) we could

analyze that form of be as an auxiliary and prevent it

from encoding a hypernymic proposition. For example,

the presence of combined immediately to the right of is in

(33) disallows it from encoding a hypernymic proposi-

tion in that sentence.

It would also be possible to exploit the order of the

two arguments in a hypernymic proposition. Currently
we do not stipulate the order of the hypernym and the
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hyponym in the syntax. In appositives, the syntax
does not specify which precedes, and so the hierar-

chical structure in the Metathesaurus is relied on to

specify the order of the arguments in the semantic

proposition. However, the hyponym normally comes

first in hypernymic predications encoded by be. A

constraint stipulating this order would prevent the

generation of the false positive in (31) above, since the

noun phrase encoding the hypernym (cephalosporins)
precedes the noun phrase encoding the hyponym (ce-

furoxime).
5.1.2. Coordination

The coordination processing used by SemSpec led to

two classes of false positive errors. As introduced earlier,

SemSpec relies on a constraint stating that if two noun

phrases are coordinate, they cannot be interpreted as
arguments in a hypernymic proposition (or any predi-

cation). This constraint is as effective as the algorithm

for identifying coordinate noun phrases, which has de-

ficiencies. Comparative structures are similar to coor-

dinate noun phrases, and comparatives are not yet

handled adequately by the SemRep coordination algo-

rithm on which SemSpec depends. For example, in (34),

amisulpride and typical antipsychotics are in a compar-
ative relationship.

(34) Regarding positive symptoms, amisulpride was as

effective as typical antipsychotics, . . .

If that relationship had been detected by the pro-

gram, these noun phrases would not have been allowed

to be interpreted as arguments of the intervening was,

and the false positive predication ‘‘AMISULPRIDE

ISA Antipsychotic Agents’’ would not have been gen-

erated. Often comparative noun phrases are cued by

formulas such as ‘‘more ADJ than ’’ or ‘‘as ADJ as’’ and

can be recognized on the basis of the underspecified
syntactic analysis.

The way in which SemRep (and hence SemSpec)

handles the consequences of coordinate noun phrases

sometimes led to a second class of false positive. We

stated above that when two noun phrases have been

determined to be coordinate, if one of them is analyzed

as an argument in a hypernymic proposition, then the

other one must also participate in a hypernymic prop-
osition having an identical predicate and second argu-

ment.

Although this rule has felicitous consequences

(without a check in the Metathesaurus) when the hyp-

ernymic proposition is syntactically encoded by the verb

be, it can lead to error when the predication is based on

an appositive, as in (35). The predications (36) and (37)

are going to be generated.

(35) The combination of valsartan and hydrochlorothia-

zide (a thiazide diuretic), administered once daily,
has been evaluated in the treatment of patients with
hypertension.

(36) Hydrochlorothiazide ISA Diuretics, Thiazide.

(37) Valsartan ISA Diuretics, Thiazide.

Although the noun phrases valsartan and hydrochlo-

rothiazide are coordinate in this sentence, the author

only asserts a hierarchical relationship between ‘‘Hy-
drochlorothiazide’’ and ‘‘Diuretics, Thiazide’’ and not

between ‘‘Valsartan’’ and ‘‘Diuretics, Thiazide.’’ In fact,

valsartan is an angiotensin-converting enzyme inhibitor

and not a diuretic. This problem can be resolved by

ensuring that the arguments of all hypernymic propo-

sition are checked in the Metathesaurus before the

predication is constructed, even if coordinate noun

phrases are involved.
5.1.3. Word sense ambiguity

The Metathesaurus represents many senses of am-

biguous English words, and word sense ambiguity un-

derlies nearly a third of the false positives generated.

Although such ambiguity is a problem in any NLP ap-

plication, in this project, branded drug names being

ambiguous with non-drug names pose a particular
challenge. For example, ‘‘Relief’’ is a Metathesaurus

synonym for ‘‘Relief brand of phenylephrine.’’ This

causes SemSpec to generate a false positive hypernymic

proposition when the noun phrase of relief medication is

encountered in (38), for example.

(38) Accelerated return to normal activities, and re-

duced interference with sleep, consumption of relief

medication and incidence of complications lead-

ing to antibacterial use were also observed with

zanamivir.

When MetaMap encounters this noun phrase it re-

trieves two concepts from the Metathesaurus for relief:

‘‘Feeling relief’’ and ‘‘Relief brand of phenylephrine.’’

The head of this noun phrase, medication, maps to

‘‘Pharmaceutical Preparations’’ (with semantic type

�Pharmacologic Substance�). Since this noun phrase is

analyzed as a modifier followed by a head, and since one

of the concepts referred to by the modifier has semantic
type �Pharmacologic Substance�, SemSpec incorrectly

generates the hypernymic proposition asserting that

‘‘Relief brand of phenylephrine’’ is a hyponym of

‘‘Pharmaceutical Preparations,’’ which is true, but was

not the intent of the author of (38).

A second example of a false positive due to word

sense ambiguity illustrates the interaction of this phe-

nomenon with inflectional variation. During normal
MetaMap processing, inflectional variation is normal-

ized. For example, test, tests, tested, and testing are all

treated as the base form test. This permits robust

matching between text tokens and Metathesaurus forms,

without interference from noun plurals and verb tense
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marking. However, in the face of word sense ambiguity,
this can lead to errors, as in

(39) The tested drug was allowed to retain for 1min.

In this sentence, the modifier tested in the noun
phrase the tested drug is normalized by MetaMap to test.

This token maps to the Metathesaurus concept ‘‘TEST,’’

which is a synonym for a particular form of Ethane-

sulfonic acid; and drug maps to ‘‘Pharmaceutical Prep-

arations.’’ These concepts then allow SemSpec to

interpret this noun phrase as ‘‘TEST ISA Pharmaceu-

tical Preparations.’’ We are exploring several ap-

proaches to resolving word sense ambiguity in order to
address this class of errors.

5.1.4. Metathesaurus relationships

It is rarely the case that false positive errors are due

exclusively to Metathesaurus relationships; usually in-

correct mapping between text and concepts as well as

syntactic processing is also involved. For example,

consider the following example:

(40) A total of 1471 children with non-severe pneumo-

nia were randomly assigned to 25mg/kg amoxicil-

lin or 4mg/kg trimethoprim plus 20mg/kg

sulphamethoxazole (co-trimoxazole).

In (40), due to the inclusion of dosage information,

the syntactic analysis does not support mapping 4mg/kg

trimethoprim plus 20mg/kg sulphamethoxazole to the

correct concept, ‘‘Trimethoprim-Sulphamethoxazole

Combination.’’ If this had been done, SemSpec would

have established a relationship between this concept and
‘‘Co-Trimoxazole.’’ Instead, the text was mapped to two

concepts, ‘‘Trimethoprim’’ and ‘‘Sulphamethoxazole.’’

Appositive processing then led to a check in the Meta-

thesaurus for a relationship between ‘‘Co-Trimoxazole’’

and ‘‘Sulphamethoxazole,’’ which was found. This re-

lationship, however, is Broader and thus not strictly

hierarchical. The false positive error generated while

processing (40) illustrates inherent limitations in using
thesaurus relationships as taxonomic relationships.
5.2. False negatives

We used the training set sample to analyze false

negatives. The 54 errors of this type fall into four cate-

gories: mistakes in interpreting the modifier head rela-

tion in simple noun phrases (17), errors due to missing

Metathesaurus hierarchical relations (14) and Metathe-

saurus coverage (9), and other syntactic problems (14),

half of which are due to coordination processing.

5.2.1. Modifier head relation in simple noun phrases

The etiology of a number of false negatives is illus-

trated by an analysis of the fragment (41) for which

SemSpec retrieves the predications in (42).
(41) Fluoxetine is the only antidepressant medication
that . . .

(42) Fluoxetine ISA Pharmaceutical Preparations.

Antidepressive Agents ISA Pharmaceutical Prepa-

rations.

The first predication is derived from the text Fluox-

etine is . . .medication and the second is the interpretation
of the noun phrase antidepressant medication. Both are

correct, but we would further like to identify the pred-

ication (43) from (41).

(43) Fluoxetine ISA Antidepressive Agents.

In order to do this we would need to introduce a

meta-rule that could derive this predication from the

two predications in (42) under the syntactic conditions

that obtain in (41).

This problem is to a large extent resolved by repre-

sentation in the UMLS. Classes of pharmacologic sub-
stances, for example antidepressant medications,

antiviral agents, or anti-schizophrenic drugs, are often

represented directly as Metathesaurus terms. Although

the term ‘‘Antidepressant Medication’’ does not appear,

‘‘Antidepressive Agents,’’ ‘‘Antidepressant Drugs,’’ and

‘‘Antidepressants’’ occur as synonyms. When text such

as that in (44) is encountered, SemSpec is able to retrieve

the predication (45), based on the Metathesaurus syn-
onyms ‘‘Antidepressants’’ and ‘‘Antidepressive Agents.’’

(44) Fluoxetine is the only antidepressant that. . .
(45) Fluoxetine ISA Antidepressive Agents.

A related problem is encountered in processing (46),

for which no predication is retrieved. However, in this

case, analog and vitamin D do not appear in a hierar-

chical relationship, nor do Cacipotriol and analog.

(46) Calcipotriol is a vitamin D analog. . .

An acronym in the middle of a noun phrase impedes

SemSpec processing. For example, the (ACE) in angio-

tensin-converting enzyme (ACE) inhibitors interferes with

MetaMap�s ability to map this phrase to the Metathe-

saurus concept ‘‘Angiotensin-Converting Enzyme In-
hibitors.’’ We note that acronyms appearing at the end

of a complete concept do not interfere with MetaMap,

however. The text platelet-derived growth factor

(PDGF) is correctly mapped to the concept ‘‘Platelet-

Derived Growth Factor.’’ Several recent works address

acronyms in medical text [56–58], and MetaMap is also

being enhanced to deal with this phenomenon.

5.2.2. Coordination

A number of false negative errors are related to the

coordination processing used by SemSpec. Some of

these are due to the fact that the criterion for semantic

consonance that must obtain among the conjuncts of a

coordinate structure is too stringent. For example, from

the text in (47), SemRep does not analyze hormone and



474 T.C. Rindflesch, M. Fiszman / Journal of Biomedical Informatics 36 (2003) 462–477
antioxidant as being coordinate due to the fact that the
former has the semantic type �Hormone� and the latter

has �Pharmacologic Substance.�

(47) Melatonin is a hormone and antioxidant produced

by the pineal gland . . .

Since the SemRep coordination processing did not

coordinate these noun phrases, SemSpec missed the

predication ‘‘Melatonin ISA Antioxidants.’’ The Sem-

Rep coordination algorithm was devised before the

availability of the semantic groups in the UMLS Se-

mantic Network and needs to be revised to take ad-

vantage of that facility.
Another problem involving coordination is seen in

the following sentence.

(48) All tests were performed before and after adminis-

tration of one of five different antihistamines (cetir-

izine, loratadine, ebastine, fexofenadine,
mizolastine).

The coordination algorithm requires a conjunction to

appear before the last element of a coordinated series of

noun phrase. Although the elements enclosed in paren-

theses in (48) are intended to be coordinate, a conjunc-
tion does not appear in the list, and thus SemSpec only

retrieves the predication ‘‘Cetirizine ISA antihista-

mines.’’ The appearance of a series of elements that are

intended to be coordinate, but without the appearance

of a conjunction as in (48), is not common in scientific

text. Dispensing with the requirement for a conjunction

in the coordination algorithm would no doubt lead to

more problems than it would solve.
A final problem involving coordination is illustrated

by the terms in bold in the following sentence.

(49) The ‘‘atypical’’ profile of the new antipsychotics,

clozapine, olanzapine, quetiapine, and risperidone

has been linked to combined antagonism of seroto-
nin 2 and dopamine 2 receptors.

The coordination algorithm incorrectly analyzed all

the elements in bold in (49) as being coordinate, since

the term to the right of the conjunction and all the

contiguous terms to the left have consonant semantic

types, and all the terms to the left are separated only by
a comma. The correct analysis of this series is that clo-

zapine is the first member of the coordinate structure of

which risperidone is the last member. The term antipsy-

chotics is not a member of this structure, but, rather, is

in an appositive relation with the coordinate terms.

The coordination algorithm was formulated without

regard to hierarchical relations. It might be profitable to

revise the algorithm to disallow the left-most element of
a coordinate series from being in a hierarchical rela-

tionship with the next member of the coordination to its

right. Such a provision would not permit antipsychotics

to be analyzed as a member of the series coordination in
(49), which would allow it to be in apposition to all the
coordinate terms. This in turn would form the basis for

retrieving missed hierarchical relations in this sentence.

5.2.3. Metathesaurus coverage

The UMLS has broad coverage of the biomedical do-

main, and thus only a few false negative errors were due to

concepts in the text not being found in theMetathesaurus.

Examples can be seen in (50) and (51), where the hyp-
ernymic terms, noradrenaline reuptake inhibitor and anti-

fibrotic agent do not appear in the Metathesaurus.

(50) The clinical profile of reboxetine, a selective nor-

adrenaline reuptake inhibitor, was compared with. . .
(51) Colchicine is an anti-fibrotic agent.

Other, more prevalent, false negatives were due to

relations not present in the Metathesaurus. In some in-

stances, concepts share a common ancestor, but are not

in a direct descent relationship. In (52) through (55), we

provide some examples of concepts that were asserted in

text as being in a hierarchical relationship but did not
appear in such a relationship in the Metathesaurus.

(52) There has been much interest in lidocaine, a sodium

channel blocker, used clinically . . .
(53) Data from experimental studies indicated that

antioxidants, e.g., acetylcysteine, may prevent ra-
diocontrast-induced nephropathy.

(54) Dexketoprofen is strongly bound to plasma pro-

teins, such as albumin.

(55) This study examined whether kava, the herbal anx-

iolytic, produces improvement in anxiety disorder.

The concepts ‘‘Lidocaine’’ and ‘‘Sodium Channel

Blockers’’ occur in the Metathesaurus, but are not in a

relationship other than both being descendants of

‘‘Cardiovascular Agents.’’ ‘‘Antioxidants’’ and ‘‘Ace-

tylcysteine’’ have a common parent, ‘‘Chemical Ac-

tions.’’ ‘‘Plasma Proteins,’’ and ‘‘Albumin’’ have the

common ancestor ‘‘Proteins’’ but ‘‘Albumin’’ is not a

child of ‘‘Plasma Proteins.’’ ‘‘Kava Preparation’’ and
‘‘Anti-Anxiety Agents’’ do not appear in any kind of

relationship.

5.3. Limitations

Our preliminary evaluation of SemSpec has several

limitations. First, we only evaluated the system on one

semantic group and we further restricted the sample by
applying a filter that was more likely to retrieve citations

containing concepts from the semantic group Chemicals

and Drugs. We have expanded the system to other se-

mantic groups but have not yet performed a formal

evaluation on this data.

Our reliance on training data for calculating recall

diminishes the reliability of this metric as an indicator of

effectiveness. However, error analysis of the false
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negatives identified in the training sample serves as a
valuable guide for improving SemSpec. The test set is

independent from the training set; unfortunately, we

were unable to measure recall in this sample. This lim-

itation in our evaluation method was determined by the

difficulty in finding experts not involved with the project

to mark up text with semantic predications. A third

limitation of this study is that we used only two expert

raters to assess the test sample. It has been noted that
inter-rater variation [59] has an effect on evaluation re-

liability. In future evaluations, we would like to use

more judges and measure inter-rater variation.
5.4. Future work

We intend to use Semspec to improve SemRep�s per-
formance in semantic interpretation generally. The un-
derspecified approach sometimes produces results that

are not wrong, but are not as precise as could be achieved

with a more complete analysis. SemRep�s limitations can

be seen particularly in relativizing structures. For exam-

ple from (56), SemRep is able to extract (57), involving

the more general term in a hypernymic proposition.

(56) This study demonstrates that netilmicin is a safe

and effective antibiotic that can be used as a first

choice treatment of acute bacterial conjunctivitis.

(57) Antibiotics TREATS Conjunctivitis, Bacterial.

However, it would be more accurate to construct a
proposition asserting that netilmicin treats acute bacte-

rial conjunctivitis. Toward this goal, SemSpec is able to

produce (58), connecting the general term with its more

specific partner.

(58) Netilmicin ISA Antibiotics.

We could exploit SemSpec output by devising special

rules to determine the more specific subject of TREATS

in sentences exhibiting the structure seen in (56). If we are

able to match the hypernym concept of the hypernymic

proposition with the subject of the TREATS predication,
we can then create a third predication following the

schema given informally in (59). Based on this, the

predication in (60) can be generated in order to more

accurately represent the semantic interpretation of (57).

(59) <Hyponym> TREATS(SPEC) <Object of
TREATS predication>

(60) Netilmicin TREATS(SPEC) Conjunctivitis, Bacte-

rial.

In addition, we intend to address the problems dis-

cussed in the failure analysis to improve performance.

When the system has been enhanced, we will investigate
its use for extracting hypernymic propositions outside

the MEDLINE database.

The National Library of Medicine�s MEDLINEplus

facility contains links to a medical encyclopedia that has
definitions for thousands of concepts, including diseases,
procedures, medications, and medical diagnostic tests.

These are presented in definitional sections and are in

free-text format. One interesting application would be to

parse the definitions and extract hypernyms and hyp-

onyms (see [60] for a related approach). These might be

useful for enhancing retrieval and categorization of Web

pages in the encyclopedia section of MEDLINEplus.

As an example consider the following definition from
the medical encyclopedia.

(61) Cholangiocarcinoma is a malignant (cancerous)

growth in one of the ducts that carries bile from

the liver to the small intestine.

The hypernymic predication in (62) was retrieved

from (61) after a slight modification to SemSpec to in-

clude the semantic group Disorders.

(62) Cholangiocarcinoma ISA Malignant Neoplasms.

Although our approach so far has been to use the

Metathesaurus to support the interpretation of hyp-

ernymic propositions, we could take the opposite di-

rection and use patterns found in the research literature

to audit hierarchical relationships in the Metathesaurus.
This could be used to validate relationships or add re-

lationships not currently represented. One third of the

false negatives encountered while evaluating SemSpec

are due to potential hierarchical relationships not rep-

resented in the Metathesaurus.
6. Conclusion

We have presented a methodology for investigating

the interaction of domain knowledge and linguistic

structure, concentrating on the interpretation of hyp-
ernymic propositions in MEDLINE citations. After

discussing the linguistic structure of this phenomenon,

we described the underspecified syntactic processing and

UMLS domain knowledge we exploit in our system.

Crucial information is provided by semantic groups

from the Semantic Network and hierarchical relation-

ships from the Metathesaurus. The results of a pre-

liminary evaluation are encouraging and error analysis
provides a guide for improvements. The methodology

described can make a contribution to improvements in

high quality natural language processing in the bio-

medical domain, and has the potential to support a

range of applications, including information retrieval

and extraction as well as ontology engineering.
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