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INTRODUCTION

Public health agencies have a long tradition of monitoring trends in rates of disease and death
and trends in medical, social, and behavioral risk factors that may contribute to these adverse
events.  Trends in observed rates provide invaluable information for needs assessment, program
planning, program evaluation, and policy development activities.  Examining data over time also
permits making predictions about future frequencies and rates of occurrence.

Typically in public health, trend data are presented for rates arising from large populations over
relatively long periods of time (e.g. ten or more years).  For example, the national vital records
system is a source for trend analysis of infant mortality and other death rates.  The national rates
described in these analyses are very reliable and are available over many years insuring a precise
characterization of changes over time.  These rates are considered as the true underlying
population parameters and therefore statistical assessment, which implies that the data are
subject to sampling error, is rarely undertaken.  If rates are assumed to be error-free, they can be
presented “as is” in tables or graphs, and comparisons across populations or predictions of future
occurrence can be made intuitively.

In contrast to descriptive trend analysis, research studies of changes over time have followed a
somewhat different analytic course.  Because research data are usually sample data, statistical
procedures, including sophisticated approaches such as time series analysis and formal
forecasting techniques, are commonly used.  Time series analysis is also used when the analytic
goal is not monitoring the trend in an outcome indicator per se, but rather describing the
relationship between a risk factor and the outcome.  For example, in a study of the association
between air pollution levels and the hospitalization rates of children with asthma, time series
analysis might be used to simultaneously control for the overall trends in both measures; here,
the impact of the trends on the hypothesized association is the primary focus, rather than the
trends themselves.

With the recognition that intervention strategies are more effective as they become more targeted
and specific, and as public health decisionmaking shifts to the local level, the context for
analyzing trends is changing.  The public health community is increasingly interested in
examining trends for smaller populations and in smaller geographic areas.  In maternal and child
health, for example, describing trends in perinatal outcomes in relation to trends in prenatal care
utilization within and across local service delivery areas is critical for program planning.   There
is also interest in examining trends in indicators of emerging health problems which, by
definition, are only available for short periods of time.  Describing trends in substance abuse
during pregnancy or trends in antepartum medical risk factors--indicators that in most states are
only available since the revision of the birth certificate in 1989--is essential for monitoring health
status.

Once the focus of trend analysis is on data from small areas, small populations, or for a narrow
range of time, it is necessary to draw from both the classic descriptive methods and the statistical
approaches used in research studies.  As numbers get smaller, for example, confidence in their
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accuracy is reduced and although no formal sampling has been carried out, it becomes more
obvious that there is potential for error nonetheless.  Reporting confidence intervals, or using
other statistical methods to assess and compare trends becomes critical.

Consider the neonatal mortality rates of 3.9 and 3.0 per 1,000 live births to Native American
women in 1990 in federal Regions V and VII respectively.  These rates are based on 13 and 3
neonatal deaths and 3,364 and  993 live births.  If, by chance, one less infant born to a Native
American woman in Region V were to have died during the neonatal period, and one more infant
born to a Native American woman in Region VII were to have died during the neonatal period,
the neonatal mortality rates would have been 3.6 and 4.0, a reversal of the ordering seen in the
observed data.
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The Region V and VII  numbers and rates are drawn from data reported  by the Midwest Maternal and Child Health Data Improvement Project
(MMDIP) , University of Illinois at Chicago, School of Public Health.

This illustrates how erratic rates based on small numbers can be.  If the number of neonatal
deaths is considered an unbiased sample estimate, rather than a population parameter, common
statistical procedures could be used to calculate confidence limits and to test for differences
between Region V and Region VII.  Actually, all population numbers and rates, regardless of
population size, are subject to errors of this type.  When numbers are large, however, the errors
are negligible and ignoring them, as has been the usual practice when presenting public health
trend data, has little impact on findings and interpretation.  When numbers are small, on the other
hand, the impact of errors can be important.

To better understand why statistical approaches may be appropriate for trend analysis, it is useful
to think of population numbers and rates as samples in time and space.  For example, ten years of
infant mortality data for one geographic area can be viewed as a sample taken from a multi-year,
multi-area population, and as such the rates are subject to sampling error.  In addition, the
number of infant deaths and/or the number of live births might be slightly different in a given
time or place depending on indeterminate conditions.  If a year could be "sampled" repeatedly,
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an infant born at 11:59 on December 31st in one "sample" might be born at 12:00 on January 1st
in another and thus be in the subsequent birth cohort, or an infant might survive in one "sample",
but die in another since the probability of survival for an infant born with a given set of medical
conditions is not fixed. These potential fluctuations may be termed random error as opposed to
sampling error, but regardless, health events are seen as the result of dynamic, not fully
predictable processes.

Error also plays a role when trend data are available for only a short period of time since the
ability to accurately characterize the overall shape of the trend is compromised by the reduced
number of data points.  For example, the maternal mortality rate in the U.S. has declined from
slightly over 20 per 100,000 in 1970 to 7.9 per 100,000 in 1990.  Most of this decrease, however,
occurred prior to 1980.  Since then, the rate has barely declined at all.  Both the long term and
the short term information are important to understanding maternal mortality.  If data were only
available since 1980, our view of the pattern of decrease over time in this indicator would be
limited.  On the other hand, future maternal mortality rates may be predicted more accurately if
only the data for recent years is used since it is a fair assumption that the rates in subsequent
years will be more similar to those in close proximity than to those in the more distant past.
Statistical of dynamic, not fully predictable processes.methods can be used to model trend data in
various ways, incorporating appropriate assumptions about the nature of the trend in the past,
present and future.

Reprinted  from Child Health USA '95, U.S. Department of Health and Human Services, Public Health Service, Health Resources and Services
Administration, Maternal and Child Health Bureau, DHHS Publication No. HRSA-M-DSEA-96-5.
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The changing terrain of public health calls for new strategies for examining trend data.  Public
health professionals need guidelines for presenting trend data based on small numbers or short
time periods, and principles for interpreting these types of trend data.  The number of
observations that give rise to the rates of interest,  the extent to which the number of observations
varies across populations or geographic areas to be compared, and the number of time points
available for study all influence how public health agencies will analyze and report trend data.

This discussion explores conceptual and methodological issues pertaining to analyzing trend
data.  Advantages and disadvantages of approaches for increasing the stability of rates such as
averaging data over time and  / or geography, and statistical methods such as regression analysis
are described.  Interpretation and presentation issues are addressed throughout.  Sixteen years of
infant mortality data reported by the Chicago Department of Public Health are used to illustrate
the analytic approaches described in the text.
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qq Why Do Trend Analysis?

One of the hallmarks of epidemiologic analysis is the understanding that health outcomes in a
population can only be fully understood if their frequency and distribution is examined in terms
of person, place, and time.  Trend analysis is one leg of this analytic triangle, and is used for
public health surveillance and monitoring, for forecasting, for program evaluation, for policy
analysis, and for etiologic analysis (investigation of potentially causal relationships between risk
factors and outcomes).  A study of time trends may focus, therefore, on one or more of the
following:

The overall pattern of change in an indicator over time.  The most general goal of trend
analysis for public health surveillance is to discern whether the level of a health status, service,
or systems indicator has increased or decreased over time, and if it has, how quickly or slowly
the increase or decrease has occurred.

Comparing one time period to another time period.   This form of trend analysis is carried out
in order to assess the level of an indicator before and after an event.  Evaluating the impact of
programs, policy shifts, or medical and other technical advances may call for what is sometimes
called interrupted time series analysis.

Comparing one geographic area to another.  When comparing the level of an indicator across
geographic areas, only looking at one point in time can be misleading.  For instance, one area
may have a higher value on an indicator in one year, but a lower value in the next--analyzing the
trend over several years can give a more precise comparison of the two areas.

Comparing one population to another.  When comparing the level of an indicator across
populations, both absolute and relative differences are important.  For instance, one population
may have consistently higher rates over time compared to another population and the rates in
both populations may be decreasing over time, but the disparity between the rates in the two
populations at each point in time may be increasing or decreasing.  Analyzing the trend over time
can provide information about the changing rates and the changing disparity in the rates.

Making future projections.  Projecting rates into the future is a means of monitoring progress
toward a national or local objective or simply providing an estimate of the rate of future
occurrence.  Projecting the potential number of future cases can aid in the planning of needed
health and other related services and in defining corresponding resource requirements.
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qq Preparing to Analyze Trend Data

A series of conceptual issues must be addressed before analyzing and interpreting trend data
regardless of the purpose of the analysis.  These issues include:

• Sample size—the number of time periods being examined
• Presence of extreme observations or outliers
• Availability of numerator and denominator data
• Confounding--changes over time in factors related to the indicator of interest

Sample size.  First, it is critical to understand the nature of the dataset being analyzed.  In public
health, trend analysis is typically carried out at the ecologic level.  In other words, the
observations, or units of analysis, are time periods (years, months, days) and not individuals.  A
simple dataset for use in a trend analysis might be organized in the following way:

Year Rate per 10,000 # of Health Events
(numerator)

Population at Risk
(Denominator)

1 1970 13.3 26 1,955
2 1971 12.8 24 1,877
- - - - -
- - - - -
- - - - -
- - - - -
- - - - -

25 1994 11.8 24 2,034
26 1995 12.0 26 2,164

In this hypothetical dataset, there are 26 observations, one for each year.  In statistical terms,
these 26 observations are a sample in time, and therefore 26 is the sample size for analysis
regardless of the size of the population denominators.  The fewer the number of time periods
available, the smaller the sample size and as usual, the greater the potential for error.  The longer
the time period, the more information and therefore the more likely it is to precisely identify
patterns of change.  Referring again to the graph of maternal mortality shown earlier, we see that
if only data from 1980 forward were examined, the lack of improvement during this time period
could be misinterpreted as representing the longer term trend which, in contrast, shows
considerable progress in preventing this adverse outcome.

Presence of extreme observations.  Another consideration when analyzing and interpreting
trends over time is whether there are extreme observations, or outliers, in the data.  If there are, it
is important to determine whether these are due to random variability or whether they reflect a
real departure from the general trend.  In the graph of the annual number of measles cases seen
below, understanding the peak in 1989 and 1990 is as important as understanding the overall
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long term trend.  In this case, the maternal and child health community used this information to
focus more intensively on immunization efforts.

Reprinted  from Child Health USA '93, U.S. Department of Health and Human Services, Public Health Service, Health Resources and Services
Administration, Maternal and Child Health Bureau, DHHS Publication No. HRSA-MCH-94-1.

Availability of numerator and denominator data. The accuracy of numerator and denominator
information over time is also very important in insuring meaningful interpretation of trend data.
If both numerator and denominator data for an indicator are available for each time period being
studied, then these can be easily analyzed.  For instance, it is relatively straightforward to
examine trends in indicators based on vital records data, such as low birthweight or infant
mortality, because the numerator and denominator information is collected continuously.  The
number of low birthweight births or the number of infant deaths as well as the total number of
live births can be accurately counted on an annual or even monthly basis.

In contrast, other indicators require population denominators which are not collected
continuously.  Census data are collected once every 10 years, with intercensal estimates being
calculated routinely only for certain geographic areas and certain populations.  If a trend analysis
in a small area, or comparing different age groups or sociodemographic groups is planned, it is
typically quite difficult to obtain estimates for the required denominators.  For example, annual
estimates of the population of children less than 18 years old in a small city are probably
unavailable.
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When intercensal estimates are available, they have typically been calculated using what is called
the Component Method.  This method uses data for births, deaths, and migration patterns (in and
out) in a given population to yield revised population estimates.  Data from a decennial census is
used as baseline data (Year 1), and then the Component Method calculates estimates for
subsequent years as follows:

3 and 2Year 3 and 2Year 3 and 2 Years1Year 3Year 

2Year          2Year             2Year 1Year 2Year 

MigrationNet Deaths-BirthsPopulationEstimate

MigrationNet Deaths- BirthsPopulationEstimate

++++==

++++==

and so on until the final year of interest is reached.

Birth and death information is readily available for all time periods, but migration patterns are
quite difficult to estimate.  When the Component Method is not feasible, other approaches turn to
proxy indicators of population such as school enrollment, number of filed tax returns, or car
registrations to derive population estimates.

Less precise, but easiest to carry out, are simple linear interpolation or extrapolation.   Linear
interpolation and extrapolation both involve the calculation of average annual % change for use
in estimating population denominators.

Linear Interpolation

When data are only available for the beginning and end of a time period of interest, the formula
for calculating an average annual % change is as follows:
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Suppose available census estimates of the number of children under 18 years of age in a
community are:

1990 3,224
1995 3,943

The average annual percent change can then be calculated as:

46.4

100
         5         

224,3
224,3943,3

 

==

××

−−

Once the average percent change is calculated, it can then be applied to the baseline value,
yielding a constant for use in interpolating the population values for the intervening years.  In
other words, to get estimates for the 4 years between the known values for 1990 and 1995, the
average annual percent change of 4.5 is applied to the number of children < 18 in 1990.

3,2240.0446  144

(1990) Value Baselinechange % annual average Constant 

××==

××==

This estimate of a yearly increase of 145 children < 18 can now be added year by year to obtain
new annual estimates.  In general this process occurs as follows:

Constant  Value  Estimate 19901991 ++==

And, then again:

Constant   Estimate  Estimate 19911992 ++==

This process continues until the known value for 1995 is reached.  For estimating the population
of children under 18, we obtain:

144  3,656  3,800     :1994For 

144  3,512  3,656     :1993For 

144  3,368  3,512     :1992For 

144  3,224  3,368     :1991For 

++==

++==

++==

++==
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Linear interpolation assumes that the change over time is occurring uniformly--the change from
the first to the second year is the same as the change from the second to the third year, and so on.
Any year to year differences are unseen, but as long as these differences can be assumed to be
small, this method will yield reasonable population estimates.

Even less precise than linear interpolation, sometimes decennial census figures are used as
population denominators for a whole series of years.  If the populations of interest are assumed
to be fairly stable, using the decennial census figures as stand-ins may be reasonable, but if the
population is changing rapidly, this will result in errors and misinterpretation of trends.  If this
approach is taken, it is incumbent upon the analyst to describe the potential bias in the results.
For example, if a single decennial census figure is used as the population denominator for a five
year period, but the population actually increased during that period, then any rates reported will
be overestimates, and conversely, if the population actually decreased during that period, then
any rates reported will be underestimates.

Confounding.  Particularly when trend analysis is to be undertaken for a small area or small
population, changes over time in other factors related to the indicator of interest must also be
considered.  For example, change in the sociodemographic characteristics of the population such
as change in the age structure, the ethnic composition, or income level over time may be
associated with the change over time in the indicator that is of primary interest.  The question is
whether comparing the health status of a community from 1970 to 1995, for example, is
meaningful.  Is it really the "same" community at the two endpoints of the trend analysis, or is
any observed trend confounded by changes in factors other than the indicator being studied?

Changes in reporting definitions for an indicator, or reporting accuracy over time might also
confound the trend information and lead to misinterpretation.  For instance, varying criteria for
reporting fetal deaths versus spontaneous abortions may produce spurious results when trend
analysis for these indicators is carried out.  Similarly, changes in medical technology which have
an impact on the indicator, such as the impact on infant mortality of the widespread
implementation of neonatal intensive care units in the late 1970's and early 1980's, must also be
considered.  Other changes over time that are of concern when conducting trend analysis include
changes in laws or public policy such as a change in eligibility criteria for programs such as
Medicaid, or rules concerning access to services for minors, as well as changes in cultural
practices such as reduction (or increase) in substance abuse.

In general, accounting for change over time in other factors related to the indicator of interest
increases in importance the longer the time period and/or the smaller the area or population size
being studied.  Demographic changes such as a shift in ethnic composition, for instance, may be
more pronounced at the county or community level than in a state or the nation as a whole.  On
the other hand, a shift in cultural practices usually occurs gradually and will be identified only
over a long period of time.
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qq Analysis of Trend Data

The selection of a strategy for analyzing trend data will depend in part on the purpose of the
analysis, and on careful consideration of all of the issues discussed above.  Once there is a sound
conceptual framework, tables, graphs and statistical analysis are tools for examining and
analyzing trend data; graphs, in particular, are an effective tool for presenting the pattern of
change over time.

Regardless of whether statistical techniques will be used for analyzing data over time, the most
straightforward and intuitive first step in assessing a trend is to plot the actual observed numbers
or rates of interest by year (or some other time period deemed appropriate).  In addition, the
numbers or rates should be examined in tabular form.

These initial steps are indispensable for understanding the general shape of the trend, for
identifying any outliers in the data, and for becoming familiar with both the absolute and relative
levels of the numbers and rates being studied.  Inspection of the data provides the basis for
making subsequent analysis choices and should never be bypassed.

Visual inspection of the data may indicate that use of statistical procedures is inappropriate. For
example, an outlier at a particular point in time may be of intrinsic interest, representing
circumstances in the community important to understand.  Statistical procedures, such as
regression analysis, would mute the effect of this outlier by assuming that its extreme value is
attributable to statistical instability.  For example, a sudden rise in the rate of injury deaths due to
drowning may point to a problem at community swimming facilities and it would be unfortunate
and inappropriate if a statistical examination of an overall trend were to obscure this information.

Visual inspection also permits a preliminary assessment of the overall direction and shape of the
trend.  Commonly used statistical approaches are designed for assessing linear trends; that is, a
series of numbers or rates which change over time in a consistent, or uniform, fashion.  If the
trend appears to be different during distinct time periods, either in shape or direction, then an
analytic method must be selected that will preserve and not obscure this important information.

In addition, when the number of health events is very small, individual case review may be
called for rather than the application of statistical methods.  Each event might appropriately be
considered as a sentinel or unexpected occurrence, arising from different processes than when
health events occur on a widespread basis.

In order to look more concretely at the process of analyzing trends, data reported by the Chicago
Department of Public Health are used throughout the remainder of this discussion.  The data
presented here are for what is referred to as Chicago Community Area 33, representing a small
area of the city.  Chicago Community Area 33 is an aggregation of five census tracts.  As
recommended, we first look at the actual data, both in tabular and graphic form:
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INFANT MORTALITY RATES
CHICAGO COMMUNITY AREA 33 1979-1994

DEATHS BIRTHS RATE  / 1,000 95% CI*

1979 8 213 37.6 11.6-63.6

1980 7 220 31.8 8.2-55.4

1981 6 179 33.5 6.7-60.3

1982 7 202 34.7 9.0-60.4

1983 5 172 29.1 3.6-54.6

1984 8 184 43.5 13.4-73.6

1985 4 183 21.9 0.5-43.3

1986 4 189 21.2 0.4-42.0

1987 7 194 36.1 9.4-62.8

1988 5 181 27.6 3.4-51.8

1989 9 227 39.6 13.7-65.5

1990 6 252 23.8 4.8-42.8

1991 4 247 16.2 0.3-32.1

1992 3 246 12.2 0.0-26.0

1993 10 244 41.0 15.6-66.4

1994 6 275 21.8 4.3-39.3

3.393.4

5.178.21

9.896.18.21

1,000
275
21.8

1.9621.8CI 95% the 1994,for  example,For 

1,000
pop
rate

1.96  Rate = (CI) Interval Confidence 95%*

−−==

±±==

××±±==

××±±==

××±±
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These preliminary views of the community area infant mortality data show a series of unstable
rates—the confidence intervals around each rate are very wide and the pattern over time is quite
jagged.  Ten or fewer infant deaths and fewer than 300 live births occur each year in this area.
Due to this instability, it is very difficult to meaningfully interpret the data and other techniques
have to be applied in order to create a clearer picture of the pattern over time.  (Note that the Y
axis scaling on the two graphs is different; the scale on the second graph had to be expanded in
order to accommodate the wide confidence limits.)

Data Transformation and Smoothing

One step toward improving the interpretability of the data is to put the rates on a logarithmic
scale.  A log transformation of the data provides more appropriate and realistic results because it
"flattens" the series of rates.  While the overall shape of the trend is unchanged, the rate of
increase or decrease is somewhat altered.  For example, if rates are decreasing over time and no
transformation is carried out, future projections will eventually predict the occurrence of zero
health events, but the log transformation will slow the approach to zero (and in fact never reach
zero) making any projection of future rates more reasonable.
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Next, if the initial assessment does not reveal any outliers in the data, more elaborate statistical
methods beyond simple transformation of the rates may be worthwhile.  In general, statistical
approaches aim to "smooth" the data; that is, they aim to increase the stability of the rates and
hence diminish their jagged appearance.  Various forms of averaging, including use of multiple
year rates, moving averages, and regression procedures can accomplish the desired smoothing.

Perhaps the form of averaging most commonly carried out by MCH and other public health
professionals is collapsing data across time periods--for instance, calculating rates by combining
the numerators and denominators for two or three years of data rather than using the annual rates.
This approach increases the stability of the resulting rates by increasing the sample size at each
time point.  The infant mortality rate for 1979-1980 in Chicago Community Area 33 is:

6.34000,1
433
15

000,1
220213
78

==××==××
++
++

Collapsing data in this fashion, however, though it increases stability, also means a loss of
information. With 16 years of data, for example, using two year rates leaves only 8 data points to
portray the pattern over time.  If more years of data were combined, the loss of information
would render it difficult to discern any pattern.  Below is a plot of the infant mortality data for
Chicago Community Area 33 using two year rates.
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Moving averages are also used to increase stability and “smooth” the data.  Here, time periods
are not combined in mutually exclusive groups as when simple multiple year rates are calculated,
but rather in overlapping sequences:

Years 1,2, and 3
Years 2,3, and 4
Years 3,4, and 5
etc. until the last year is included

Moving averages have the advantage of increasing stability with a minimal loss of information.
Compared with the 8 data points resulting from calculation of two year mutually exclusive rates
as shown above, 15 data points result from calculation of rates based on two year moving
averages.  The maintenance of information with moving averages makes it possible to combine
more years of data to maximize sample size at each point.  For instance, calculation of three year
moving averages with the 16 years of data results in only 2 data points being lost, leaving 14 to
portray the pattern over time.  Below is a plot of the infant mortality data for Chicago
Community Area 33 using three year moving averages.
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Reporting Average Annual Percent Change in an Indicator

Earlier, average annual percent change was discussed in the context of linear interpolation when
estimates of population denominators were required in order to assemble reasonable trend data.
Using average annual percent change after the trend data has been assembled and organized is
somewhat different.  Here, there is information on the year to year changes rather than just the
overall change from the beginning to the end of a time period and the goal is to estimate how fast
or slow change is occurring.  The formula for average annual % change in this context is:

year final the is n  Year    
yearfirst  the is 1 Year     

years ofnumber  total the is n where

1n

1001
Rate
Rate

 

n

2i 1-i Year

i Year

−−

××







∑∑ −−
==

If numbers or rates are unstable and therefore the pattern very jagged, the average of the year to
year changes if no preliminary smoothing is carried out can be misleading.  For example, the
average of the observed set of 15 annual % changes for the 16 infant mortality rates in
Community Area 33 is calculated as:

5.10
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1001
0.41
8.21

1
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1
8.31
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1
6.37
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==
××
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The result of 10.5 % implies that the infant mortality rates are increasing over time, a result
which contradicts the pattern of decreasing rates over time seen in the plots shown earlier.

Using the 13 three year moving averages to gain stability and smoothness, however, the average
annual % change is:

1.1
13

1001
1.23
8.24

1
4.17
1.23

1
3.33
5.32

1
3.34
3.33

−−==
××














 −−++






 −−++++






 −−++






 −− K



18

This implies that the infant mortality rates are decreasing by approximately 1.1 %, a result much
more consistent with what is seen in the plots of the data.

Average annual percent change can also be used to calculate a projected rate.  This is
accomplished through linear extrapolation, by iteratively increasing or decreasing the number or
rate according to the average annual percent change.  For the infant mortality rates based on 3
year moving averages in Community Area 33, the process would be as follows:

 )Rate  Observed (-0.011 Rate  Observed Rate  Projected 94-93-9294-93-9295-94-93 ××++==

And, then again:

)Rate  Projected(-0.011Rate  ProjectedRate  Projected 95-94-9395-94-9396-95-94 ××++==

And this would continue for as many years as considered appropriate.  For Community Area 33,
the first two projected rates are:

(( ))
(( ))5.24011.05.242.24  :Rate  Projected

24.80.01124.8  24.5  :Rate  Projected

96-95-94

95-94-93

××−−++==

××−−++==

And if this process of linear extrapolation were continued, the projected infant mortality rate for
the three year period 1999-2000-2001 would be 22.7.

In order to calculate a confidence limit around a projected rate arrived at in this fashion, the
average annual % change in the population denominator has to be computed and then linear
extrapolation used to obtain an estimate for the projected year of interest.  For the infant
mortality data, for instance, the average annual percent change in total live births (or the average
change in the 3 year moving total live births) would be calculated and then applied iteratively
into the future. A 95 % confidence interval can then be generated with the usual formula:

1000
Births Live Projected

Rate Projected
1.96  Rate Projected ××±±
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Statistical Procedures

In order to test whether there is a statistically significant trend or whether two or more trends are
statistically different, several approaches are available.

Chi-square test for linear trend.  A chi-square test for trend can be obtained by organizing the
observed data into a contingency table with one row for each time period and two columns: the
first for the number of individuals who experienced the health outcome  (the numerator of the
rate); the second for the number of individuals who did not (the denominator minus the
numerator).  Following is modified output from Epi-Info showing the chi-square test for trend
for the 16 annual infant mortality rates in Chicago Community Area 33:

                    Analysis For Linear Trend In Proportions

     Exposure Score          Cases      Controls
       --------------            -----         --------

1979.00  8.00 205.00
1980.00  7.00 213.00
1981.00  6.00 173.00
1982.00  7.00 195.00
1983.00  5.00 167.00
1984.00  8.00 176.00
1985.00  4.00 179.00
1986.00  4.00 185.00
1987.00  7.00 187.00
1988.00  8.00 176.00
1989.00  9.00 218.00
1990.00  6.00 247.00
1991.00  4.00 243.00
1992.00  3.00 243.00
1993.00 10.00 234.00
1994.00  6.00 269.00

         Chi Square for linear trend : 1.583          p value : 0.20838

The linear trend in these data is not statistically significant according to this test since the p-value
is 0.2, not less than the customary cutoff of 0.05.

Regression analysis.  Regression analysis has several advantages over the other averaging or
smoothing techniques discussed so far and over the chi-square test for trend.  In general,
regression modeling has the advantage of jointly considering the information contained in the
series of counts or rates, rather than considering each time point separately.  Analyzing the series
of rates as a unit in effect imposes stability, and consequently, the confidence band around the set
of predicted values from regression analysis will be narrower than the confidence limits
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calculated around each count or rate separately; any statistical test based on regression results,
therefore, will be more powerful.

In addition, regression procedures will generate estimates of future rates as well as estimates of
average annual percent change, neither of which are automatically obtained when averaging
without modeling is carried out or when a contingency table is organized to conduct a chi-square
test for trend.  Moreover, graphs of the predicted and projected values as well as the confidence
band can be plotted.

Another advantage of using regression methods for analyzing trends and making projections is
that other variables can be included in a model.  For instance, if annual infant mortality rates are
to be modeled, annual data on rates of prenatal care utilization, or rates of substance abuse during
pregnancy, or changes in demographic risk markers could be simultaneously examined.  With
trend data, regression procedures model the association between time and the outcome of
interest; if other variables are confounders or effect modifiers of this association, the predicted
rates, the projected rates, and the confidence bands around these will be adjusted appropriately.
Without using some form of regression modeling, the impact of other variables cannot be
accounted for in the results.

There are several regression approaches that can be employed to examine trend data.  Following
is a generic description of these approaches.

Ordinary Least Squares (OLS) Regression

Ordinary least squares (OLS) regression can be used to model the observed series of rates, but as
stated above, it is often preferable to model the natural logarithm of the rates. The disparity
between predicted rates based on linear and log-linear models increases as the time periods being
forecasted move further from the time of observation.  Multiple year rates or moving averages
(or the log transformation of these) may also be modeled using the OLS method.  A simple OLS
model has the general form:
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The figure below again shows the observed rates for Chicago Community Area 33 along with
both the predicted values (regression line) obtained from modeling the actual rates and the
predicted values (regression line) obtained from modeling the natural logarithm of the rates.
You can see that the regression line from modeling the actual rates crosses the regression line
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from modeling the transformed rates in approximately the year 2006.  If the line for the actual
rates is used, the infant mortality rate is predicted to be zero by the year 2023, whereas it is
predicted to be approximately 8 per 1,000 live births in that same year if the regression line from
the log transformed rates is used.  In fact, using the log transformation, an infant mortality rate of
zero will never be predicted, which unfortunately, is a more realistic result.

From the point of view of an OLS regression procedure, the sample size equals the number of
time points being modeled. The procedure does not have access to information on the
populations sizes that gave rise to the rates at each time point.  In other words, OLS regression
accounts for the variability across time periods, but cannot account for the variability or random
error in each individual rate.

When modeling the 16 years of Chicago data with OLS, then, the sample size equals 16
regardless of whether the population (in this case, live births) in the denominator of each rate is
in the 100s, 1,000s, or 100,000s.  The confidence band around the OLS regression line will
therefore be identical for sets of the same rates even if these arise from populations of different
size.  For example, if another community area in Chicago had exactly the same set of rates as
those for Community Area 33, but these were based on many more live births each year, OLS
regression would not distinguish between the two areas.
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To illustrate, suppose that the 1994 rate of 21.8 in another community area was based on 27,500
rather than on 275 live births.  The OLS procedure would not recognize this difference; the
sample size remains 16, and the regression lines, the confidence bands, and other statistics such
as average annual percent change would be identical.  This is despite the fact that there is much
less potential for error in the set of more stable rates compared with the set of unstable ones.

Further, if two year rates were modeled in order to gain stability, the sample size would be
reduced from 16 to only 8 data points.  While the confidence band around the line would be
narrower as a result of the smoothing, there would be loss of statistical power due to the smaller
sample size.  Again, modeling moving averages has the advantage of both increasing stability
and maintaining sample size.  Below is the plot of the ordinary least square regression results of
modeling the natural logarithm of the 3 year moving averages for Chicago Community Area 33.

Poisson Regression

Poisson regression can also be used to model the observed rates, collapsed data, or moving
averages.  Because of the nature of the Poisson distribution, by definition a log transformation of
the data is employed.
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In contrast to ordinary least squares regression, Poisson regression has the advantage of
accounting both for the fluctuation across time and the variability at each time point.  The
procedure models the counts in the numerator and denominator for each time period rather than
the pre-calculated rates.  In essence, this approach is equivalent to having data at the individual
level, with sample size equaling the number of individuals in the denominators of the rates
instead of the number of time periods for which rates are available.

For example, a Poisson regression procedure will model the 6 infant deaths and 275 births that
occurred in Chicago Community Area 33 in 1994 or the 600 infant deaths and 27,500 live births
that occurred in some hypothetical community area, rather than modeling the rate representation
of 21.8 for both areas as is done in OLS.  The confidence band around a Poisson regression line,
therefore, will be different for sets of the same rates when they arise from populations of
different size.  A simple Poisson model has the general form:
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Despite the differences between the OLS and Poisson procedures, in most circumstances the
results from using OLS to model the natural logarithm of rates or Poisson regression will be
quite similar.  Understanding when and how these two regression procedures might differ,
however, is important for choosing an appropriate method to use.

When a set of rates is based on small numbers, the variability of each rate is large, and the
variability across time will probably also be large (a jagged pattern).  In this scenario, the
confidence band from either Poisson or OLS regression will be wide since both the small
numbers and the jagged pattern over time imply instability.  The confidence band from Poisson
regression will be somewhat wider because it incorporates information about both kinds of
variability, while OLS only incorporates information about the variability across time, but the
difference will not be great.

On the other hand, in the improbable scenario that a set of rates based on small numbers shows
little variability across time (a smooth pattern), the confidence band from Poisson regression will
be quite a bit wider than that from OLS.  Here, the small numbers and the smooth pattern carry
contradictory information about stability.  Poisson regression calculates a confidence band based
on both pieces of information, but places heavier weight on the population sizes with, in this
case, their implication of instability, while OLS regression calculates a narrower confidence band
based solely on the smooth pattern over time with its implication of stability.

When a set of rates is based on large numbers, the variability of each rate is small, and the
variability across time will probably also be small (smooth pattern).  In this scenario, the
confidence band from either Poisson or OLS regression will be narrow since both the large
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numbers and the smooth pattern over time imply stability.  In fact, the confidence bands will be
almost identical because the variability of each rate is very close to zero.

On the other hand, in the improbable scenario that a set of rates based on large numbers shows
a lot of variability across time (jagged pattern), the confidence band from Poisson regression will
be quite a bit narrower than that from OLS.  Now the large numbers and the jagged pattern carry
contradictory information about stability.  Poisson regression calculates a confidence band based
on both pieces of information, but again places heavier weight on the population sizes with, in
this case, their implication of stability, while OLS regression calculates a wider confidence band
based solely on the jagged pattern over time with its implication of instability.

Because it is much more likely that the variability across time and the variability in the rates are
consistent with each other, rather than contradictory, the results from Poisson and OLS
regression will usually yield similar results.  Often, in public health agencies, OLS regression is
used because this procedure is available in many different software packages, whereas Poisson
regression is available only in more specialized software.

Time Series Analysis

Time Series Analysis refers to a collection of specialized regression methods that use integrated
moving averages and other smoothing techniques and have different assumptions about the error
structure of the data.  The term "moving average" as used in time series analysis should not be
confused with the calculation of moving averages as has been demonstrated above.  Here, the
term refers to a complex process that incorporates information from past observations and past
errors in those observations into the estimation of predicted values.

Unlike ordinary least squares, logistic or Poisson regression which assume that errors in the
modeled observations are independent (uncorrelated), time series methods assume that the errors
are correlated.  Time series methods can diagnose the precise nature of the correlation and adjust
for it.  In general, correlation in the errors increases the variance of the regression estimates, and
therefore using these methods will yield wider confidence bands than the other approaches
already discussed.  The regression estimates themselves will also be somewhat different, and
despite the wider confidence band, the efficiency of  time series methods may result in a steeper
slope than that generated by OLS or Poisson regression.

In many public health datasets, the extent of correlation in the errors is not always high.  If
possible, statistical software such as SAS should be used to diagnose whether correlated errors
are a significant problem.  If they are not, then OLS or Poisson regression can be used without
seriously violating the assumption of independence inherent in these approaches.

There are many other features of time series methods that aid in precisely characterizing a trend,
including identification and adjustment for non-linear components of the trend and differential
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weighting of observations for forecasting.  While time series methods yield more precise results,
their use also requires specialized software and more advanced technical expertise, and therefore,
building them into routine surveillance and monitoring activities is rarely feasible.  If these
methods are to be used, the assistance of a statistician should be sought.

The following table provides a comparison of the results obtained from using various regression
approaches to model the sixteen years of infant mortality data for Chicago Community Area 33.
For simplicity, only the results for 1994 are shown.  The OLS and Poisson results shown are
quite similar.  The time series approach yields a similar predicted value, but a wider confidence
band as expected.   Despite the differences, these approaches will probably not lead to different
public health conclusions.

Estimated Rates and 95% Confidence Bands
 Various Regression Approaches

Chicago Community Area 33

Method 1994

OLS Regression, Modeling the Natural
Logarithm of the Rates

21.5
15.4-30.2

Poisson Regression 23.7
16.4-34.2

Time Series Analysis--the AR(1) Model
Using the Natural Logarithm of the Rates

19.6
8.9-43.2

OLS Regression, Modeling the Natural
Logarithm of 3 Year Moving Averages.

22.9
(19.7-26.7)

An estimate of average annual % change and projected rates can be obtained directly from the
output of a regression procedure rather than having to conduct the iterative calculations
demonstrated earlier.  The following are regression results generated by SAS for modeling the
natural logarithm of the 16 infant mortality rates for Chicago Community Area 33:
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 ANNUAL IM RATES FOR CHICAGO COMMUNITY AREAS

 AREA=33

 Model: MODEL1
 Dependent Variable: LNIMRATE

 Analysis of Variance

        Sum of         Mean
 Source          DF      Squares       Square      F Value       Prob>F

 Model             1      0.40427      0.40427        3.722       0.0742
 Error             14      1.52046      0.10860
 C Total         15      1.92472

      Root MSE       0.32955     R-square       0.2100
      Dep Mean       3.32866     Adj R-sq        0.1536
      C.V.                 9.90043

 Parameter Estimates

                  Parameter      Standard    T for H0:
 Variable  DF      Estimate         Error      Parameter=0    Prob > ]T]

 INTERCEP   1      6.311364    1.54815934         4.077        0.0011
 YEAR            1    -0.034482    0.01787243        -1.929        0.0742

As was seen in the table comparing different regression approaches, the predicted value for 1994
using OLS regression to model the natural logarithm of the infant mortality rates is:

e YEARba ××++

(( )) 21.5e 940.03456.311 ==××−−++

Remember that because the natural logarithm of the infant mortality rates were modeled, the
regression estimates need to be exponentiated in order to report the results in the usual units.

The average annual percent change based on the predicted values from the log linear regression
analysis is:

3.41001)-(e-0.0345 −−==××
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This formula is exactly the same as the one used before when the calculation for average annual
percent change was carried out iteratively with the observed data--here the beta coefficient (slope
or parameter estimate) from the regression results is the ratio of the rate in one year to the rate in
the previous year (the relative risk).  This is seen more clearly if the formula is written as
follows:
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Notice that modeling the 16 annual log transformed rates, the average annual % change is
negative, indicating a decreasing infant mortality rate.  This is in contrast to the result obtained
earlier when the average annual percent change was computed without any modeling or
smoothing.  Without modeling, moving averages had to be used in order to generate a reasonable
result, but here the regression procedure itself accomplished the necessary smoothing.  Of note is
that the regression estimate of a 3.4% annual decrease in infant mortality is quite a bit higher
than the estimate of a 1.1 % annual decrease obtained earlier when using the 3 year moving
averages without any modeling.  This result reflects the assumption of linear change imposed by
the regression procedure.

Using the results of regression analysis, projected rates can also be calculated directly from the
regression equation.  The calculation is the same as for any predicted value, except that the time
period of interest is outside the range of the observed data.  Following are 2 projected rates using
the log linear regression results:

17.5   e   :2000for  rate projected The

20.8   e    :1995for  rate projected The

100)0.0345( 6.311

95) 0.0345( 6.311

==

==

××−−++

××−−++

Consistent with its higher estimate of average annual percent change, the regression projected
rate of 17.5 for the year 2000 is lower than the projected rate of 22.7 calculated earlier for the
year 2000 when using the 3 year moving averages without any modeling.
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Other Considerations When Selecting Graphing or Statistical Approaches

Whether only one series of rates or multiple series of rates are being analyzed.  For example,
the choice of how many years, if any, to combine when calculating moving averages may
change.  It may be determined that 3 year moving averages are appropriate for analyzing data
from a particular geographic area.  Another area, however, may require the use of 4 year moving
averages in order to achieve adequate smoothing.  If the two areas are to be compared, the same
amount of averaging should be applied to both.

If Chicago data were to be analyzed for the city as a whole, no averaging at all would be
necessary since the stability of the city rates yields a smooth pattern.  If, however, a comparison
were to be made between the city and one or more community areas with their jagged patterns,
then averaging would have to be applied to all of the data, and applied in a comparable fashion.
Below are three plots of the infant mortality rates in Chicago Community Area 33, Chicago
Community Area 35, and the city as a whole.  The first examines the three sets of annual
observed rates:

The second plot examines the three sets of 3 year moving averages, and the third the predicted
values from modeling the natural logarithm of these using ordinary least squares regression:
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The first plot is difficult to interpret since there is so much fluctuation in the rates in the two
community areas.  The comparison between the city and the two community areas is easier to see
in the second and third plots.  It appears that Community Area 33 has generally had a higher
infant mortality rate than Community Area 35, although, particularly in the plot of the regression
analysis, it appears that the rate is decreasing faster in Community Area 33.

Characteristics of other independent variables to be included in a regression model.  It might
be desirable to build a more complicated regression model that would include several
independent variables in addition to the time variable.  Inclusion of other variables can yield a
more precise picture of a trend by accounting for changes over time in other factors.  A model of
this type might look like:

(( )) (( )) (( )) (( ))i3i2i1i 2Varslope1VarslopeYearslopenterceptirateln ××++××++××++==

Remember that trend analysis is generally carried out using aggregate data.  Independent
variables in the model, therefore, are typically proportions and not values for individuals.  For
example, a model might include the annual percent of poverty in a community or the percent of
women who did not receive prenatal care in a community.

Sometimes there are as many data points for these other variables as there are for the rates of the
outcome being modeled; sometimes, however, there are fewer data points.  For example, with 16
years of data, there may be only 2 census values available for another variable of interest.  In
addition, an independent variable may also need to be transformed, for instance, to the log scale
prior to analysis.  Moreover, in epidemiologic terms, time is the "exposure" variable in trend
analysis, and therefore another variable must be related to both time and the outcome being
studied in order to be a confounder of the association between these two (the trend).  To be an
effect modifier, the rate of change in the outcome over time (the slope of the trend) must be
different at each level of another variable.

Achieving stability by combining geographic areas.  In addition to or instead of smoothing trend
data by using multiple year rates or moving averages, geographic areas can be combined to gain
stability.  As with any averaging technique, there is loss of information when areas are
combined, but if the areas are similar with respect to the characteristics of their residents and / or
the characteristics of their health service delivery systems, this is a viable approach.

Combining geographic areas can reduce the data burden when many comparisons are of interest,
and can provide a more concise picture of the trend in a health indicator.  Further, areas may be
combined in a way that is most informative for health assessment, planning, and evaluation.
Below are two plots of the infant mortality rates in Chicago Community Areas 33 and 35
combined, and the city as a whole.  Although these two areas showed somewhat different trends
in infant mortality as seen in the previous graphs, they are very similar demographically, and
combining them may make more sense from the standpoint of intervention strategies.  The first
plot examines the 3 year moving averages of the observed rates, and the second examines the
regression lines and confidence bands from modeling the natural logarithm of these.
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Trend Analysis and Use of Local, State, or National Objectives

Using trend data, several indicators can be projected out to the point at which each meets or
surpasses the appropriate Year 2000 Objective (or any other objective), and then a comparison
across these indicators can be made according to the number of years behind or ahead of the
objective.  For example, suppose trend analysis yielded the following projections for three
indicators:

Indicator #1 -- 2004
Indicator #2 -- 1999
Indicator #3 -- 2003

In this scenario, priority might be given to improving indicator #1 (assuming other factors have
been taken into account) since it appears to be farther from its Year 2000 Objective than the
other two indicators.

In addition, statistical testing can be carried out to assess the current level of indicators with
respect to the appropriate Year 2000 (or other) Objective.  The resulting z-tests can then be
compared across indicators.  The formula for a z-test, using an objective as a standard is as
follows:
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Further, z-tests can be generated using projected levels of the indicators instead of the
current levels.  Comparisons can then be made across indicators according to these
scores:
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The results of using the current level of the indicator and the projected level of the indicator may
yield different, but equally important information.  One indicator may currently be farther from
an objective than another indicator, but it may also be exhibiting a faster rate of decline over time
and therefore be projected to be closer to its objective than the other indicator at some point in
the future.  These types of analyses can complement the information obtained from examining
plots of trend data, comparing average annual percent changes or other statistical results.

qq Presentation of Trend Data

The discussion thus far has described a range of analytic methods useful for understanding and
interpreting trend data.  Deciding which results to present and the form in which to present them
is an important aspect of turning the data into information.  As a general rule, it is important that
public health analysts within a health agency carry out as refined and as detailed an analysis as is
feasible, even though the final reports or forums for presenting the information may incorporate
only portions, sometimes only small portions, of the work.  Examining the data in multiple and
varied forms allows for exploration of different presentation strategies, and is necessary for
selecting an effective and useful approach.  If analytic shortcuts are taken, this process cannot
occur and the final product may suffer.

For instance, initial analysis may explore approaches to combining years or geographic areas.
One averaging method may obscure an important trend, another may highlight it; unless the
preliminary work is carried out, inappropriate choices for presentation may be made.  In
addition, having multiple analyses provides a pool from which to draw depending on the
audience and circumstances of the presentation.  If time and resources permit, then, the following
analyses should be conducted for internal use:
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   1. Produce plots of the observed data along with confidence limits
   2. Produce tables of the observed data along with confidence limits
   3. Assess whether there are extreme observations, or outliers, in the data
   4. Consider transforming the data to a logarithmic scale
   5. Assess whether the trend is linear or whether its shape or direction changes over time
   6. Consider examining trends separately for subsets of the population
   7. If data are based on small numbers, explore different smoothing strategies:

a. Combine multiple years of data into mutually exclusive groups
b. Combine multiple years of data into moving averages
c. Combine geographic areas

 8. Calculate average percent change, either annual or some other time increment
 9. Calculate projected rates, particularly with respect to relevant health objectives
 10. Use statistical testing, such as the chi-square test for trend or regression analysis
 11. Explore different formulations for regression modeling

a. Produce plots of the predicted and projected values, and confidence bands
b. Explore the impact on the trend of including other variables in a model
c. Calculate average percent change, either annual or some other time increment

Once the above analyses are generated, the following are general guidelines for presentation to a
wider audience:

At Minimum Optional
Display plots of the observed data over time

Comment in narrative form on the stability of
the rates and approaches used to increase it

Report average percent change

Interpret in narrative form the relationship of
the trend to reaching health status objectives, to
health services utilization, and to systems
functioning

Display a table of the rates along with
confidence limits

Display plots of predicted and projected values
from regression analysis

Overlay plots for different populations or
geographic areas

Report the results of statistical testing, either
for one trend or for comparisons across
populations or geographic areas

Although the observed data, if based on small numbers, may be very hard to interpret due to a
jagged pattern over time, most audiences need to see the original "real" numbers or rates before
they can understand transformed data or regression results.  For example, a community group
may wish to see data for its area alone, even though a clearer picture might be obtained if data
for several communities were combined.  Often, it is decided not to show plots of regression
results, but to simply report some of the information that a regression analysis yields such as an
average percent change or a prediction of a future rate.
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SUMMARY

Trend data provide a dynamic rather than a fixed view of the health status of the MCH
population and of the services and systems that can have an impact on that health status.  For
trend data to be most useful, it is critical that an analysis be conceptually tied to program and
policy issues.  The job of the analyst, therefore, is to present graphs, tables, statistical results, and
narrative that make these connections.  In particular, the ability to appropriately analyze and
interpret trends for small geographic areas or for small populations is essential if program
intervention strategies are to be more targeted and thus more effective.

The scientific literature contains many examples of trend analysis, both theoretical and applied.
Attached is a list of articles selected for their relevance to public health practice and in particular
for their relevance to maternal and child health.  The list is neither comprehensive nor
exhaustive, but includes articles that are illustrative of the range of analytic approaches used
when examining trend data.
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