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ABSTRACT

System safety provides many disciplined approaches to hazard identification and risk analysis. Risk has two
components, severity and probability; both must be determined to assess risk. The analytical techniques presented in
this module can be used to assess risk to employees, facilities, equipment, production, quality, and the environment.
This module presents fifteen techniques from system safety practice.

This module is intended for instructors already acquainted with system safety. Instructors may incorporate
individual lessons into existing engineering courses or use the entire module to form the basis of a one-quarter or
one-semester class in risk assessment and system safety (perhaps entitled “hazard identification and risk
assessment™) open to students from any engineering major. It is also suitable for instructors in occupational and
environmental safety and health. An important feature of this module is a collection of more than 400 presentation
slides, including classroom examples and workshop problems drawn from professional practice. These lecture slides
and practice problems (supported by this module) are the result of insights gained while teaching system safety,
hazard identification, and risk assessment for more than fifteen years to university students and practicing
professionals. The instructor may obtain these slides at the Sverdrup Technology, Inc. website

(http://www sverdrup.com/svt).

The authors have presented the material in an order that has been successful in the classroom. For each of the
analytical techniques, the approach is to first walk the instructor though an explanation of the logic underlying the
method, then to provide a demonstration example suitable to presentation in the classroom by the instructor.

The material in this module has been delivered to more than 2,000 senior and graduate level students at major
universities in the United States and abroad. It has also been delivered as an intensive three- to four-day short course
for engineers and managers employed by business, industry, and government in the United States and other
countries. Comments from these students and other instructors have guided the refinement of the lecture materials.
The authors welcome suggestions for improvement of the material.
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LESSON I

SYSTEM SAFETY AND RISK ASSESSMENT: AN INTRODUCTION

PURPOSE:

OBJECTIVE:

SPECIAL
TERMS:

To introduce the student to the concepts and applications of system safety and risk
assessment.

To acquaint the student with the following:
Definition of system safety
Definition of risk analysis
Concept of life cycle
Use of risk assessment in system/facility/product design

balb ol o

System safety
Risk

Life cycle
Severity
Probability
Likelihood
Target
Resource
Hazard

W Nk
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WHATIS
SYSTEM
SAFETY?

P

DEVELOPMENT
OF SYSTEM
SAFETY
PRACTICE AND
TECHNIQUES: A
HISTORICAL
OVERVIEW

System safety has two primary characteristics: (1) it is a doctrine of management practice
that mandates that hazards be found and risks controlled; and (2) it is a collection of
analytical approaches with which to practice the doctrine. Systems are analyzed to identify
their hazards and those hazards are assessed as to their risks for a single reason: to support
management decision-making. Management must decide whether system risk is acceptable.
If that risk is not acceptable, then management must decide what is to be done, by whom,
by when, and at what cost. '

Management decision-making must balance the interests of all stakeholders: employees at
all levels of the company, customers, suppliers, the public, and the stockholders.
Management decision-making must also support the multiple goals of the enterprise and

protect all of its resources: human, equipment, facility, product guality, inventory,

production capability, financial, market position, and reputation.

The practice of system safety has both art and science aspects. For example, no closed-
form solutions are available even to its most fundamental process—that of hazard
discovery. Mechanical engineering, in contrast, is a science-based discipline whose
fundamental principles rest solely on the physical laws of nature and on applying those
laws to the solution of practical problems.

System safety originated in the aircraft and aerospace industries. Systems engineering was
developed shortly after World War II. It found application in U.S. nuclear weapons
programs because of the complexity of these programs and the perceived costs (risks) of
non-attainment of nuclear superiority. Systems engineering seeks to understand the
integrated whole rather than merely the component parts of a system, with an aim toward
optimizing the system to meet multiple objectives. During the early 1950s, the RAND
Corporation developed systems analysis methodology as an aid to economic and strategic
decision making. These two disciplines were used in the aerospace and nuclear weapons’
programs for several reasons: (1) schedule delays for these programs were costly (and
perceived as a matter of national security); (2) the systems were complex, and involved
many contractors and subcontractors; (3) they enabled the selection of a final design from
among various competing designs; and (4) there was intense scrutiny on the part of the
public and the funding agencies. Over the years, the distinction between systems
engineering and systems analysis has blurred. Together, they form the philosophical
foundation for system safety. That is, safety can —and should— be managed in the same
manner as any other design or operational parameter.

System safety was first practiced by the U.S. Air Force (USAF). Historically, most aircraft
crashes were blamed on pilot error. Similarly, in industry, accidents were most commonly
blamed on an unsafe act. To attribute an aircraft crash to pilot error or an industrial
accident to an unsafe act places very little intellectual burden on the investigator to delve
into the design of the system with which the operator (pilot or worker) was forced to co-
exist. When the USAF began developing intercontinental ballistic missiles (ICBMs) in the
1950s, there were no pilots to blame when the missiles blew up during testing.

Because of the pressure to field these weapon systems as quickly as possible, the USAF
adopted a concurrent engineering approach. This meant that the training of operations and
maintenance personnel occurred simultaneously with the development of the missles and
their launch facilitics. Remember that these weapon systems were far more complex than
had ever been attempted and that many newly developed technologies were incorporated
into these designs. Safety was not handled in a systematic manner. Instead, during these
early days, safety responsibility was assigned to each subsystem designer, engineer, and
manager. Thus safety was compartmentalized, and when these subsystems were finally
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integrated, interface problems were detected—too late. The USAF describes one incident in
a design manual:

An ICBM silo was destroyed because the counterweights, used to —

balance the silo elevator on the way up and down in the silo, were

designed with consideration only to raising a fueled missile to the

surface for firing. There was no consideration that, when you were

not firing in anger, you had to bring the fueled missile back down to

defuel. The first operation with a fueled missile was nearly

successful. The drive mechanism held it for all but the last five feet

when gravity took over and the missile dropped back. Very

suddenly, the 40-foot diameter silo was altered to about 100-foot

diameter. [1]

The investigations of these losses uncovered deficiencies in management, design, and
operations. The USAF realized that the traditional (reiterative) “fly-crash-fix-fly” approach
could not produce acceptable results (because of cost and geopolitical ramifications). This
realization led the USAF to adopt a system safety approach which had the goal of
preventing accidents before their first occurrence. :

‘The Minuteman ICBM (fielded in 1962) was the first weapon system to have a system
safety program as a formal, contractual obligation, System safety received increasing
emphasis in weapon development programs during the 1960s because of limited
opportunities for testing and the unacceptable consequences of potential accidents. The
USAF released its first system safety specification in 1966 ( MIL-S-38130A). In June
1969, this specification became MIL-STD-882 (System Safety Program for Systems and
Associated Subsystems and Equipment: Requirements for), issued by the Department of
Defense (DoD). The DoD incorporated a system safety program as part of its requirements
for all procured systems and products. MIL-STD-882 stated:

The contractor shall establish and maintain an effective system safety program -’
that is planned and integrated into all phases of system development,
production, and operation. The system safety program shall provide a
disciplined approach to methodically control safety aspects and evaluate the
system’s design: identify hazards and prescribe corrective action in a timely,
cost effective manner. The system safety program objectives shall be specified
in a formal plan which must describe an integrated effort within the total
program. ... The system safety program objectives are to ensure that:

a. Safety, consistent with mission requirements, is designed into the
system.

b. Hazards associated with each system, subsystem and equipment are
identified and evaluated and eliminated or controlled to an acceptable
level. '

¢. Control over hazards that cannot be eliminated is established to protect
personnel, equipment, and property.

d. Minimum risk is involved in the acceptance and use of new materials
and new production and testing techniques.

e. Retrofit actions required to improved safety are minimized through the
timely inclusion of safety factors during the acquisition of a system.

f. The historical safety data generated by similar system programs are
considered and used where appropriate.

This standard was updated in 1977 as MIL-STD-882A. With the recognition that software

was an integral part of modermn systems, software requirements were included MIL-STD-
882B, issued in 1984. During this time period, the USAF issued its own system safety
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standard, MIL-STD-1574A (System Safety Standard for Space and Military Systems).
These two standards were harmonized into a single document in 1993, MIL-STD-882C.
One of the features of 882C is that software tasks are no longer separated from other safety
tasks.

The pioneering work embodied in MIL-STD-882 has been incorporated into system safety-
oriented standards used in the chemical processing industry (OSHA’s 29CFR1910.119 and
EPA’s 40CFR68), the medical device industry (the Food and Drug Administration’s
requirements for Pre-Market Notification), and others. The semi-conductor manufacturing
industry uses many system safety analytical techniques during the design of production
processes, equipment, and facilities, principally because the cost of “mistakes” is enormous
in terms of production capability, product quality, and—ultimately—market share.

System safety practice is required by a number of standards:

e 2] CFR 807.87 (g) — requires hazard analyses as a part of “pre-market notification™
for medical devices (a requirement of the U.S. Food and Drug Administration)

e 29 CFR 1910.119 (e) (2) — requires applying “one or more...methodologies to
determine and evaluate...hazards...” (a requirement of the Occupational Safety and
Health Administration)

® 29 CFR 1910.146 (b) (4) — requires identifying hazards in “permit-required confined
spaces [containing] any...recognized serious safety or health hazard.” (a requirement
of the Occupational Safety and Health Administration) _

® 40 CFR 68 — requires applying “one or more ... methodologies to determine and
evaluate ... hazards...” (a requirement of the Environmental Protection Agency)

e NASA NHB 1700.1; Vol. 3 — “System Safety”

U.S. companies wishing to export industrial products (packaging machinery, for example)
to Europe must perform a hazard analysis as part of obtaining a “CE” mark, which is
required for industrial products entering Europe. System safety provides the techniques to
conduct the hazard analysis. Beyond mere regulatory compliance, companies are realizing
that waiting for accidents to occur and then identifying and eliminating their causes is
simply too expensive, whether measured in terms of the costs of modification, retrofit,
liability, lost market share, or tarnished reputation.

After several high-profile incidents in the chemical processing industry, the American
Institute of Chemical Engineers formed the Center for Chemical Process Safety (CCPS).
The CCPS has published an extensive collection of handbooks and guides covering various
aspects of chemical process safety and has also promoted the inclusion of health, safety,
and environmental topics in the chemical engineering curriculum.

In the U.S. automobile industry, recent collective bargaining agreements have included
safety and health language that is in keeping with the system safety philosophy. At General
Motors, an active Design In Safety program requires cooperation between engineering,
management, and labor to achieve safety objectives.

In 1994, the National Safety Council (NSC) inaugurated an Institute for Safety Through
Design (ISTD). Members of the NSC’s Industrial Division (including GM, IBM, Eastman
Kodak, and Boeing) provided funding for the ISTD because they realized that training
recently hired engineering graduates to consider safety and health as part of the design
process was very expensive. Accordingly, the ISTD has as one of its goals the inclusion of
health, safety, and environmental issues in the engineering curricula. The National Institute
for Occupational Safety and Health has similar goals for engineering education with its
project SHAPE (Safety and Health Awareness for Preventive Engineering). Note that
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efforts to include safety and health in the engineering curricula are rewarded. For example,
a major aircraft manufacturing company reported that its engineering recruiters seck
graduates who have taken system and occupational safety engineering courses as part of
their coursework.

The principal advantages of a system safety program—compared with a conventional or
traditional industrial safety program—is that early in the design stage, the forward-looking
system safety program considers the hazards that will be encountered during the entire life
cycle. The industrial safety program usually considers only the hazards that arise during the
operational phases of the product or manufacturing system.

Usually, the industrial safety practitioner is dealing with a manufacturing facility or process
that already exists (together with its associated hazards), and emphasis is placed on training
the employees to co-exist with the hazards inherent in the system, rather than removing the
hazards from the system. Often, organizational inertia must be overcome if major changes
are to be made in the design of the manufacturing system. Management sometimes holds
the view that, “Well, we’ve been doing it like this for twenty years and never had any
problem. Why should we change things?”

The system safety techniques allow the analysis of hazards at any time during the life cycle
of a system, but the real advantage is that the techniques can be used to detect hazards in
the early part of the life cycle, when problems are relatively inexpensive to correct. Table
I-1 presents one scheme for describing the major phases of a system life cycle. System
safety stresses the importance of designing safety into the system, rather than adding it on
to 2 completed design. Most of the design decisions that have an impact on the hazards
posed by a system must be made relatively early in the life cycle. System safety’s early-on
approach leads to more effective, less costly control or elimination of bazards.

TABLE I-1 Description of system life cycle phases.

Project Phase A The conceptual trade studies phase of a project, Quantitative and/or
. qualitative cornparison of candidate concepts against key evaluation
criteria are performed to determine the best alternative.
Project Phase B The concept definition phase of a projcctl. The system mission and design
' requirements are established, and design feasibility studies and design
trade studies are performed during this phase.
Project Phase C The design and development phase of a project. System development is
initiated and specifications are established during this phase.
Project Phase D The fabrication integration, test, and evaluation phase of a project. The
system is manufactured and requirements verified during this phase.
Project Phase E The operations phase of a project. The system is deployed and system
performance is validated during this phase,
Profect Phase F The decommissioning/disposal/vecycle phase of 2 project. The systern has

come to the end of its useful life and is ready to be taken out of service.
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System safety looks at a broader range of losses than is typically considered by the
traditional industrial safety practitioner. It allows the analyst (and management) to gauge
the impact of various hazards on potential “targets” or “resources,” including workers, the
public, product quality, productivity, environment, facilities, and equipment.

System safety relies on analysis, and not solely on past experience and standards. When
designing a new product, no information may be available concerning previous mishaps; a

~ review of history will have little value to the designer. As standards writing is a slow

process relative to the development of new technology, a search for —and review of—
relevant standards may not uncover all of the potential hazards posed by the new
technology. '

System safety is broader than reliability. Reliability asks the question, “Does the
component or system continue to meet its specification, and for how long?” System safety
asks the broader question, “Was the specification cotrect, and what happens if the
component meets {or doesn’t meet) the specification?” Reliability focuses on the failure of
a component; system safety recognizes that not all hazards are attributable to failures and
that all failures do not necessarily cause hazards. System safety also analyzes the
interactions among the components in a system and between the system and its
environment, including human operators.

The basis for system safety analysis is two-fold: recognizing system limits and risk. The
next lesson begins with a definition of risk and the options for managing risk to an
acceptable level. The later lessons present system safety analysis tools that can be used to

identify hazards and their associated risk. The techniques can be classified into two groups:

those that rely on a hazard inventory approach, and those that employ symbolic logic to
produce a conceptual model of system behavior. Some authors think of the inventory
techniques as inductive and the modeling techniques as deductive. Many techniques
described in the literature are simply derivatives of others. The techniques tend to be
complementary. Table I-2 shows some of the characteristics of the major system safety
analytical techniques.

‘Table I-2. Characteristics of common system safety analyticél techniques

Technique Inductive Deductive
Preliminary Hazard Analysis 4

Failure Modes and Effects Analysis ' v

Fault Tree Analysis v
Event Tree Analysis . v
Cause-Consequence Analysis ) v
Sneak Circuit Analysis v

Probabilistic Risk Assessment e
Digraph Anélysis

Hazard and Operability (HAZOP) Study v

Management Oversight and Risk Tree (MORT) Analysis
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This module describes fifteen system safety and risk assessment tools available to the
system engineer analyst. The Appendices include a glossary of terms, sample worksheets,
and a hazards checklist. Lecture slides supporting many of the lessons and additional
workshop problems are available to the instructor at http://www.sverdrup.com/svt,

Many analytical techniques support the identification of hazards and an assessment of their
associated risk, with an aim to controlling that risk to acceptable levels [3]. The principal

techniques are illustrated in this instructional module. Table 1-3 summarizes the major
advantages and limitations of each tool or methodology discussed in this module.

Table I-3. Advantages and Limitations of System Safety Tools and Methodologies

Tool or Methodology Lesson Advantages Disadvantages

Risk Assessment Matrix 1I Provides standard tool to Only used to assess risk of
assess risk subjectively. hazards; does not identify

hazards.

Preliminary. Hazard Analysis m Identifies and provides Does not address co-existing
inventory of hazards and hazards.
countermeasures.

Energy Flow/Barrier Analysis v Identifies hazards assoctated Does not address co-existing

with energy sources and
determines if barriers are
adequate countermeasures.

favorable outcome of system
operation.

system failure modes. Fails to
identify certain classes of
hazards, e.g., asphyxia in
oxygen-deficient confined
spaces.

Failure Modes and Effects v Thorough method of Can be extremely labor

(and Criticality) Analysis identifying single point intensive. Does not address
failures and their co-existing failure modes.
consequences. A criticality ’
analysis provides a risk
assessment of these failure
modes.

Reliability Block Diagram VI A symbalic logic model thatis  Component reliability
relatively easy for the analyst  estimates may not be readily
to construct. System reliability  available; total calculated
can be derived, given reliability may be
component reliability. unrealistically high.

Fault Tree Analysis VII Enables assessment of Addresses only one
probabilities of co-existing undesirable event or condition
favlts or failures. May identify  that must be foreseen by the
unnecessary design elements.  analyst. Comprehensive trees

may be very large and
cumbersome.
" Success Tree-Analysis VIII Assesses probability of Addresses only one desirable

event or condition that must
be foreseen by the analyst.

Comprehensive trees may be
very large and cumbersome.



Advantages

Enables assessment of
probabilities of co-existing
faults or failures. Functions
simultaneously in failure and
success domains. End events
need not be anticipated.
Accident sequences through a
systemn can be identified.

Allows the analyst to
overcome weakness of one
technique by transforming a
model of a system into an
equivalent logic model in
another analysis technique.

Enables assessment of
probabilities of co-existing
faults or failures. End events
need not be anticipated.

" Discrete levels of success and

Tool or Methodology Lesson
Event Tree Analysis X
Fault Tree, Reliability Block X
Diagram, and Event Tree
Transformation

Cause-Consequence Analysis X1
Directed Graphic (Digraph) X1
Matrix Analysis

Combinatorial Failure X1
Probability Analysis Using

Subjective Information

Failure Mode Information X1V

Propagation Modeling

failure are distinguishable.

Allows the analyst to examine
the fault propagation through
several primary and support
systems. Minimal cut sets,
single point failures, and
double point failures can be
determined with less computer
computation than fault tree
analysis.

-

Allows analyst to perform
qualitative probabilistic risk
assessment based upon the
exercise of subjective
engineering judgment when
no quantitative data is
available.

Measurement requirements
can be determined that, if
implemented, can help
safeguard 2 systern in
operation by ptoviding a
warning at the onset of a
threatening failure mode.

Disadvantages

Addresses only one initiating
chailenge that must be
foreseen by the analyst.
Discrete levels of success and
failure are not distinguishable.

This technique offers no
additional information and is
only as good as the input
model.

Addresses only one initiating
challenge that must be
foreseen by the analyst. May
be very subjective as to
consequence severity.

Trained analyst, computer
codes and resources to
perform this technique may be
limited. Only identifies single
point (singleton) and dual
points (doubleton) of failure.

Use of actual quantitative data
is preferred to this method.
Should only be used when
actual quantitative failure data
is unavailable.

This technique is only
applicable if the system is
operating in a near normal
range during the instant of
time just before initiation of a
failure. Data and results,
unless used in a comparative -
fashion, may be poorly
understood.



Taol or Methodology

"Probabilistic Design Analysis

Probabilistic Risk Assessment

Lesson

XY

XV1

Advantages

Allows the analyst a practical
method of quantitatively and
statistically estimating the
reliability of a system during
the design phase. Provides
alternative to the traditional
method of imposing safety
factors and margins to ensure
system reliability. That
method might be flawed if
significant experience and
historical data for similar
components are not available.

Provides methodology to
assess overall system risks;
avoids accepting unknown,

intolerable, and senseless risk.

Disadvantages

Analyst must have significant
experience in probability and
statistical methods to apply
this technique. Historical
population data used must be
very close to as-planned
design population to be
viable. Extrapolation between
populations can render
technique non-viable.

Performing the techniques of
this methodology requires
skilled analysts. Techniques
can be misapplied and results
misinterpreted.

The risk assessment matrix (Lesson II) supports a standard, subjective methodology to
evaluate hazards as to their risks. Lecture slides entitled “Concepts of Risk Management”

and “Working with the Risk Assessment Matrix” are available

{http://www.sverdrup.com/svt). The risk assessment matrix is used in conjunction with
hazard analyses, such as the preliminary hazard analysis (PHA) technique discussed in
Lesson III. The PHA can be used to identify hazards and to guide development of
countermeasures to mitigate the risk posed by these hazards. Lecture slides covering
preliminary hazard analysis are available (http://www sverdrup.com/svt). The energy

flow/barrier analysis discussed in Lesson IV is also a technique used to identify hazards and

evaluate their corresponding countermeasures. An accompanying set of lecture slides for
energy flow/barrier analysis is available (http://www.sverdrup.com/svt).

Once hazards are identified, they can be further explored if the failure modes of the
elements of the system are known. The failure modes and effects analysis (FMEA),
discussed in Lesson V, can be used to identify failure modes and their consequences or
effects. Also discussed in Lesson V is failure modes, effects, and criticality analysis
(FMECA). The FMECA is similar to the FMEA, but also addresses the criticality, or risk,
associated with each failure mode. Lecture slides for FEMA and FMECA are available
(http://www .sverdrup.com/svt).

Several symbolic logic methods are presented in this section. These methods construct

conceptual models of failure or success mechanisms within a system. These tools are also
used to determine either the probability of system or component failure, or the probability
that a system or component will operate successfully. The probability of a successful

© operation is the reliability. If the failure probability (Pr) is examined, then the model is
generated in the failure domain and if the probability of success (Ps) is examined, then the
model is generated in the success domain. For convenience, the analyst can model either in
the failure or success domain (or both domains), then convert the final probabilities to the
desired domain using the following expression: Pr+ Py=1.

These models are developed using forward (bottom-up) or backwards (top-down) logic.
When using forward logic, the analyst builds the model by repeatedly asking “Whar
happens when a given failure occurs?” The analyst views the system from a “bottom-up”
perspective. This means the analyst starts by looking at the lowest level elements in the
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system and their functions. Classically, the FMEA, for example, is a bottom-up technique.
When using backwards logic to build a model, the analyst repeatedly asks “ What will cause
a given failure to occur?” The analyst views the system from a “top-down” perspective.

This means the analyst starts by looking at a high level system failure and proceeds down
into the system to trace failure paths. Table I-4 presents symbolic logic techniques
discussed in this section and their characteristics.

Table I-4. Symbolic Logic Techniques

Technigue Lesson Success Failure Forward Backwards
Domain Domain (Bottom-Up) (Top-Down)
Reliability Block Diagram VI 4 v
Fault Tree Analysis* VI : 4 v
Success Tree Analysis VIII v v
Event Tree Analysis* IX v v v
Cause-Consequence Analysis* XI v v v v
Directed Graph Matrix Analysis X1 v v v

* Lecture slides are available (http://www.sverdrup.com/svt)

Each symbolic logic technique has its advantages and disadvantages. Sometimes it is
beneficial to construct a model using one technique then transform that model into the
domain of another technique to exploit the advantages of both. Fault trees are generated in
the failure domain; reliability diagrams are generated in the success domain; and event trees
are generated both in the success and failure domains. Methods are presented in Lesson X
to transform any of the models into the other two by translating equivalent logic from the
success to failure or failure to success domains. Cause-consequence analysis, presented as
Lesson X1, allows the analyst to model partial failure/success, along with the effects of
timing on the response of a system to a challenge. Lecture slides covering fault tree
analysis, event tree analysis and the transformations between these analyses are available,
along with lecture slides for cause-consequence analysis (http://www.sverdrup.com/svt).

Probabilities are propagated through the logic models to determine the probability of
system failure or success, i.e. the reliability. Probability data may be derived from available
empirical data or found in handbooks. If quantitative data are not availabie, then subjective
probability estimates may be used as described in Lesson X11. Lecture slides are available
(http://www.sverdrup.com/svt) for fault tree analysis in the absence of quantitative data
(combinatorial analysis). Caution must be exercised when quoting reliability numbers. The
use of confidence bands is important. Often the value is in a comparison of numbers that
allows effective resource allocation, rather than exact determination of expected reliability
levels. Failure mode information propagation modeling is discussed in Lesson XIV. This
technique allows the analyst to determine what information is needed, and how and where
the information should be measured in a system to detect the onset of a failure mode that
could damage the system. Lecture slides for failure mode information propagation
medeling are available at http://www.sverdrup.com/svt.

Probabilistic design analysis (PDA) is discussed in Lesson XV. This technique uses
advanced statistical methods to determine probabilities of failure modes. Finally,
probabilistic risk assessment (PRA) is discussed in Lesson XVI. This is a general
methodology that shows how most of the techniques mentioned earlier can be used in
conjunction to assess risk with severity and probability.
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When new products or processes are developed, the designer seldom begins with a blank
canvas. Rather, there is-a mixture of retained knowledge, combined with new technology
that is fashioned into the new design. The retained knowledge (lessons learned) and new
technology drive the safety program planning, hazard identification and analyses, as well
as the safety criteria, requirements, and constraints. The designer’s “up stream”
knowledge of the safety issues allows for the cost-effective integration of safety, health,
and environmental considerations at all points of the product life cycle. Knowledge will be
gained as the product/process life cycle moves forward. This knowledge or “lessons
learned” can be applied at earlier stages of the product life cycle, leading to changes in
design, materials, manufacturing methods, inspection, etc. This approach to continuous
process improvement is shown graphically in Appendix A.

Appendix A provides a schematic description of the system safety approach as it is
successfully used in various settings, including the design of semiconductor manufacturing
facilities, chemical and food processing plants, air and ground transportation systems, and
consumer products. Many modern systems are software-controlled. This has resulted in
increasing recognition of the importance of integrating software safety efforts within the
system safety program[3]. System safety aspects of software are not treated in this
module. :

The search continues for the ideal system safety analytical method. The notion that one
analytical approach exists that is overwhelmingly superior to all others will not die as long
charlatans and shallow thinkers perpetuate the myth. Each analytical technique presented
in this module has its advantages and its shortcomings. Each has more or less virtue in
some applications than in others. Recourse to a dispassionate, annotated compendiom of
techniques can help guide the selection of technique(s) that are appropriate for an
applicationf2, 4].

Just as the search among existing analytical methods for the ideal one does not end,
neither does the quest to invent the universal technique. The safety literature is replete
with articles describing one-size-fits-all analytical techniques. Usually, the techniques
have clever names that spell out memorable acronyms, and the papers that describe them
have been given no benefit of sound technical review by peer practitioners.

Even as physics struggles to develop a unified field theory, system safety practice seeks to
produce an umbrella-style approach to which all system safety problems will succumb.
Operations research experts point out that the variability of systems and permutations of
failure opportunities within systems make analyses of those failure opportunities
intractable by a single analytical approach. Although the Swiss army knife is a marvelous
combination of tools, there is no model that has both a bumper jack and a lobotomy kit
among its inventory of tools. The design engineer/analyst is well-served by a “toolbox” of
system safety analytical techniques, each of which is cherished for the insights it provides.
Development of that analytical “toolbox” as part of an engineering education is a primary
purpose of this document.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

Contrast the perspective of the reliability engineer with that of the system safety engineer,

At what point during the product/facility/system life cycle should a system safety program be
implemented? When can it be implemented?

How is risk evaluated?

What is meant by the term “target” in system safety practice?



PURPOSE:

OBJECTIVE:

SPECIAL TERMS:

LESSON II
RISK ASSESSMENT MATRIEX

To introduce the student to the foundation and use of the risk assessment matrix.

To acquaint the student with the following:

Definition of risk

Definition of severity

Definition of probability

The concept of the risk plane

The iso-risk contour

Construction, calibration and use of the risk assessment matrix
Importance of exposure interval

Concept of multiple targets or exposed resources

PN kL=

Risk

Severity

Probability

Worst credible case
Iso-risk contour

Risk tolerance boundaries
Risk acceptance zones
Mishap

Hazard

10. Target

11. Resource

12. Exposure

W N o =
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DESCRIPTION

The risk assessment matrix is a tool to conduct subjective risk assessments for use in
hazard analysis[1]. The definition of risk and the principle of the iso-risk contour are the
basis for this technique. Please see http://www.sverdrup.com/svt for two sets of lecture
slides (Concepts in Risk Management and Working with the Risk Assessment Matrix) that
support this lesson.

The risk posed by a given hazard to an exposed resource can be expressed in terms of an
expectation of loss, the combined severity and probability of loss, or the long-term rate of
loss. Risk is the product of severity and probability (loss events per unit time or activity).
Note: the probability component of risk must be attached to an exposure time interval.

The severity and probability dimensions of risk define a risk plane. As shown in Figure
I1-1, iso-risk contours depict constant risk within the plane. The concept of the iso-risk
contour is useful to provide guides, convention, and acceptance limits for risk
assessments (see Figure I1-2).

Risk should be evaluated for the worst credible case, not worst conceivable case, or
conditions. Failure to assume credible (even if conceivable is substituted) may result in an
optimistic analysis; it will result in a non-viable analysis.

SEVERITY
and
PROBABILITY,
the
two variables
that
constitute risk,
define a
RISK PLANE.

SEVERITY

constant

along any -
iso-risk
contour.

Probabil

ity
1] is a function of
NEVER PROBABILITY exposure
interval.

©1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee {17

Figure II-1. Risk plane
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APPLICATION

PROCEDURES
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©1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure II-2. Iso-risk contour usage

The risk assessment matrix is typically performed in the design and development phase,
but may also be performed in the conceptual trade studies phase. This technique is used
as a predetermined guide or criterion to evaluate identified hazards. These risks are
expressed in terms of severity and probability. Use of this tool allows an organization to
institute and standardize the approach to perform hazard analyses, such as the
preliminary hazard analysis (PHA), defined in Lesson III.

Procedures for developing a risk assessment matrix are presented below [1]:

(D

@

©))

Categorize and scale the subjective probability levels for all targets or
resources, such as frequent, probable, occasional, remote, improbable, and
impossible (adopted from MIL-STD-882C [2]). Note: A target or resource is
defined as the “what” that is at risk. One typical breakout of targets or
resources is personnel, equipment, downtime, product loss, and environmental
effects. ‘

Categorize and scale the subjective severity levels for each target or resource,
such as catastrophic, critical, marginal, and negligible.

Create a mairix of consequence severity versus the probabitity of the mishap
(the event capable of producing loss). Approximate the continuous, iso-risk
contour functions in the risk plane with matrix cells (see Figure [1-3). These
matrix cells fix the limits of risk tolerance zones. Note that management-not
the analyst-establishes and approves the risk tolerance boundaries.
Management will consider social, legal, and financial impacts when setting risk
tolerance boundaries,
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©1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure II-3. Risk plane to risk matrix transformation

(4) The following hints are helpful for creating the matrix:

3

Increase adjacent probability steps by orders of magnitude. The lowest step,
“impossible,” is an exception (see Figure 11-4.a).

Avoid creating too many matrix cells. Since the assessment is subjective,
too many steps add confusion with no additional resolution (see Figure II-
4.b).

Avoid discontinuities in establishing the risk zones, i.e., make sure every
one-step path does not pass through more than one zone (see Figure II-4.c).

Establish only as many risk zones as there are desired categories of
resolution to risk issues, i.e. (1) unacceptable, (2) accepted by waiver, and
(3) routinely accepted (see Figure 11-4.d).

Link the risk matrix to a stated exposure period. When evaluating
exposures, a consistent exposure interval must be selected, otherwise nisk
acceptance will be variable. An event for which the probability of
occurrence is judged as remote during an exposure period of 3 months may
be judged as frequent if the exposure period is extended to 30 years. For
occupational applications, the exposure period is typically 25 years. All
stakeholders (management or the client) who participate in establishing the
risk acceptance matrix must be informed of any changes to the exposure
interval for which the matrix was calibrated.

Calibrate the risk matrix by selecting a cell and attaching a practical hazard
scenario to it. The scenario should be familiar to potential analysts or
characterize a tolerable perceivable threat. Assign its risk to the highest level
severity cell just inside the acceptable risk zone. This calibration point should be
used as a benchmark to aid in evaluating other, less familiar risks.
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Factors of ten separate
adjacent probability steps.
D=10xE
C=10xD
B=10xC
A=10xB
..but F = 0 (“Impossible”)

Z

Severity Level lll
is OSHA-Recordable
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Figure II-4a. Useful conventions
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n SN discrete probability steps.
Sy N
v NNNN Added steps become
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(3)-
vi
vi FLAWED
! . F E D ¢ B A
PROBABILITY e \\&
I
g \\s\\\
Keep it SIMPLE! g Z@Z\\&
4x6 =24 cells 1
is better than y ®
7x12 =84 cells PREFERRED
v
PROBABILITY

Figure II-4b. Don’t create too many cells
©1997 Figures provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1 ]

Figure II-4. Helpful hints in creating a risk assessment matrix (Continued)
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Can a countermeasure make

the “leap” from zone (1) to
zone (3) in a single step?
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Figure 1I-4d. Don’t create t00 many zones

©1997 Figures provided courtesy of Sverdrup Technology, Inc., T ullahoma, Tennessee [1]

Figure II-4. Helpful hints in creating a risk assessment matrix {Concluded)
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EXAMPLE Figure II-5shows a typical risk assessment matrix, adapted from MIL-STD-882C [2].
Figure II -6 shows sample interpretations of the severity and probability steps for this

matrix.
Severity Probability of Mishap**
of
c F E D ¢ B A
onsequences IMPOSSIBLE | IMPROBABLE REMOTE | OCCASIONAL PROBABLE FREQUENT
1
CATASTROPHIC 1
II 2
CRITICAL
11
MARGINAL '
v
NEGLIGIBLE

Risk Code/ Actions

A
Zof/ﬁé imperative to suppress risk to lower level.

Operation requires written, time-limited waiver, endorsed
by management.

DN

N

@ Operation permissible.

NOTE : Personnel must not be exposed to hazards in Risk Zones 1 and 2.

"Adapted from MIL-STD-882C  ™L.ife Cycle =25 yrs.

©1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee 1]

Figure II-5. Typical risk assessment matrix
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ADVANTAGES The risk assessment matrix has the following advantages [1]:
*  The risk matrix provides a useful guide for prudent engineering.

*  The risk matrix provides a standard tool of treating the relationship between
severity and probability in assessing risk for a hazard.

* - Subjective risk assessment avoids unknowingly accepting intolerable and
senseless risk, allows operating decisions to be made, and improves resource
distribution for mitigation of loss resources.

LIMITATIONS The risk assessment matrix has the following limitations [1]:

*  The risk assessment matrix can only be used if hazards are already identified; this
tool does not assist the analyst in identifying hazards.

*  Without data, this method is subjective and is 2 comparative analysis only.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

What is the basis for the iso-risk contour?

What is the definition of risk?

When is a product/system/facility considered safe?

Who in an enterprise establishes risk tolerance levels?

What is meant by “calibrating” a risk assessment matrix?

What role does society play in establishing risk tolerance boundaries?

What role do the finances of the enterprise play in establishing risk tolerance boundaries?

Why is it important to establish an exposure interval when evaluating risk?

What exposure interval is commonly used for occupational safety and health exposures?

Suppose that an enterprise establishes a risk assessment matrix, using a nominal 25-year exposure interval.
If the risk assessment matrix is then used to guide the enterprise’s decision making for a system that is
intended to be placed in service for 60 years, what problems may result?

How does the risk assessment matrix recognize the various targets or resources of interest?

When should an enterprise’s risk assessment matrix be revised or reviewed?

What role does the risk posed by automobile travel play in establishing risk tolerance levels?

What are typical targets for which the risk assessment matrix should be calibrated?

How many tolerance zones should appear on a well constructed risk assessment matrix?

In a risk assessment matrix, what is the usual ratio between adjacent probability steps {except for the
probability step labeled as “impossible™)?
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LESSONIII
PRELIMINARY HAZARD ANALYSIS

PURPOSE: To introduce the student to the concept and application of preliminary hazard analysis.

OBJECTIVE: To acquaint the student with the following:
: Purpose of preliminary hazard analysis
Role of preliminary hazard analysis in the integrated system safety approach
Procedure for performing a preliminary hazard analysis
Timing for preliminary hazard analysis
Advantages of preliminary hazard analysis
Limitations of preliminary hazard analysis

Sk N

. SPECIAL
TERMS:

Hazard
Target
Resource
Severity
Probability
Risk
Countermeasure
Control
Consequence
Mission phase
Life-cycle

e Rt S

—
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DESCRIPTION

APPLICATION

PROCEDURES

A preliminary hazard analysis (PHA) produces a line item tabular inventory of non-trivial
system hazards, and an assessment of their remaining risk after countermeasures have been
imposed [1]. This inventory includes qualitative, not quantitative, assessments of risks.
Also often included is a tabular listing of countermeasures with a qualitative delineation of
their predicted effectiveness. A PHA is an early or initial system safety study of system
hazards.

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is so because each technique attacks
the system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

PHAs are best applied in the design and development phase but may also be applied in the
concept definition phase. This tool is applied to cover whole-system and interface hazards
for all mission phases. A PHA may be carried out, however, at any point in the life cycle of
a system, This tool allows early definition of the countermeasure type and incorporation of
design countermeasures as appropriate.

Procedures for performing PHAs are presented below [1]:

(1) Identify resources of value to be protected, such as personnel, facilities,
equipment, productivity, mission or test objectives, environment, etc. These
resources are potential targets.

(2) Identify and observe the levels of acceptable risk that have been predetermined
and approved by management or the client. These limits may be the risk matrix
boundaries defined in a risk assessment matrix (see Lesson II).

. (3) Define the extent of the system to be assessed. Define the physical boundaries and
operating phases (such as shakedown, startup, standard operation, emergency
shutdown, maintenance, deactivation, etc.). State other assumptions such as
whether the assessment is based on an as-built or as-designed system, or whether
current installed countermeasures will be considered.

(4) Detect and confirm hazards to the system. Identify the targets threatened by each
hazard. A hazard is defined as an activity or circumstance posing potential loss or
harm to a target and is a condition required for an undesired loss event. Hazards
should be distinguished from consequences and considered in terms of a source
(hazard), mechanism (process) and outcome (consequence). A team approach to
identifying hazards, such as brainstorming, is recommended over a single analyst.
If schedule and resource restraints are considerations, then a proficient engineer
with knowledge of the system should identify the hazards, but that assessment
should be reviewed by a peer. A list of proven methods for finding hazards is
presented below:

»  Use intuitive “engineering sense.”

.« Examine and inspect similar facilities or systems and interview workers
assigned to those facilitics or systems.

«  Examine system specifications and expectations.

«  Review codes, regulations, and consensus standards.

111-3
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(6)

(7)

Interview current or intended system users or operators.

Consult checklists (see Appendix D).

Review system safety studies from other similar systems.

Review historical documents - mishap files, near-miss reports, OSHA-
recordable injury rates, National Safety Council data, manufacturer’s

reliability analyses, etc.

£

Consider all mission phases.

Consider “common causes.” A common cause is a circumstance or

environmental condition that, if it exists, will induce two or more fault/failure
conditions within a system.

Brainstorm - mentally develop credible problems and play “what-if” games.

Consider all energy sources. What's necessary to keep them under control;
what happens if they get out of control?

Assess worst-credible case (not the worst-conceivable case) severity and
probability for each hazard and target combination. Keep the following
considerations in mind during the evaluation:

Remember that severity for a given hazard varies as a function of targets and
operational phases.

A probability interval must be established before probability can be
determined. This interval can be in terms of time, or number of cycles or
operations.

If a short-term probability interval is used, then the assessment will
underestimate the true risk unless the risk acceptance criterion is adjusted
accordingly. Probability intervals expressed in hours, days, weeks, or months
are too brief to be practical. The interval should depict the estimated facility,
equipment, or each human operator working life span. An interval of 25 to 30
years is typically used and represents a practical value.

The probability for a given hazard varies as a function of exposure time,
target, population, and operational phase. '

Since probability is determined in a subjective manner, draw on the
experience of several experts as opposed to a single analyst.

Assess risk for each hazard using a risk assessment matrix (see Lesson IT). The
matrix should be consistent with the established probability interval and force or
fleet size for this assessment.

Categerize each identified risk as acceptable or unacceptable, or develop
countermeasures for the risk, if unacceptable.

II1-4



(8) Select countermeasures in the following déscending priority order to optimize
effectiveness: (1) design change, (2) engineered safety systems (active), (3) safety
devices (passive), (4) warning devices, and (5) procedures and training.

Note that this delineation, although in decreasing order of effectiveness, is also
typically in decreasing order of cost and schedule impact (i.e., design changes
have the highest potential for cost and schedule impact). Note also that the list is

' in increasing order of reliance on the human operator or maintainer — to refrain

- from attempting to defeat the engineered safety systems, to replace the safety
devices after servicing, to heed the warning devices, and to remember procedures
and training. A trade study might be performed to determine a countermeasure of
adequate effectiveness and minimized program impact.

(9) Re-evaluate the risk with the new countermeasure installed.
(10) If countermeasures are developed, determine whether they introduce new hazards
or intolerably diminish system performance. If added hazards or degraded
performance are unacceptable, determine new countermeasures and reevaluate the

risk.

Figure III-1 is a flowchart summarizing the process to perform a PHA.
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Preliminary Hazard Analysis Process Flow
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{i. &., Risk Matrix Boundaries)

(1) 1dentfy TARGETS to be protected:
+ Personnel  « Product
* Equipment « Productivity

+ Environment
e . other...

“SCOPE” system as to: (a} physical boundaries; (b) operating
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HAZARD: Act or Condition posing threat of Harm.
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©1997 Figure courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [17

Figure ITI-1. Preliminary hazard analysis process flowchart
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EXAMPLE Figure ITI-2 shows an example of a completed PHA worksheet (from [1]) fora pressurized
chemical intermediate transfer system. (A blank form is included in Appendix B.)

Sverdrup Technology, Inc. Preliminary Hazard Analysis

Briet Descriptive Title {Portion of Sy /Sub-sy jOperational Phases d by this ysis)
Pressurized UnFog Cor and Rep yment Reservolr and Piping / Startup, Routine Operation, Standard Stop, Emergency Shutdown
: Date: | Risk e Rlsk
Probakility interval: 25 years 25 Feb. 1993 5 & o Description of Countermeasures Attar
Sr-A (Chemving Analysis: [ Initial 8 2| ol identity countermeasures by appropriate code letter(s): Zls
y : { ClRevision ClAdddon | 2| £|2| 8 D = Design Altoration - E = Engineered Safety Feature z|318
11 S = Safety Device W = Warning Device 5(8ix
Hazard No. / Description Slalerg P = Procedures/Training HEE
Srd-A.a.042 — Flange Seal A-29 leakage, releasing pressurized elilolz Surround flange with sealed annular stainless steel catchment housing,
UnFog chemical Intermedtate from contalament systern, producing with gravity runoff condult fed to Detecto-Box™ containing detector/alarm LE|3
toxic vapors and attacking nearby equipment, e | ! ¢} 2 | device and chemicai neutraiizer (S/W). Inspect flange seal at 2-month
M —— i o v equip — intervals, and re-gasket during annual plant maintenance shutdown (F). D3
T |ui] G| 3 | Provide personal protective equipment (Schedule 4) and training for m| |3
Y i~ A—] Fesponse/cieanup crew (S/P). |/
4 S— R }{'

Prepared by/Date: *Target Codes: P---F E: PP by/Date:
T—Dx R—Product V-

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee 1

Figure I1II-2. Typical preliminary hazard analysis

‘Note that the worksheet from this example contains the following information:

«  Brief description of the portion of the system, subsystem, or operation
covered in the analysis,

+  Declaration of the probability interval,
»  System number,

«  Date of analysis,

«  Hazard (description and identification number),
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*  Hazard targets (check boxes for personnel, equipment, downtime, product
environment),

*  Risk assessment before countermeasures are considered; including severity
level, probability level, and risk priority code (zone from risk matrix, see
Figure I1-5),

*  Description of countermeasure (with codes for various types),

*  Risk assessment after countermeasures are considered; including severity
level, probability level, and risk priority code, and

*  Signature blocks for the analyst and reviewers/approvers.

The PHA worksheet used in the example is typical. However, an organization may create
their own worksheet customized for their operation. For example, different target types
may be listed. In any case, great care should be given to designing the form to encourage
effective use. Although helpful, a PHA is not a structured approach that assists the analyst
in identifying hazards or threats. As such, it relies on the skill and experience of the
analyst(s) if it is to be effective.

ADVANTAGES A PHA provides the following advantages [1]:

Identifies and provides a log of primary system hazards and their correspending
risks. '

Provides a logically based evaluation of a system’s weak points early enough to
allow design mitigation of risk rather than a procedural or Inspection level
approach.

Provides information to management to make decisions to allocate resources and
prioritize activities to bring risk within acceptable limits.

Provides a relatively quick review and delineation of the most significant risks
associated with a system.

LIMITATIONS A PHA has the following limitations [1]:

»

A PHA fails to assess risks of combined hazards or co-existing system failure
modes. Therefore a false conclusion may be made that overall system risk is
acceptable simply because each identified hazard element risk is acceptable when
viewed individually.

If inappropriate or insufficient targets or operational phases are chosen, the
assessment will be flawed, While on the other hand, if too many targets or
operational phases are chosen, the effort becomes too large and costly to
implement.

IiI-8
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

What are the primary reasons for performing a preliminaty hazard analysis?
During what phase of a product/facility/system life-cycle can a preliminary hazard be performed?
What are the advantages of a preliminary hazard analysis?
. What is the primary limitation of a preliminary hazard analysis?
Can system risk be properly evaluated by means of a preliminary hazard analysis?

e

Instructors can obtain presentation slides for a workshop problem entitled, “Furry Slurry Processing”at
http://www.sverdrup.com/svt.

1I-10
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PURPOSE:

OBJECTIVE:

SPECIAL
TERMS:

LESSONIV
ENERGY FLOW/BARRIER ANALYSIS

To introduce the student to the concepts and applications of energy flow/barrier analysis.

To acquaint the student with the following:

1. Philosophical foundation for energy flow/barrier analysis

2. Types of energy sources, barriers and targets which are considered when doing an
energy flow/batrier analysis

3. Use of energy flow/barrier analysis as a “thought model” when completing a
preliminary hazard analysis

4. Use of energy flow/barrier analysis in the occupational setting

5. Use of energy flow/barrier analysis in emergency response situations

6. Procedure for performing energy flow/barrier analysis

7. Advantages and limitations of energy flow/barrier analysis

1. Barrier

2. Target

3. Energy source

4. Countermeasure

5. Energy flow

6. Energy trace/barrier analysis
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DESCRIPTION

APPLICATION

PROCEDURES

Energy flow/barrier analysis (EFBA) is a system safety analysis tool used to identify
hazards and determine the effectiveness of countermeasures employed or proposed to
mitigate the risk induced by these hazards [1]. This tool is also known as energy
trace/barrier analysis (ETBA). The energy flow/barrier method is a useful supplement to
the preliminary hazard analysis discussed in Lesson IIL. Energy flow/barrier analysis does
not employ a separate worksheet from that used for preliminary hazard analysis (PHA).
Most analysts consider EFBA as a thought process that can be used when performing a
preliminary hazard analysis. That is, a hazard (energy source) poses a risk to a target if the
barriers between the energy source and the target are inadequate.

Energy sources are identified, such as electrical, mechanical, chemical, radiation, etc.
Resources (targets) to be protected are identified, such as, employees, equipment, facilities,
environment, quality, production capability, inventory, etc. Then the analyst assesses
opportunities for undesired energy flow between the sources and targets. Barriers are
countermeasures (physical or administrative) deployed against hazards caused by flows
from these energy sources to targets. Examples of barriers include: barricades, blast walls,
fences, lead shields, gloves, safety glasses, procedures, etc.

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

~ See http://www.sverdrup.com/svt for presentation slides that support this lesson.

An energy flow/barrier analysis can be beneficially applied whenever assessments are
needed to assure that an identified target (resource) is being safeguarded against a potential
energy source that can impose harm. This assessment can be applied during the desigrn and
development phase but may also be applied in the operations phase or concept definition
phase. This analysis can also be applied in failure investigations and when making “safe to
enter” decisions during emergency response situations. Examples of its use in making “safe
to enter” decisions include analysis of the state of all utilities (including steam, gas,
electrical, etc.) before allowing rescue teams into a damaged building.

Procedures to perform an energy flow/barrier analysis are presented below[1]:

(1) Examine the system and jdentify all energy sources.

(2) Examine each potential energy flow path in the system. Consider the following for
each energy flow path: :

«  What are the potential targets, such as personnel, facilities, equipment,
productivity, mission or test objectives, environment, etc.? Remember that
every energy source could have multiple flow paths and targets.

+ Is the energy flow unwanted or detrimental to a target?

+  Are existing barriers sufficient countermeasures to mitigate the risk to the
targets? -

IV-3



-EXAMPLE

(3) Consider the following strategies to control harmful energy flow [13:

Eliminate energy concenirations
Limit quantity and/or level of energy
Prevent the release of energy
Modify ﬁze rate of release of energy

Separate energy from target in time and/or space

- Isolate by imposing a barrier

Modify target contact surface or basic structure
Strengthen potential target

Control improper energy input

The reiterative process used in PHA to bring the risk associated with a hazard-target
combination under acceptable levels has direct parallels in EFBA. The EFBA is
customarily documented using a tabular format similar to that used for the PHA. Many
analysts incorporate an EFBA approach when performing a PHA, and thus view EFBA as a
variant of PHA.

Table IV-1 lists strategies to manage harmful energy flows that focus on the energy source,
the target, and the path between the source and the target. Included are physical and
administrative barriers.

Iv-4



ADVANTAGES

Table IV-1. Examples of strategies to manage harmful energy flow

Strategy

Eliminate energy concentrations

Limit quantity and/or level of energy

Prevent energy release

Modify rate of energy release
Separate energy from target in time

and/or space

Isolate by imposing a barrier

Modify target contact surface or basic
structure

Strengthen potential target

Control improper energy input

Examples

- control/limit floor loading

. disconnect/remove energy source from system
- remove combustibles from welding site

- change to nonflammable solvent

- store heavy loads on ground floor

- lower dam height )

- reduce system design voltage/operating pressure

- use small(er) electrical capacitors/pressure accumulators
- reduce/ control vehicle speed

- monitor/limit radiation exposure

- substitute less energetic chemicals

- heavy-wall pipe or vessels
- interlocks

« tagout - lockouts

- double-walled tankers

- wheel chocks

- flow restrictors in discharge lines
- resistors in discharge circuits
- fuses/circuit interrupters -

- evacuate explosive fest areas

- impose explosives quantity-distance rules
- install traffic signals

- use yellow no-passing lines on highways
- control hazardous operations remotely

- guard rails

- toe boards

- hard hats

- face shields

- machine tool guards

- dikes

- grounded appliance frames/housing
- safety goggles

+ cushioned dashboard

- fluted stacks

- padded rocket motor test cell interior
- Whipple plate meteorite shielding

- breakaway highway sign supports

- foamed runways

- select superior material )

- substitute forged part for cast part

- “harden” contrel room bunker

- cross-brace transmission line tower

- use coded keved electrical connectors
- use match-threaded piping connectors
- use back flow preventors

©1997 Examples provided courtesy Sverdrup Technology, Inc., Tullahoma, Tennessee [1].

The energy flow/barrier analysis provides a systematic approach to identify hazards
associated with energy sources and determine whether current or planned barriers are
adequate countermeasures to protect exposed targets [1].
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LIMITATIONS

The EFBA has the following limitations [1]:

Even after a thorough analysis, all hazards might not be discovered. Like the PHA
(Lesson III), the EFBA fails to assess risks of combined hazards or co-existing
system failure modes.

This tool also fails to identify certain classes of hazards, e. g.: asphyxia in oxygen-
deficient confined spaces. '

Because of design and performance requirements, it is not always obvious that
energy may be reduced or redirected. A re-examination of energy as heat,
potential vs. kinetic mechanical energy, electrical, chemical, etc. may aid this
thought process.

V-6
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

What is the basis for energy flow/barrier analysis (EFBA)?

What types of energy sources can be accommodated through EFBA?

What is the difference between energy flow/barrier analysis and energy trace/barrier analysis?

Are all barriers physical? If not, give examples of these barriers that are not physical in nature.

Give an example of a combination of barriers that is used to protect a target.

Give examples of administrative barriers.

What is the relationship between preliminary hazard analysis (PHA) and EFBA?

What type of format is used to document an EFBA?

How might EFBA be used to make a “safe to enter” decision after a process plant accident or in an emergency
response situation?

. Pick an industrial situation with which you are familiar and apply EFBA to assess the risk posed by an energy

flow-target combination.

IV-38



LESSON YV
FAILURE MODES AND EFFECTS ANALYSIS

(FAILURE MODES, EFFECTS, AND CRITICALITY ANALYSIS)

PURPOSE:

OBJECTIVE:

SPECIAL
TERMS:

To introduce the student to the procedures and applications of failure modes and effects
analysis (faiture modes, effects, and criticality analysis).

To acquaint the student with the following:

1. Basic logic of failure modes and effects analysis (FMEA) or a failure modes,
effects, and criticality analysis (FMECA)

Procedure for performing a FMEA or FMECA

Typical format of FMEA/FMECA analysis worksheet

Advantages of FMEA/FMECA

Limitations of FMEA/FMECA

Role of FMEA/FMECA in an integrated system safety program

i e

Failure .
- Mode
Effect
Fault
Criticality
Probability
Severity
Risk
Single-point failure
10. System ‘
11. Subsystem
12. Assembly
13. Subassembly
14. Component
15. Worst-credible

R AR il o
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DESCRIPTION

APPLICATION

PROCEDURES

A failure modes and effects analysis (FMEA) is a forward logic (bottom-up), tabular
technique that explores the ways or modes in which each system element can fail and
assesses the consequences of each of these failures [1]. In its practical application, its use is
often guided by top-down “screening” (as described in the “Procedures” section) to
establish the limit of analytical resolution. A failure modes, effects, and criticality analysis
(FMECA) also addresses the criticality or risk of individual failures. Countermeasures can
be defined for each failure mode, and consequent reductions in risk can be evaluated.
FMEA and FMECA are useful tools for cost and benefit studies, to implement effective
risk mitigation and countermeasures, and as precursors to a fault tree analysis (see Lesson

%)

Contemporary analysts are coming to recognize FMEA (and FMECA) as the technique of
choice to identify potential single-point failures within a system. Applying FMEA to
complex systems having redundancy-rich architecture fails to identify or evaluate
probability or penalty for system “crashes.” It cannot be relied on, therefore, to produce
meaningful results in cost-benefit studies. Logic tree methods (fault tree analysis, event tree
analysis, and cause consequence analysis) are now viewed as generally more useful for this
purpose. See http:/sverdrup.comy/svt for presentation slides which support this lesson.

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

An FMEA can call attention to system vulnerability to failures of individual components.
Single-point failures can be identified. This tool can be used to provide reassurance that the
cause, effect, and associated risk (FMECA) of component failures have been appropriately
addressed. These tools are applicable within systems or at the system-subsystem interfaces
and can be applied at the system, subsystem, component, or part levels.

These failure mode analyses are typically performed during the desigr and development
phase. During this phase, these analyses can be done with or shortly after the PHA (Lesson
TIT). The vulnerable points identified in the analyses can aid management in making
decisions to allocate resources in order to reduce vulnerability.

Procedures for preparing and performing FMECAs are presented below [1]. Procedures for
preparing an FMEA are the same, with Steps 8 through 12 omitted.

Steps before performing the FMEA or FMECA:

(1) Define the scope and boundaries of the system to be assessed. Gather
pertinent information relating to the system, such as requirernent
specifications, descriptions, drawings, components and parts lists, etc.
Establish the mission phases to be considered in the analysis.

(2) Partition and categorize the system into convenient and logical elements to be
analyzed. These system clements include subsystems, assemblies,

subassemblies, components, and piece parts.

(3) Develop a numerical coding system that corresponds to the system breakdown
(see Figure V-1). ’

V-3



| , ] I 1
I Subsystem 1 —I l Subsystem 2 —l ISubsystéma ‘ |

|
I Assembly 1 | I Assemblyzl I Assembly 3 }

ISubassembiy1 | |Subassembiy2 ] [subassembly 3 |

. I Coemponent 1—| [ Componentzl E)omponents |

I ‘Part 1 I I Part 2 I l Part 3 I

Typical Coding System: Subsystem No. - Assembly No. - Subassembiy No. - Component No. - Part No.

For example, cade number for part 2 above is 03-01-03-01-02

Figure adapted from [1].

- Figure V-1. Example of system breakdown and numerical coding

Steps in performing the FMEA or FMECA:

(4) Identify resources of value to be protected, such as personnel, facilities,
equipment, productivity, mission or test objectives, environment, etc. These
resources are potential targets.

(5) Identify and observe the levels of acceptable risk that have been predetermined
and approved by management or the client, These limits may be the risk matrix
boundaries defined in a risk assessment matrix (see Lesson 11).

(6) By answering the following questions [1], the scope and resources required to
perform a classic FMEA can be reduced, without loss of benefit:

+  Will failure of the system render an unacceptable or unwanted loss?

If the answer is no, the analysis is complete. Document the results. (This has
the additional benefit of providing visibility of non-value added systems, or it
may correct incomplete criteria used for the FMEA.) If the answer is yes, ask
the following question for each subsystem identified in Step 2:



(7)

(8

®

(10)
(1D
(12)
(13)

«  Will failure of this subsystem render an unacceptable or unwanted loss?
If the answer for each subsystem is no, the analysis is complete. Document
the resulis. If the answer is yes for any subsystem, ask the following question
for each assembly of those subsystems identified in Step 2:

«  Will failure of this assembly render an unacceptable or unwanted loss?
If the answer for each assembly is no, the analysis is complete. Document the
results. If the answer is yes for any assembly, ask the following question for
each component of those assemblies identified in Step 2:

« Wil failure of this subassembly render an unacceptable or unwanted loss?
If the answer for each subassembly is no, the analysis is complete. Document
the results. If the answer is yes for any subassembly, ask the following
question for each component of those subassemblies identified in Step 2:

+  Will failure of this component render an unacceptable or unwanted loss?
If the answer for each component is no, the analysis is complete. Document
the results. If the answer is yes for any component, ask the following question
for each part of those components identified in Step 2:

« Wil failure of this part render an unacceptable or unwanted loss?

For each element (system, subsystem, assembly, subassembly, component, or part)

for which failure would render an unacceptable or unwanted loss, ask and answer

the following questions:

«  What are the failure modes for this element?

+  What are the effects (or consequence) of each failure mode on each target?

Assess worst-credible case (not the worst-conceivable case) severity and
probability for each failure mode, effect, and target combination.

Assess risk of each failure mode using a risk assessment matrix (see Lesson II).
The matrix should be consistent with the established probability interval and force
or fleet size for this assessment.

Categorize each identified risk as acceptable or unacceptable.

If the risk is unacceptable, then develop countermeasures to mitigate the risk.
Then re-evaluate the risk with the new countermeasure installed.

If countermeasures are developed, determine if they introduce new hazards or
intolerable or diminished system performance. If added hazards or degraded

performance are unacceptable, develop new countermeasures and re-evaluate the
risk. :



(14) Document your completed analysis on an FMEA or FMECA worksheet. The
contents and formats of these worksheets vary among organizations.
Countermeasures may or may not be listed.

Figure V-2 presents a flowchart for FMEA or FMECA. Figure V-3 presents a sample
FMEA worksheet. Appendix C-gives an additional sample FMEA worksheet.
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©1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]
Figure V-2. Failure modes, effects, (and criticality) analysis process flowchart



FMEA NO:

FAILURE MODES, EFFECTS, SHEET _OF_
PROJECT NO.: : DATE
SUBSYSTEMNO.: AND CRITICALITY ANALYSIS PREPARED BY:
SYSTEM NO.: WORKSHEET REVIEWED BY:
PROB. INTERVAL: APPROVED BY:
_TARGET/RESOURCE CODE: P - PFERSONNEL / E - EQUIPMENT / T - DOWNTIME/ R - PRODUCT / D - DATA/ V - ENVIRONMENT
T
a Risk Assessment Action
Item/ Failure Failure Failure T Required/
Id. No. Functional Mode Cause \ Event g S|P R C Comments
Identification f e r i o
v] o s d
b k e
Figure adapted from [1].
Figure V-3. Typical failure modes, effects, and criticality analysis worksheet
EXAMPLE A sample FMECA [1] is illustrated in Figure V-4. The systern being assessed is an

automated mountain climbing rig. A schematic of the system is presented in F igure V-4.a,
and Figure V-4.b illustrates the breakdown and coding of the system into subsystem,
assembly, and subassembly elements. A FMECA worksheet for the control subsystem is
presented in Figure V-4.c.
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"STOP"
Switch
(Normally Closed)

“wpr
Switch
{Normally Open)

82,000 HP
72,000 RPM

Figure V-4a. System

Subsystem

Assembly

Subassembly

Hoist (A)

Motor (A-01)

Windings (A-01-a)
Inboard bearing (A-01-b)
Outboard bearing (A-01-c)
Rotor {A-01-d)

Stator (A-01-e)

Frame (A-01-f)

Mounting plate (A-01-g)
Wiring terminals (A-01-h}

Drum (A-02)

External power source (B)

Operator (E-02)

Cage (C) Frame (C-01)
' Lifting lug (C-02)
Cabling (D) Cable (D-01)
Hook (D-02) -
Pulleys (D-03)
Controis (E) Electrical (E-01) START Switch (E-01-a)

FULL UP LIMIT Switch (E-01-b)
Wiring (E-01-c})

Figure V-4b. System breakdown and coding
©1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure V-4, Example of a failure modes, effects, and criticality analysis
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FMEA NO: FAILURE MODES, EFFECTS, SHEET__OF__
PROJECT NO.: DATE
SUBSYSTEM NQ.: Contrals AND CRITICALITY ANALYSIS PREPARED BY:
SYSTEMNO.: Mountain Climbing Rig WORKSHEET REVIEWED BY:
PROB. INTERVAL: 30 years APPROVED BY:
TARGET/RESOURCE CODE: P - PERSONNEL/E - EQUIPMENT /T - DOWNTIME K - PRODUCTS /D - DATA 7 V - ENVIRONMENT
T Risk Assessment
Ttem/ Failure Failure Failure a Action
r Required/
id. No. Functionai Mode Cause Event g 5 P R C | Comments
Identification € r i o
t v o s d
b k ¢
E-0l-a Start Switch Switch fails Mechanical Cagewillnot | P 1 IV C 3
closed. failure or move. E v C 3
corosion. T) IV C 3
E-01-b Fuli Up Switch Switch fails Mechanical Cage does P II A 1
open. failure or not stop.
cotrosion.
E-02 Wiring Cut, Dis- Varmint Noresponsea | P | IV D
connected. invasion, switch. Start E v D
faulty switthfails | T | IV D 3
assembly open. Stop
' switch fails
closed.
Cage stays in
safe position.
Figure V-4c. Worksheet
Figure V-4. Example of a failure modes, effects, and criticality analysis (concluded)
ADVANTAGES Performing FMEAs and FMECAs has the following advantages [1]:

Provides an exhaustive, thorough mechanism to identify potential single-point
failures and their consequences, An FMECA provides risk assessments of these
failures.

Results can be used to optimize reliability, optimize designs, incorporate “fail
safe” features into the system design, obtain satisfactory operation using
equipment of “low reliability,” and guide in component and manufacturer
selection.

Provides further analysis at the piece-part level for high-risk hazards identified in
aPHA.

Identifies hazards caused by failures that may have been previously overlooked in
the PHA. These can be added to the PHA.
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Provides a mechanism for more thorough analysis than a fault tree analysis, since
every failure mode of each component of the system is assessed [6].

LIMITATIONS The following limitations are imposed when performing FMEAs and FMECAs [1]:

Cosﬂ)-; in man-hour resources, especially when performed at the parts-count level
within large, complex systems.

Probabilities or the consequences of system failures induced by co-existing,
multiple-element faults or failures within the system are not addressed or

evaluated.

Although systematic, and guidelines/check sheets are available for assistance, no

" check methodology exists to evaluate the degree of completeness of the analysis.

This analysis depends heavily on the ability and expertise of the analyst for
finding all necessary modes.

Human error and hostile environments frequenﬂy are overlooked.

 Failure probability data are often difficult to obtain for a FMECA.

If too much emphasis is placed on identifying and eliminating single-point
failures, then focus on more severe system threats (posed by co-existing
failures/faults) may be overlooked.

A FMECA can be a very thorough analysis suitable for prioritizing resources to
higher risk areas if it can be performed early enough in the design phase.
However, the level of design maturity required for a FMECA is not generally
achieved until late in the design phase, often too late to guide this prioritization.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

What is the difference between a fault and a failure?

What is a single-point failure?

Does a classic FMEA allow prioritization of single-point failures? Why or why not?

‘What are the differences between an FMEA and an FMECA?

Describe a strategy for minimizing the time required to perform an FMECA (as well as the size of the resulting
document).

What is a major weakness of the FMEA or FMECA technique?

Can an FMEA be (usefully) performed in the conceptual design phase of a project?

Can an FMECA be started before a risk assessment matrix has been constructed?

How does FMEA deal with co-existing faults/failures?

il el

e %

The instructor may obtain presentation slides for a workshop problem entitled, “Furry Slurry Processing™ at
http://www.sverdrup.com/svt.
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LESSON VI
RELIABILITY BLOCK DIAGRAM

PURPOSE: To introduce the student to the procedures and application of reliability block diagram
analysis. '
OBJECTIVE: To acquaint the student with the following:
1. Symbology of reliability block diagram
2. Depiction of series and parallel circuits
3. Procedures for performing reliability block diagram analysis
4. Reliability bands
5. System reliability
SPECIAL Reliability
TERMS: Series circuit

Parallel circuit
Series-parallel circuits
Parallel-series circuits
Reliability band

S e i
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DESCRIPTION

A reliability block diagram (RBD) is 2 backwards (top-down) symbolic logic model
generated in the success domain. Each RBD has an input and an output and flows left to
right from the input to-the output. Blocks may depict the events or system element
functions within a system. However, these blocks typically depict system element functions
only. A system element can be a subsystem, subassembly, component, or part [1,2].

Simple RBDs are constructed of series, parallel, or combinations of series and parallel
elements (see Table VI-1). Each block represents an event or system element function.
These blocks are connected in series if all elements must operate successfully for the
system to operate successfully. These blocks are connected in parallel if only one element
needs to operate successfully for the system to operate successfuily. A diagram may
contain a combination of series and parallel circuits. The system operates if an
uninterrupted path exists between the input and output [1,2].

Table VI-1. Simple reliability block diagram construction

Type of Circuit Block Diagram Representation System Reliability #

o —{AHB - R

Parallel — Rs =1-[( l—RA)(l—Rn)]
| — - R=(1-[(1-R)
Series-Parallel (1-R)D) .
| | (1-[(1-RY)
(1-Rp)D)

R,=1-{(1-(R,R)
(A-RR )]

Parallel-Series

i

# Assumes all components function independently of each other.

RBDs illustrate system reliability. Reliability is the probability of successful operation over
a defined time interval. Each element of a block diagram is assumed to function (operate
successfully or fail) independently of every other element. The relationships between
element reliability and system reliability for series and parallel systems are presented
below, and their derivations are found in [2].
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APPLICATION

Series Systems _
RS=111R1 =R]R2R3 <Ry
Parallel Systems
Rg= 1] (1-R) = [1- [(1-R, ) (1-R,) (1R, )+ (1R,)]]

where Rg=  system reliability,

R, = system element reliability, and
n = number of system elements (which are assumed to function
independently)

Not all systems can be modeled with simple RBDs. Some complex systems cannot be
modeled with true series and parallel circuits. These systems must be modeled with a
complex RBD, as presented in Figure VI-1. Notice that in this example, if component E
fails, then paths B, E, G and B, E, H are not success paths. Thus, this is not a true series or
parallel arrangement.

— A D 16 ]

0— 11 B HE —0

—{ ¢ FHF HH

Figure VI-1. Typical complex reliability block diagram

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it has
long been sought, there is no “Swiss army knife” technique that answers all questions and
is suitable for all situations.

An RBD allows evaluation of various potential design configurations [2]. Required
subsystem and element reliability levels can be determined to achieve the desired system
reliability. Typically, these functions are performed during the design and development
phase. An RBD may also be used to identify elements and logic as a precursor to
performing a fault tree analysis (Lesson VII).



PROCEDURES The procedures (adapted from [2]) to generate a simple RBD are presented below.
(1) Divide a system into its elements. A functional diagram of the system is helpful.
(2) Construct a block diagram using the convention illustrated in Table VI-4.

(3) Calculate system reliability band, Rg; (low) to Ry, (high), from each individual
element’s reliability band , R;; (low) to Ry (high), in the following manner:

a. For series systems with n elements that are to function independently,

n
Rg = H Ra) =Ry Ry Ry~ Ry
1

n
Rey= H Riw =R zRopRay - Rant
1

b. For parallel systems with n elements that are to function independently,

Ry = I—Ill (1-Rpr) = [1-{(1-Ryy J(1-Ryy J(1-Ry ) - (1R )]

Rey = 1-1:[ (1-Rp) = [1-{(1-Ryg J(1-Rygy) (1IR3 ) -+ -+ (1Rt )]l

Note: The reliability band is analogous to a confidence interval for the reliability
of an individual element or system. For an individual element, the reliability band
ranges from a low (R, ) to a high to a (Ry) estimate, both of which are selected by
the analyst, on the basis of available data. Using a mathematical representation of
the system, the corresponding reliability band [with a range from Rg; (low) to Rgyy
(high)] for a system is calculated from the individual element reliability bands.

c. For series-parallel systems, first determine the reliability for each parallel
branch using the equations in Item 3b. Then treat each parallel branch as an
element in a series branch and determine the system reliability by using the
equations in Item 3a. '

d. For parallel-series systems, first determine the reliability for each series
branch using the equations in Item 3a. Then treat each series branch as an
element in a parailel branch and determine the system reliability by using the
equations in Item 3b.

e. For systems that are composed of the four above arrangements, determine the
reliability for the simplest branches. Then, treat these as branches within the
remaining block diagram, and determine the reliability for the new simplest
branches. Continue this process until one of the above four basic
arrangements remains. Then determine the system reliability.

EXAMPLE A system has two subsystems designated 1 and 2. Subsystem 2 is a backup for subsystem 1.
Subsystem 1 has three components and at least one of the three must function successfully
for the subsystem to operate. Subsystem 2 has three components that all need to function
successfully for the subsystem to operate. Table VI-2 present the estimated reliability band
for each component over the system’s estimated 10-year life interval.

VI-5



ADVANTAGES

Table VI-2. Reliability bands for example system

Subsystem - Component Reliability Bands

_ Low High

1 A 0.70 0.72

1 B 0.80 0.84

1 . C 0.60 0.62

2 D 0.98 0.99
o2 E 0.96 0.97
2 F 0.98 0.99

Figure VI-2 presents an RBD for the system. Note that the components for subsystem 1 are
in a parallel circuit with the components of subsystem 2. Also note that the components for
subsystem 1 form a series circuit and the components for-subsystem 2 form a parallel

circuit.
0.70-0.72
0.80-0.84

0— 0.60 - 0.62 —0
0.98-0.99 0.96-0.97 0.98-0.99

b HEH FI-

Figure VI-2. Example reliability block diagram

Calculations for subsystem and system reliabilities are presented below:

Subsystem 1: R, = 1-(1-0.70)(1-0.80)(1-0.60)] = 0.976 (Low band value)
Riy = 1-[(1-0.72)(1-0.84)(1-0.62)] = 0.983 (High band value)

Subsystem 2: R, =(0.98)(0.96)(0.98) = 0.922 ‘ {Low band value)
R,y = (0.99)(0.97)(0.99) = 0.951 (High band value)
System: « Rg = 1-(1-0.976)(1-0.922)] = 0.998 (Low band value)
Ry, = 1-[(1-0.983)(1-0.951)] = 0.999 (High band value)

Therefore, the reliability band for the system is 0.998 to 0.999.

An RBD has the following advantages:

*  Allows early assessment of design concepts when design changes can be readily
and economically incorporated [2].

*  Tends to be easier for an analyst to visualize than other logic models such as a
fault tree [1].

*  Blocks representing elements in an RBD can be arranged in a manner that
represents how these elements function in the system [1].

VI-6



-

Since RBDs are easy to visualize, they can be generated before performing a fault
tree analysis and transformed into a fault tree by the method discussed in Lesson
X

LIMITATIONS An RBD has the following limitations:

Systems must be broken down into elements for which reliability estimates can be
obtained. Such a breakdown for a large system can be a significant effort [2].

System element reliability estimates might not be readily available for all
elements. Some reliability estimates may be very subjective, difficult to validate,
and not be accepted by others in the decision making process. If the element
reliability values have different confidence bands, this can lead to significant
problems. '

Not all systems can be modeled with combinations of series, parallel, series-
parallel, or parallel-series circuits. These complex systems can be modeled with 2
complex RBD. However, determining system reliability for such a system is more
difficult than for a simple RBD [1, 2].
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

During what project pbase can a reliability block diagram be constructed?

Name four circuit types that can be modeled with a reliability block diagram.

In reliability block diagrams, are the elements assumed to operate {or not operate, as the case may be)
independently of one another?

Write an expression for the reliability of a circuit consisting of three resistors (a, b, and c) arranged in
series.

Write an expression for the reliability of a circuit consisting of four resisters (d, ¢, £, and g) arranged in
parallel.

Diagram a series-parallel circuit.

Diagram a parallel-series circuit.






PURPOSE:
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LESSON V11
FAULT TREE ANALYSIS

To introduce the student to the procedures and applications of fault tree analysis.

To acquaint the student with the following:

Logic of fault tree analysis
Procedures for fault tree analysis
Symbology for fault tree analysis
Procedures for calculating top event probability
Procedures for determining cut sets and cut set probability
Procedures for determining path sets
Probability propagation through logic gates
Rare event approximation for propagating failure probabilities through OR gates
Exact solution of OR gate failure probabilities
10. Structural and quantitative significance of cut sets
11. Log-average method of probability estimation
12, Application, advantages, and limitations of fault tree analysis
1 AND gate
2. OR gate
3. INHIBIT gate
4. External event
5. Undeveloped event
6. Conditioning event
7. Basic event
8. Top event
9. Contributor
10. Intermediate event
11. Necessary and sufficient conditions
12. Cut set
13. Cut set probability
14. Cut set importance
15. Item importance
16. Path set
17. Delphi technique
18. Boolean-indicated cut sets
19. Minimal cut sets
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DESCRIPTION

APPLICATION

A fault tree analysis (FTA) is a top-down symbolic logic model generated in the failure
domain. This model traces the failure pathways from a predetermined, undesirable
condition or event, called the TOP event, of a system to the failures or faults (fault tree
initiators) that could act as causal agents. Previous identification of the undesirable event
also includes a recognition of its severity. An FTA can be carried out either quantitatively
or subjectively [1].

The FTA includes generating a fault tree (symbolic logic model), entering failure
probabilities for each fault tree initiator, propagating failure probabilities to determine the
TOP event probability, and determining cut sets and path sets. A’ cut set is any group of
initiators that will, if they all occur, cause the TOP event to occur. A minimal cut is a least
group of initiators that will, if they all occur, cause the TOP event to occur. A path set is a
group of fault tree initiators that, if none of them occurs, will guarantee that the TOP event
cannot occur. See http://www.sverdrup.comy/svt for supporting presentation slides.

The probability of failure for an event is defined as the number of failures per number of
atternpts. This can be expressed as:

P =F/(S+F), where F = number of failures and S = number of successes

Since reliability for an event is defined as the number of successes per number of attempts,
then the relationship between the probability of failure and reliability can be expressed as
follows:

R = S/(S+F), therefore

R + P = S/(S+F) + F/(S+F) = 1 and

P.=1-R
It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is so because each technique attacks

the system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions

. and is suitable for all situations.

FTAs are particularly useful for high-energy systems (i.e., potentially high severity events),
to ensure that an ensemble of countermeasures adequately suppresses the probability of
mishaps. An FTA is a powerful diagnostic tool for analysis of complex systems and is used
as an aid for design improvement.

This type of analysis is sometimes useful in mishap investigations to determine cause or to
rank potential causes. Action items resulting from the investigation may be numericaily
coded to the fault tree elements they address, and resources prioritized by the perceived
highest probability elements.

Fault tree analyses are applicable both to hardware and non-hardware systems and allow
probabilistic assessment of system risk as well as prioritization of the effort based upon
root cause evaluation. The subjective nature of risk assessment is relegated to the lowest
level (root causes of effects) in this study rather than at the top level. Sensitivity studies can
be performed allowing assessment of the sensitivity of the TOP event to basic initiator
probabilities.

FTAs are typically performed in the design and developmeni phase, but may also be
performed in the fabrication, integration, test, and evaluation phase. FTAs can be used to
identify cut sets and initiators with relatively high failure probabilities. Therefore,
deployment of resources to mitigate risk of high-risk TOP events can be optimized.
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" PROCEDURES

Fault Tree
Generation

The procedures for performing an FTA are presented below. These procedures are divided

‘into the four phases: (1) fault tree generation, (2) probability determination, (3) identifying
- and assessing cut sets, and (4) identifying path sets. The analyst does not have to perform

all four phases, but can progress through the phases until the specific analysis objectives
are met. Table VII-1 summarizes the benefits for the four procedural phases.

Table VII-1. Fault tree analysis procedures

Procedurzl Phases Benefits

1. Fault tree generation All basic events (initiators), intermediate
events, and the TOP event are identified.
A symbolic logic model illustrating fault
propagation to the TOP event is produced.

2. Probability determination Probabilities are identified for each
* initiator and propagated to intermediate
events and the TOP event.
3. Identifying and assessing cut sets All cut sets and minimal cuts sets are

determined. A cut set is any group of
initiators that will, if they all occur, cause
the TCP event to occur. A minimal cut set
is a Jeast group of initiators that, if they all
occur, will cause the TOP event to oceur.
Analysis of a cut set can help evaluate the
probability of the TOP event, identify
qualitative common cause vulnerability,
and assess quantitative common cause
probability. Cut sets also enable analyzing
structural, quantitative, and item

" significance of the tree.

4. Identifying path sets All path sets are determined. A path set is
a group of fault tree initiators that, if none
of them occurs, will guarantee the TOP
event cannot occur,

The procedural phases listed in Table VII-1 are further described in the following section.

Fault trees are constructed with various event and gate logic symbols. These symbols are
defined in Table VII-2, Although many event and gate symbols exist, most fault trees can
be constructed with the following four symbols: (1) TOP or intermediate event, (2)
inclusive OR gate, (3) AND gate, and (4) basic event. Figure VII-1 illustrates the
procedures to construct a fault tree [1].

A frequent error in fault tree construction is neglecting to identify common causes. A
common cause is a condition, event, or phenomenon that will simultaneously induce two
or more elements of the fault tree to occur. A method for detecting common causes is
described in Section 3 (item 8). Additional details are included in the latter sections of this
lesson to provide insight into the mathematics involved in the commercially available fault
tree programs. All large trees are typically analyzed using these programs; for small trees,
hand analysis may be practical.
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Table VII-2. Fault tree construction symbols

Name

Event
(TOP or Intermediate) *

Inclusive OR Gate *

Exclusive OR Gate

Mutually Exclusive OR
Gate

AND Gate *

Priority AND Gate

Basic Event *

INHIBIT Gate

External Event

Description

TOP Event- This is the conceivable, undesired
event to which failure paths of lower level events
lead.

Intermediate Event- This event describes a system
condition produced by preceding events.

An output occurs if one or more inputs exist. Any
single input is necessary and sufficient to cause the
output event to occur. Refer to Table VII-3 for
additional information.

An output occurs if one, but only one input exists.
Any single input is necessary and sufficient to cause
the output event to occur. Refer to Table VII-3 for
additional information.

An output occurs if one or more inputs exist.
However, all other inputs are then precluded. Any
single input is necessary and sufficient to cause the
output event to occur. Refer to Table VII-3 for
additional information.

An output occurs if all inputs exist. All inputs are
necessary and sufficient to cause the output event to
occur.

An output occurs if all inputs exist and occur in a
predetermined sequence. All inputs are necessary
and sufficient to cause the output event 1o oceur.

An initiating fault or failure that is not developed
further. These events determine the resolution limit
of the analysis. They are also called leaves or
initiators.

An output occurs if a single input event occurs in
presence of an enabling condition. Mathematically
treated as an AND Gate.

An event that under normal conditions is expected to
occur. Probability =1.

* Most fault trees can be constructed with these four legic symbols.
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. Probability
Determination

- Symbol Name Description

Undeveloped Event An event not further developed because of a lack of
need, resources, or information.

‘ These symbols are used to affix conditions,
: Conditioning Event restraints, or restrictions to other events.

Identify undesirable TOP
event.

Link contributors to TOP
by logic gates.

Identify first-level
contributors.

Link second-level
contributors to TOP by
logic gates.

[dentify second-level
contributors,

" Repeat / continye. ..

© 1997 Figure provided courtesy of Sverdrup T echnology, Inc., Tullahoma, Tennessee [1]

Figure VII-1. Fault tree construction process

If a fault tree is to be used as a quantitative tool, the probability of failure must be

determined for each basic event or initiator. Sources for these failure probabilities may be
found from manufacturer’s data, industry consensus standards, MIL standards, historical
evidence (of the same or similar systems), simulation or testing, Delphi estimates, and the
log average method. A source for human error probabilities is found in [2]. The Delphi
technique derives estimates from the consensus of experts. The log average method is
useful when the failure probability cannot be estimated but credible upper and lower
boundaries can be estimated. This technique is described in [3] and is illustrated in Figure
VII-2. Failure probabilities can also be determined from a probabilistic design analysis, as
discussed in Lesson XV.
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If probability is not estimated easily, but upper and lower credible bounds can be judged...

« Estimate upper and lower credible bounds of probability for the phenomenon in question.

« Average the logarithms of the upper and lower bounds.

« The antilogarithm of the average of the logarithms of the upper and lower bounds is less
than the upper bound and greater than the lower bound by the same factor. Thus, itis
geometrically midway between the limits of estimation.

0.02 0.03 0.04 0.05 0.07
T -

Log P, + LogP, 2+l
9

Log Average = Antilog 2 = Antilo 2

= 10-5 = 0.0316228

Note that, for the example shown, the arithmetic average would be...
L1 +0:1 - 9,055

i.e., 5.5 times the lower bound and 0.55 times the upper bound.

*REFERENCE: Briscoe, Glen J.; "Risk Management Guide;” System Safety Development Center; SSDC-11; DOE 76-45/11; September 1982.

© 1997 Figure prav.ided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure VII-2. Log average method of probability estimation

Probabilities must be used with caution to-avoid the loss of credibility of the analysis. In
many cases, it is best to stay with comparative probabilities rather than the “absolute”

~ values. Normalizing data to a standard, explicitly declared, meaningless value is a useful
technique here. Also, confidence or error bands on each cited probability number are
required to determine the significance of any quantitatively driven conclusion.

Once probabilities are estimated for all basic events or initiators, they are propagated
through logic gates to the intermediate events and finally the TOP event. The probability
of failure of independent inputs through an AND gate is the intersection of their respective
individual probabilities. The probability of failure of independent events through an OR
(inclusive) gate is the union of their respective individual probabilities. Propagation of
confidence and error bands is performed simply by propagation of minimum and
maximum values within the tree.

Figure V1I-3 illustrates the relationship between reliability and failure probability
propagation of two and three inputs through OR (inclusive) and AND gates. Propagation
of failure probabilities for two independent inputs through an AND and OR (inclusive)
gate is conceptually illustrated in Figure VII-4. As shown in Figure VII-3, the propagation
solution through an OR gate is simplified by the rare event approximation assumption.
Figure VII-5 presents the exact solution for OR gate propagation. However, the use of this
exact solution is seldom warranted. Table VII-3 presents the propagation equations for the
logic gates, including the gates infrequently used.
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OR Gate |For 2 Inputs AND Gate

Either of two, independent, Both independent elements
element failures produces must fail to produce system
system failure. R+P =1 failure.
=

R, =R,R, _ R =R, +R, - (R,R)
PF=1_RT - PF=1_RT
P.=1-(R,Ry) - Pe=1-(R,+ R, ~R,Ry)
Pe=1~[(1-PJ(1 - Pg)] - Pe=1-{(1 =P+ (1P} — (1 -P)(1 =Py}
P.=P,+P,~ (P,P,) [ P.=P,P,
“Rare -
' event -
{ approximation’] -
For 3 Inputs
P.=P,PP,

Omit for
{_approximaticn

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure VII-3. Relationship between reliability and failure probability propagation

AND Gate... OR Gate...

TOP
P,z LP, mmekofer P =P, 4P,

¥

- 1

T T L
1and 2

are
INDEPENDENT ‘
events

© 1997 Figure provided courtesy of Sverdrup Te echnofogy, Inc., Tullahoma, Tennessee [1]

Figure VII-4. Failure probability propagation through OR and AND gates
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an,.  FINEE TOP

The ip operator (1I) is the
co-function of pi (). It PT :]'_IPG =1~ (H (1- Pe))

provides an exact solution

for propagating probabilities =1-[(1- - —PYer{1 -
through the OR gate. Its use PT 1-[0 P’) (1 Pz) a P3) ( P“)]
" is rarely justifiable.
@ 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [l
Figure VII-5. Exact solution of OR gate failure probability propagation
Table VII-3. Probability propagation expressions for logic gates

Symbol Name Venn Diagram Propagation Expressions

PT= P+ Pz - (PIPZ)
P =P +P, #

Inclusive OR Gate I

Exclusive OR Gate P,=P +P —[2(PP)]

- #
P,=P+P,

Mutually Exclusive

OR Gate ®

AND Gate fand
(Priority AND Gate)

P1 P2
Pl P2

PT = Pl + PZ
P!

P2

- B D D

Pi P2

I Most fault trees can be constructed with these two logic gates.
# Simplified expression for rare event approximation assumption.
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Identifying Cut Sets

Determining Cut
Sets

Assessing Cut Sets

A cut set is any group of initiators that will produce the TOP event, if all the initiators in
the group occur. A minimal cut set is the smallest number (in terms of elements, not

_ probability) of iitiators that will produce the TOP event, if all the initiators in:the group

occur. One method of determining and analyzing cut sets is presented below. These
procedures for determining cut sets are described in [1] and are based on the MOCUS
computer algorithm attributed to J.B. Fussell. Analysis of a cut set can help evaluate the
probability of the TOP event, identify common cause vulnerability, and assess common
cause probability. Cut sets also enable analyzing structural, quantitative, and item
significance of the tree.

Cut sets are determined via the following procedure:

(M
@

3

@

(5

©®

)

Consider only the basic events or initiators (discarding intermediate events and the
TOP event). :

Assign a unique letter to each gate and a unique number to each nitiator, starting
from the top of the tree. ‘

‘From the top of the tree downwards, create a matrix using the letters and numbers,

The letter for the gate directly beneath the TOP event will be the first entry in the
matrix. Proceed through the matrix construction by (a) substituting the letters for
each AND gate with letters for the gates and numbers of the initiators that input
into that gate (arrange these letters and numbers horizontally in the matrix rows)
and (b} substituting the letters for each OR gate with letters for the gates and
numbers of the initiators that input into that gate (arrange these letters and
numbers vertically in the matrix columns).

When all the gates/letters have been replaced, a final matrix is produced with
only numbers of initiators, Each row of this matrix represents a Boolean-
indicated cut set.

Visually inspect the final matrix and eliminate any row that contains all elements
of a lesser row. Next, through visual inspection, eliminate redundant elements
within rows and rows that repeat other rows. The remaining rows define the
minimal cut sets of the fault tree.

A cut set is any group of initiators that will produce the TOP event, if all the
initiators in the group occur. Thus, the cut set probability, Py (the probability
that the cut set will induce the TOP event) is mathematically the same as the

propagation through an AND gate, expressed as:

P = P,P,P,P, P

n

Determine common cause vulnerability by assigning unique letter subscripts for
common causes to each numbered initiator (such as m for moisture, h for human
operator,  for heat, v for vibration, etc.). Note that some initiators may have
more than one subscript, while others will have none. Identify minimal cut sets
for which all elements have identical subscripts. If any are identified, then the
TOP event is vulnerable to the common cause the subscript represents. This
indicates that the probability number, calculated as above, may be significantly in
error, since the same event (the so-called common cause) could act to precipitate
each event, i.e., they no longer represent statistically independent events.
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(8) Analyze the probability of each common cause occurring, and inducing all terms
within the affected cut set.

(9) Assess the structural significance of the cut sets to provide qualitative ranking of
contributions to system failure. Assuming all other things are equal then:

a. A cut set with many elements indicates low vulnerability.
b. A cut set with few elements indicates high vulnerability.
c. Numerous cut sets indicates high vulnerability.

d. A cut set with a single initiator, called a singleton, indicates a potential single-
point failure. '

(10) Assess the quantitative importance, Iy of each cut set, K. That is, determine the
numerical probability that this cut set induced the TOP event, assuming it has
occurred.

where Py = the probability that the cut set will occur (see Item 6 above), and

P; = the probability of the TOP event occurring;

(11) Assess the quantitative importance, I,, of each initiator, e. That is, determine the

numerical probability that initiator e contributed to the TOP event, if it has
occurred. '

Ne
Ie = E IKe
€
where Ne = number of minimal cut sets containing initiator e, and

I, = importance of the minimal cut sets containing initiator e.

Identifying Path A path set is a group of fault tree initiators that, if none of them occurs, ensutes the TOP
Sets event cannot occur. Path sets can be used to transform a fault tree into a reliability diagram
(see Lesson X). The procedures to determine path sets are as follows:

(1) Exchange all AND gates for OR gates and all the OR gates for AND gates on the
fault tree. ' ' .

(2) Construct a matrix in the same manner as for cut sets (see Determining Cur Sels,
Steps 1-5). Each row of the final matrix defines a path set of the original fault tree.
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. EXAMPLES Figure VII -6 gives an example of a fault tree with probabilities propagated to the TOP

Fault Tree event. In this example, the TOP event is the “artificial wakeup fails.” The system being ‘ ‘
Construction and examined consists of alarm clocks used to awaken someone. In this example, for brevity, ~—’
Probability only a nominal probability value for each fault tree initiator is propagated through the fault

Propagation tree to the TOP event. However, for a thorough analysis, both low and high probability

values that define a probability band for each initiator could be propagated through the
+* fault tree to determine a probability band for the TOP event.

ARTIFICIAL
“WAKEUP
FAILS
334x10™
Approx. 0. 14r
TARM
CLOCKS NOCTURNAL
F AI L DEAFNESS
334x10™*
Negligible
WAIN, BACKUP
PLUG-IN . {WINDUP)
CLOCK FAILS CLOCK FAILS

i 1.82% 107 : 1.83x1072

FAULTY
POWER INNARDS FORGET
OUTAGE WIND
‘3.x107
‘ 8.x103

O
4,x10;j10 8.x10;1 © 1.x10%

1 J
MECHANICAL _ e

FAULT

ELECTRICAL
FauLT

KEY: Faults/Operation...... 8.x10%
Rate, Faults/Year......... 271

Assume 260 Operations/Year

1/10 T ieo

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure VII-6, -Example fault tree

Cut Sets , Figure VII-7 gives an example of how to determine Boolean-Indicated minimal cut sets for
. a fault tree.
Path Sets Figure VII-8 gives an example of how to determine path sets for a fault tree.
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TOP

PROCEDURE: @

* Assign letters to . ]
gates. (TOP gate
is “A.”) Do not
repeat letters.

¢ Assign numbers
to basic initiators.
If a basic initiator
appears more
than once,
represent it by the '
same number at ° °

each appearance.
« Construct a matrix, starting with the TOP “A” gate...

A _ 1|D D
s | €| D -[2]D[3
TOP event gate Ais an AND B is an OR Cis an AND
is A, the gate. B&D, gate. 1&C, gate. 2&3,
initial matrix its inputs, re- its inputs, re- its inputs,
entry. : place it hori- place it verti- replace it
zontally. cally. Each horizontally.
requires a new
row.
These Boolean-indicated
1]2 o 112 Cut Sets... 1
2 1D |3 [y |2 1213 | —————— 2
1]4 ‘ 114 ...reduce to 1
D (top row), is 2|43 these Minimal
an OR gate. D (2nd row), is Cut Sets.
2&4,itsin- an OR gate. :
puts, replace Replace as
it vertically. before.
Each requires a
new row.

© 1997 Figure provided-courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure VII-7. Example of determining cut sets
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TOP

@ ' Path Sets are
least groups of

-initiators which, if
- they cannot

occur, guarantee

@ against TOP
@ @ occurring.

(G) =T
113
() [Tz
h L 115
...these Minimal ...and these Path [—=T—
Cut-Sets Sets. _1_ _6_ —
6 |+—— — (2|3 |7

ADVANTAGES

LIMITATIONS

“Barring” terms (i) denotes consid-
eration of their suczess proparties.

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure VII-8. Example of determining path sets

An FTA. has the following advantages [1]:

Enable assessment of probabilities of combined faults/faitures within a complex
system.

Single-point and common cause failures can be identified and assessed.

System vulnerability and low-payoff countermeasures are identified, thereby
guiding deployment of resources for improved control of risk.

This tool can be used to reconfigure a system to reduce vulnerability.

Path sets can be used in trade studies to compare reduced failure probabilities with
cost increases to implement countermeasures.

An FTA has the following limitations [1]:

Address only one undesirable condition or event that must be foreseen by the
analyst. Thus, several or many fault tree analyses may be needed for a particular
system.

* Fault trees used for probabilistic assessment of large systems may not fit or run on

conventional PC-based software.
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The generation of an accurate probabilistic assessment may require significant
time and resources. Caution must be taken not to “overwork” determining
probabilitics or evaluating the system; i.e. limit the size of the tree.

A fault tree is not accurate unless all significant contributors of faults or failures
are anticipated.

Events or conditions under the same logic gate must be independent of each other.
A fault tree is flawed if common causes have not been identified.

Events or conditions at any level of the tree must be independent and immediate
contributors to the next level event or condition. '

The failure rate of each initiator must be constant and predictable. Specific (non-
comparative) estimates of failure probabilities are typically difficult to find, to
achieve agreement on, and to successfully use to drive conclusions. Comparative
analyses are typically as valuable with better receptions from the program and
design teams. ‘
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

Why do system safety analysts refer to fault tree analysis as a top-down or deductive technique?
What is the first requirement for constructing a fault tree (where do you start)? ‘

What is the rare-event approximation, and why is it used in fault tree analysis?

What role does Boolean algebra play in fault tree analysis?

Why does the fault tree analyst determine and evaluate cut sets for a fault tree?

What is meant by cut set importance (or how is it used)?

What is meant by item importance (or how is it used)?

What is the difference between a primary and a secondary component failure?

Which symbols are traditionally used to depict primary and secondary component failures when
constructing a fault tree?

10. What is a primary advantage of fault tree analysis over failure modes and effects analysis?

1l How can fault tree analysis be used to detect vulnerability to common cause failure?

12. What is the purpose of assessing cut sets?

13. What is the purpose of assessing path sets?

el Rl b bl b e

Lecture slides for workshop problems entitled, “Furry Slurry Processing,” “Test Cell Entry,” “Dual Hydraulic Brake
System — a Flawed Fault Tree,” “Auxiliary Feed Water System,” “Rocket Motor Firing Circuit,” “The Stage to
Placer Gulch,” and “Competing Redundant Valve Systems” are available at http://www.sverdrup.comy/svt.
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LESSON VIII

SUCCESS TREE ANALYSIS
PURPOSE: To introduce the student to the concepts, procedures, and applications of success tree
analysis.
OBJECTIVE: To acquaint the student with the following:
1. Underlying assumptions of success tree analysis
2. Symbology of success tree analysis
3. Procedures for success tree analysis
4. Applications of success tree analysis in system safety practice
5. Advantages of success tree analysis
6. Limitations of success tree analysis
SPECIAL 1. AND gate
TERMS: 2. OR gate
3. Event
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DESCRIPTION

APPLICATION

PROCEDURES

A success tree analysis (STA) is a backwards (top-down) symbolic logic model generated
in the success domain. This model traces the success pathways from a predetermined,
desirable condition or event (TOP event) of a system to the successes (success tree
initiators) that could act as causal agents. An STA is the complement of a fault tree analysis
(Lesson VII), which is generated in the failure domain with failure pathways from
undesirable events.

The STA includes generating a success tree (symbolic logic model), determining success
probabilities for each tree initiator, propagating each initiator probability to determine the
TOP event probability, and determining cut sets and path sets. In the success domain, a cut
set is any group of initiators that, if they all occur, prevent the TOP event from occurring.
A minimal cut set is a least group of initiators that, if they all occur, prevent the TOP event
from occurring. A path st is a group of success tree initiators that, if all of them occur,
guarantee the TOP event occurs. ‘

The probability of success for an event is defined as the number of successes per number of
attempts. This can be expressed as

P, =S/(StF) , where S = number of successes and F = number of failures

Since reliability for a given event is also defined as the number of successes per number of
attempts, then

R=P,

‘1t is important to remember that each analytical technique discussed in this module

complements (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

The STA is particularly useful for high energy systems (i.e., potentially high-severity
events), to ensure that an ensemble of countermeasures adequately leads to a successful top
event. This technique is a powerful diagnostic tool for analysis of complex systems; it is
used as an ajd for design improvement and is applicable to hardware and non-hardware
systems. This technique also allows probabilistic assessment of causal benefits as well as
prioritization of effort based on root cause evaluation. The subjective nature of the
probability assessment is relegated to the lowest level (root causes of effects) in this study
rather than at the top level. Sensitivity studies can be performed allowing assessment of the
sensitivity of study results to subjective numbers.

The STA is typically applied in the design and development phase, but may also be applied
in the fabrication, integration, test, and evaluation phase. A success tree can be used to
verify the logic of a fault tree. A success tree is the logic complement of a fault tree.
Therefore, if a success tree is generated from a fault tree, the logic of the success tree needs
to be valid if the logic of a fault tree is to be valid.

Success trees, like fault trees, are constructed with various event and gate logic symbols.
These symbols are defined in Table VII-2 (see Lesson VII}. Although many event and gate
symbols exist, most success trees can be constructed with the following four symbols: (1)
TOP or Intermediate event, (2) inclusive OR gate, (3) AND gate, and (4) basic event. The
procedures, as described in [1], to construct a fault tree also apply to success tree
generation and are illustrated in Figure VIII-1. The commercial computer programs are
similar, as are the cautions for use of probability values. .

A success tree can be constructed from a fault tree. Transform a success tree from a fault

tree by simply changing all AND gates to OR gates and OR gates to AND gates, and
restating each initiator, intermediate event, and top event as a success opposed to a failure.
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Determine the probability of success (P,) for each basic event or initiator. Sources for these
~ success probabilities may be found from manufacturer’s data, industry consensus standards
MIL standards, historical evidence (of similar systems), simulation or testing, Delphi
estimates, and the log average method. The Delphi technique derives estimates from the
consensus of experts. Remember that the probability of success equals reliability (R) and
- may be determined from probability of failure(P) as shown in the following equation:

3

Pe=1-P;

Once probabilities are estimated for all basic events or initiators, propagate these
probabilities through logic gates to the intermediate events and finally the TOP event. Use
the expressions presented in Table VIL-3 to propagate probabilities through logic gates.

Generate cut sets and path sets in the same manner as for fault trees, as presented in Lesson
VIIL.

Identify desirable TOP
event.

Link contributors to TOP
by logic gates.

Identify first-leve!
contributors.

Link second-level
contributors to TOP by
logic gates.

1dentify second-leve!
contributors.

Repeat / continue...

© 1997 Figure provided courtesy of Sverdrup Techrology, Inc., Tullahoma, Tennessee [l

Figure VIII-1. Success tree construction process

EXAMPLE Figure VIII-2 shows the:complement success tree for the fault tree presented in the example
in Lesson VII.
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ARTIFICIAL

WAKEUP
SUCCEEDS
i 0.9996
. ALARM
CLOCKS POKS:EENSS
WORK HEARNG
0.9996
1.000
VAN, BACKUP
PLUG-IN {WINDUP)
CLOCK WORKS CLOCK WORKS
0.9808 0.9805
' Funcii::ning
Unirtemupiss Clock Remambered i Unilawed Remerbared o Remembered
Power Components Set Alatm Methenis Set Back-up to wind
0.9997 Alamn #arm
0.9885 0.9923 0.9996 0.9885 0.9923
Mechanical
Component

Adapted from figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee {1]

Figure VIII-2. Example success tree

ADVANTAGES An STA has the following advantages [1]:
«  Assesses probability of favorable outcome of system opératibn.

+  Complements the fault tree analysis by providing a method to verify the logic of
the fault tree.

LIMITATIONS An STA has the following limitations (adapted from [1]):

«  Address only one desirable condition or event that must be foreseen by the
analyst. Thus, several or many success tree analyses may be needed for a
particular system.

«  Success trees used for probabilistic assessment of large systems may not fit/run on
conventional PC-based software.

+  The generation of an accurate probabilistic assessment may require significant

time and resources. Caution must be taken not to overdo the number generation
portion.

VIII-5



A success tree is not accurate unless all significant contributors to system
successes are anticipated.

Events or conditions under the same logic gate must be independent of each other.

Events or conditions at any level of the tree must be independent and immediate
contributors to the next level event or condition.

The probability of success (reliability) of each initiator must be constant and
predictable.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

How does success tree analysis differ from fault tree analysis?

Are there any differences in the symbology used in success tree analysis versus that used in fault tree
analysis?

What are the primary applications for success tree analysis?

What are the limitations of success tree analysis?

What are the advantages of success tree analysis?
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PURPOSE:

OBJECTIVE:

SPECIAL
TERMS:

LESSONIX
EVENT TREE ANALYSIS

To introduce the student to the procedures and applications of event tree analysis.

To acquaint the student with the following:
Assumptions underlying event tree analysis
Bernoulli model

Conventions for event tree construction
Methods for quantifying an event tree
Applications of event tree analysis
Advantages of event tree analysis
Limitations of event tree analysis

A

Initiating challenge
Co-existing faults
Single-point failure .
Failure propagation path

el e
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DESCRIPTION

An event tree analysis (ETA) is a forward (bottom-up) symbolic logic modeling technique
generated in both the success and failure domain. This technique explores system responses
to an initiating “challenge™ and enables assessment of the probability of an unfavorable or
favorable outcome. The system challenge may be a failure or fault, an undesirable event, or
a normal system operating command [1,2]. See http://www.sverdrup.com/svt for a set of
presentation slides that supports this lesson.

A generic event tree portrays all plausible system operating alternate paths from the
initiating event. Figure IX-1 shows a generic event tree. A Bernoulli model event tree uses
binary branching to illustrate that the system either succeeds or fails at each system logic
branching node. Figure IX-2 illustrates a Bernoulli model event tree. A decision tree is a
specialized event tree with unity probability for the system outcome.

It is fmportant to remember that each analytical technique discussed in this module

" compléments (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it has
long been sought, there is no “Swiss army knife” techmque that answers all questions and
is suitable for all situations.

Portray all credible system operating permutations.
Trace each pass to eventual success or faifure.

— — — DECISION/

i(%) SUCCESS

INITIATION

©19

| | Sloro
FAILURE
® 3@ 10 ©
Z 45 B SUCCESS
5 Q'G o5 FAILURE
< |< A<
| I - -
|opERaTION] - - — -
OUTCOME SUCCESS
OPERATION/ ®
OUTCOME FAILURE
®+— : SUCCESS _
| FAILURE
OPERATION/[™ ™ — | | | — —
OUTCOME L
® —-="""

97 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [2]

Figure IX-1. Event tree (generic case)



o . :SUCCESS
Reduce tree to simplified

representation of system FAILURE
behavior. Use binary branching. ' | FAILURE
Lead unrecoverable failures and SUCCESS
unc.iefeatab!e successes directly AL URE
to final outcomes.
SUCCESS
INITIATION . ’ FAILURE
SUCCESS
A fault tree or other analysis
may be necessary to determine o pHeeEss
probability of the initiating event o FAILURE
or condition. (Unity probability . SUCCESS
* may be assumed.)
FAILURE
FAILURE

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee 2]

APPLICATION

PROCEDURES

Figure IX-2. Event tree (Bernoulli model)

The event tree analysis is particularly useful in analyzing command-start or. command-stop
protective devices, emergency-response systems, and engineered safety features. The
technique is useful in evaluating operating procedures, management decision options, and
other non-hardware systems. The ETA is also useful in evaluating effect and benefit of sub-
tiered or redundant design countermeasures for design trades and assessment.

- An ETA may be used in conjunction with a fault tree analysis to provide a technique for

sensitivity assessment. However, success or failure probabilities must be used with caution
to avoid the loss of credibility of the analysis. In many cases it is best to stay with
comparative probabilities rather than the “absolute” values. Normalizing data to a standard,
explicitly declared meaningless value is a useful technique here. Also, confidence or error
bands on each cited probability number are required to determine the significance of any
quantitatively driven conclusion.

"An ETA may alse be performed to complement a failure modes and effects analysis. This

technique is typically performed in the design and development phase or the operations
phase, but may also be performed in the fabrication, integration, test, and evaluation
phase. ‘

The procedures for performing an ETA are presented below [2]:

(1) Identify the initiating challenge to the system being examined.
(2) Determine the paths (alternate logic sequences) by answering the question, “What
happens when the system is challenged by the initiation event?” By convention,

trace-successful paths upwards and failure paths downwards.

a. For the general event tree, trace all plausible system operating permutations to
asuccess or failure termination.
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EXAMPLE

b. For the Bernoulli model event tree, use binary branching to show the system
pathways. Simplify the tree by pruning unnecessary alternate branches of
nonrecoverable failures or undefeatable successes.

(3) Determine the probability of the initiating event By applying a fault tree (Lesson
VII) or other analysis. For a decision tree, assume the probability of the initiating
event is one. :

(4) Determine the probability of each potential path by multiplying the individual
probabilities of events making up the path.

(5) Determine the probability of the system success by adding the probabilities for all
paths terminating in success.

{6) Determine the probability of the system failure by adding the probabilities for all
paths terminating in failure. :

Figure IX-3 presents an example of an ETA. The example includes the system and scenario
being assessed and the resulting event tree. Note that in this example the probability of the
challenging initiator is assumed to be one and the tree has been pruned to its simplest form
by using engineering logic. For example, since failure of the float switch is a
nonrecoverable failure, its path leads directly to a final failure outcome with no alternate
paths. In a similar manner, since successful operation of the pump is an undefeatable
success, its path also leads to a final success outcome with no alternate paths.
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PUMP) KLAXON ?—’ ~———7
T « E

BACKGROUND/PROBLEM -— A subgrade compartment containing
important .control equipment is protected against flooding by the system
shown. Rising flood waters close float switch S, powering pump P from
an uninterruptible power supply. A klaxon K is also sounded, alerting
operators te perform manual bailing, B, should the pump fail. Either
pumping or bailing will dewater the compartment effectively. Assume
flooding has commenced, and analyze responses available to the
dewatering system...

* Develop an event tree representing system responses.
* Develop a reliability block diagram for the system.
* Develop a fault tree for the TOP event Fajlure to Dewater.

SIMPLIFYING ASSUMPTIONS:
» Power is available full time.
* Treat only the 4 system components S, P, K, and B.
» Consider operator error as included within the bailing function, B.

Pump Succeeds

(1-Pg)
Float (1-Pg=~Pp+ {PpPg )]
Switch
Succeeds * Bailing Succeeds 2
(1-Ps) {1~Pg) 8
~ o
1P - PpPs) - (PkPp) ]
+ (PPpPg) - (PBPp)
Kiaxon Succeeds 1 + (PPpPs) + (PgPKPP)
LY - (PEPKPRPS)
Waler Rises Pp- (PpPg) - I
(.0 - (PxPp)+
Pump Fails (PkPpPg)] Bailing Faiis
{Pp} (Pp) w
[*n
IPp- (PpPg)] [(PgPp) - (PaPpPg) =
- (PBPKPP) +(PgPKPRPS)} i
Kiaxon Fails
P
Float HPKPP) - (PkPPPS]
Switch '
Fails
(Ps)

Pgl
.PSUCCESS = 1~ Pg - (FKPR) + (PkPePg) — (PEPP) + (PBPPPS) + (PEPKPP) ~ (PBPKPRFS)
PFAILURE = PS + (PKPR)}- (PkPpPS) + (PaPp) ~ (PBPPPS) — (PaPKPp)+ (PRPKPPPS)
-PSUCCESS + PRaILURE = 1

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [2]
Figure IX-3. Example event free analysis
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ADVANTAGES An ETA has the following advantages:

Enables the assessment of multiple, co-existing system faults and failures.

Functions simultaneously in the failure and success domains.

* End events need not be anticipated.

Potential single-point failures, areas of system vulnerability, and low-payoff
countermeasures are identified and assessed, thereby guiding deployment of
resources for improved control of risk and optimized use of limited resources.

Failure propagation paths of a system can be identified and traced. This can be a
“quick and dirty” comparative technique and provides very clear visibility of
ineffective countermeasures.

LIMITATIONS An ETA has the following limitations:

-

Address only one initiating challenge. Thus, multiple event tree analyses may be
needed for a particular system.

The initiating challenge is not disclosed by the analysis, but must be foreseen by
the analyst.

Operating pathways must be foreseen by the analyst.

Although multiple pathways to system failure may be disclosed, the levels of loss
associated with particular pathways may not be distinguishable without additional
analyses.

Specific, non-comparative success or failure probability estimates are typically
difficult to find, achieve agreement on, and use successfully to drive conclusions.
Comparative analyses are typically as valuable, with better reception from the
program and design teams.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

What is meant by “initiating event” in the process of event tree construction?

Why do event trees generally require more space than a fault tree for the same system?

Is event tree analysis suitable for analyzing time-sequenced events?

Is event tree analysis suitable for determining degrees of loss?

How do the data requirements for event tree analysis differ from those for fault tree analysis?
What is the sum of the probabilities for all of the end events in an event tree?

S

The instructor may obtain presentation slides for ETA workshop problems entitied, “Stage to Placer Gulch,”
“Competing Redundant Valve Systems,” “Auxiliary Feed Water System,” and “Test Cell Entry” at
http://www.sverdrup.com/svt.
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DESCRIPTION

APPLICATION

PROCEDURES

Fault Tree to
Reliability Block
Diagram
Transformation

Reliability Block
Diagram and Fault
Tree to Event Tree
Transformation

Fault trees (Lesson VIL), reliability block diagrams (Lesson VI), and event trees (Lesson
VIII) are all symbolic logic models. Fault trees are generated in the failure domain,
reliability diagrams are generated in the success domain, and event trees are generated in
the success and failure domains. These techniques transform any of the above models into
the other two by translating equivalent logic from the success to failure or failure to success
domain [1]. See http://www.sverdrup.com/svt for presentation slides that support this
lesson.

These techniques are applicable by the analyst who wishes to exploit the benefits of the
fault tree, reliability block diagram, and event tree. Fault trees offer the analyst
comprehensive qualitative or quantitative analysis. Reliability block diagrams offer the
analyst a simplistic method to represent system logic. Event trees allow the analyst to
assess a system in both the success and failure domains. This technique is typically
performed in the design and development phase, but may also be performed in the concept
definition phase.

The procedures for transforming a fault tree, reliability block diagram, or event tree to
either of the other two logic models are presented in the following sections 1].

A reliability block diagram represents system component functions that, if these functions
prevail, produce success in place of a TOP fault event. A fault tree can be transformed into
a reliability diagram as illustrated in Figure X-1.

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Ternessee 2]

Figure X-1. Fault tree to reliability block diagram transformation

An event tree represents path sets in the success branches of the tree and all the cut sets in
the failure branches of the tree. Therefore, if the path sets and cut sets of a system are
known for a certain challenge to a system (TOP event of  fault tree), then an event tree can
be constructed. ‘

Cut sets and path sets may be obtained from a reliability diagram, as shown in Figure X-2.
For large complex fault trees, cut sets and path sets are obtainable using the MOCUS
algorithm described in Lesson VIL.



To transform a reliability block diagram into an event tree, proceed as shown in Figure X-
3. To transform a fault tree into an event tree first transform the fault tree into a reliability
block diagram (see section 1 of these procedures).

'5 ' Path

_|=.= T -_§: 7 |_Sets

1 1/2/3/%.

| 1/2/3/5"

Minimal —_—

Cut Sets , 1/2/3/6
1

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [2]

Figure X-2, Deriving cut and path sets from a reliability block diagram

i
Success

g
" Failure

p—— i

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee 1]

Figure X-3. Reliability block diagram to event tree transformation
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Reliability Block
Diagram to Fault
Tree
Transformation

Event Tree to
Reliability Block
Diagram and Fault
Tree
Transformation

A fault tree represents system functions that, if they fail, produce TOP event fault rather

. than the success event to which the corresponding reliability block diagram path leads. The

series nodes of a reliability block diagram denote an OR gate beneath the TOP eveat of a
fault tree. The parallel paths in a reliability block diagram denote the AND gate for
redundant component functions in a fault tree. Therefore, a reliability diagram can be
transformed into a fault tree, as shown in Figure X-4.

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Ternessee [1]

Figure X-4. Reliability block diagram to fault tree transformation

An event tree represents path sets in the success branches of the tree and all the cut sets in
the failure branches of the tree. To transform an event tree into a reliability block diagram,
reverse the process illustrated in Figure X-3. Once the reliability block diagram is formed, a
fault tree can be formed, as illustrated in Figure X-4. Also, an event tree can be transformed
into a fault tree by inspection, as shown in Figure X-5. With respect to the transformation
of an event tree to a fault tree, it is important to remember that the event tree deals with
both success and failure. Thus, some of the probability values used in the event tree are
success probabilities (Ps = 1- P;). Because the event tree starts with an initiating challenge
and can lead to end events through numerous scenarios, the fault tree associated with an
event tree consists of a group of “fault shrubs,” one for each path to failure, and these fault
shrubs are connected to the top event through an OR gate.
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© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [3]

Figure X-5. Event tree to fault tree transformation

EXAMPLE: The example event tree presented in Figure IX-3 is transformed into 2 reliability block
diagram and a fault tree, as shown in Figure X-6.a and b, respectively. All three of the
models represent equivalent logic of the system.,
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Figure X-6a. Reliability block diagram based on event tree example
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Figure X-6b. Fault tree based on event tree example

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [3]

Figure X-6. Equivalent logic reliability block diagram and fault tree from event tree
example presented in Figure IX-3



"ADVANTAGES

LIMITATIONS

This approach allows the analyst to overcome weaknesses of one analysis technique by
transforming a system model into an equivalerit logic model that is amenable to another
analysis technique. For example, 2 complex system that may be hard to model as a fault
tree might be easily modeled with a reliability block diagram. Then, the reliability block
diagram can be transformed into a fault tree, and extensive quantitative or pseudo-
quantitative analysis canbe performed.

These techniques have the following limitations:

* No new information concerning the system is obtained and the models are only as
good as the models being transformed.

*  For large complex systems, determining the cut sets and path sets required to
perform these transformations may demand many man-hours or extensive
computer resources.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

1. - Imagine that you have a sword similar to that used by characters in Akiro Kurusawa’s films, including The
Seven Samurai. If you use the sword to slash vertically through a conventional reliability block diagram,
will the path of your blade-describe a cut set or a path set?

2. You still have the sword, but this time, you slash horizontally through the reliability block diagram. Will
the path of your sword describe a cut set or a path set?

3. Why is it important to be able to make the transformation between reliability block dzagrams fault trees,
and event trees?

4. - Why are reliability block diagrams usually smaller {on paper) than their corresponding event trees?

5. Why is the fault tree for a particular systern usually smaller (on paper) than the event tree for the same
system?

‘The instructor may obtain presentatibn slides for workshop problems entitled, “Furry Slurry Processing,” “Stage to
"Placer Gulch,” “Auxiliary Feed Water System,” “Competing Redundant Valve Systems * and “Test Cell Entry™ at
- http:/fwww . sverdrup.comysvt.
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PURPOSE:

OBJECTIVE:

SPECIAL
TERMS:

LESSON XI
CAUSE-CONSEQUENCE ANALYSIS

To introduce the student to the technique and applications of cause-consequence analysis.

To acquaint the student with the following:

Analytical approach used in cause-consequence analysis
Symbology used in cause-consequence analysis
Application of cause-consequence analysis

Advantages of cause-consequence analysis

Limitations of cause-consequence analysis

W=

Initiating challenge
Consequence
Branching operator
Cause

B
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DESCRIPTION

Cause-consequence analysis is a symbolic logic technique that explores system responses
to an initiating “challenge” and enables assessment of the probabilities of unfavorable
outcomes, at each of a number of mutually exclusive loss levels. The analyst starts with an
initiating event and performs a forward (bottom-up) analysis using an event tree (Lesson
IX). This technique provides data similar to that available with an event tree; however, it
affords two advantages over the event tree: time sequencing of events is better portrayed,
and discrete, staged levels of outcome are analyzed [1,2]. See http://www.sverdrup.com/svt
for presentation slides that support this lesson.

The cause portion of this technique is a system challenge that may represent either a
desired or undesired event or condition. The cause may be a fault tree TOP event and is
normally (but not always) quantified as to probability. The consequence portion of this
technique yields a display of potential outcomes representing incremental levels of success
or failure. Each increment has an associated level of assumed or calculated probability,

based on variations of response available within the system.

Figure XI-1 presents a conceptual illustration of how a cause is assessed to understand its
consequences. Note that the cause has an associated probability, and each consequence has
an associated severity and probability. Recall that severity can have units of dollars,
production downtime, human loss, or equipment/facility damage, etc.

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others, This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

CONSEQUENCE 1 S, P,
e 17 Feq

A _CONSEQUENCE 2

%

CONSEQUENCE 3
 CONSEQUENCES D p
&

S, Pe, CON?E?UENCEn s p

"

P.,= Probability of
the n* consequence
occurring

S, = Severity of
the nt ’
consequence

P,, probability of

/ the cause, may be
determined by fault
CAUSE P tree analysis.

0

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [2]

Figure XI-1. Relationship between cause and consequence
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APPLICATION

PROCEDURES

This technique is typically applied in the design and development or operations phases, but
may also be applied in the fabrication, integration, test, and evaluation phase. The cause-
consequence analysis is particularly useful in analyzing command-start/ command-stop
protective devices, emergency response systems, and engineered safety features, Cause-
consequence analyses are useful in evaluating operating procedures, management decision
options, and other non-hardware systems. Also, it will evaluate the effect/benefit of sub-
tiered/redundant design countermeasures for design trades and assessment. This technique
may be used in conjunction with a fault tree analysis to provide a technique sensitivity
assessment. This technique may also be used to complement a failure modes and effects
analysis.

The procedures for performing a cause-consequence analysis are presented below [1,2].

(1) Identify the initiating event that challenges the system.

(2). Determine the probability, P,, that this event will occur. This probability may be
determined from a fault tree analysis (see Lesson VII) or assumed.

(3) Next, trace the possible consequences to the system from the initiating event. At
various levels the path may branch with two possible outcomes. Construct the
consequence diagram by asking the following questions [1]:

a.  What circumstances allow this event to proceed to subsequent events?
b.  What other events may occur under different system operating circumstances?
c.  What other system elements does this event influence?

d.  What subsequent event could possibly result as an outcome of this event?

(4) Use the symbols presented in Table XI-1 to construct the consequence diagram.



Table XI-1. Cause-consequence tree construction symbols

Table addpted from [2].
Symbol Name Description
OR Gate Gate opens to produce output when any input exists.
AND Gate Coexistence of all inputs opens gate and produces an
output.
]
Basic Event An independent initiating event, representing the lower
‘ limit of the analysis.
Y | N Branching Output is “Yes” if condition is met and “No” if condition
Operator is not met. Branching aperator statement may be written

in either the fault or success domain. The outputs are
mutually exclusive, therefore
P, +P, =1

Event

< > Consequence End event or condition to which the analysis leads, with

——‘-— Descriptor the severity level stated.

(5) Figure XI-2 presents the format of the consequence tree. Note that all paths lead
into branching operators or consequence descriptors. The branching operator
always has one input and two output paths (yes and no). The consequence
descriptor has one input, no outputs, and is a termination point in the diagram.

(6) For each branching operator, establish the probability, P;, that the event can
happen. Therefore, P; and (1-P;) are the probabilities for the yes and no paths
from the branch operator, respectively. This step is often difficult and subjective,
if data are scarce. Probability bands are often useful to provide an understanding
of the analyst’s confidence in the delineated probabilities.

(7) Determine the probability of each consequence descriptor, P , by multiplying
event probabilities along the path that terminates at that consequence descriptor.

' (8) Finally, determine the severity of each consequence descriptor, S;.

XI-5



EXAMPLE

CONSEQUENCE CONSEQUENGE CONSEQUENCE
DESCRIPTOR 1 DESCRIPTOR 2 DESCRIPTOR 3

PPy P,(1-P)(1~P) P,{1-P)P,

1 i
y I N
BAANCHING
OPERATOR
i
P,(1-P)

| )
y 1 N

- BRANCHING
OPERATOR

Note that, beceuse the analysis is exhaustive...
{PP)+P (1-P)(1-P)+P,(1-P)P, =P

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [2]

Figure XI-2. Cause-consequence analysis format

Problem: A copying machine uses an electrically heated drum to fix dry ink to copy paper.
The drum heater is thermostatically controlled. The drum is also equipped with an
automatic overheat safety cutoff to prevent damage to the copier. The probability of failure
is finite for both the drum thermostat and the overheat cutoff. Combustibles are often
present in the copying room near the machine. Uncontrolled drum temperature can rise
high enough to ignite them. The room is equipped with an automatic sprinkler system
initiated by a heat detector. Employees frequent the room and can initiate an emergency
response alarm in the event of fire. After a delay, a fire brigade responds to extinguish the
blaze. (Note: this example provided courtesy of Sverdrup Technology, Inc., Tullahoma,

‘Tennessee).

Figure XI-3 presents the cause-consequence analysis for the above problem.
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ADVANTAGES

LIMITATIONS

Note thal, because tha analysis is exhaustive...
PP,PP, +PPP,(1-P)+PP (1-P)+P {1-P)=P,

BUILDING LOSS
~ $6.5M
PﬂP1 PZPJ
«$1.5M

PPP,(1-P)

y | N
EMERGENCY
RESPONSE
FALS
1 WATERFIRE/SMOKE
MAGE «
EMPLOYEE MANUFACTURER'S | DAMAGE - 90,000
DETEGTION IGADE TES] P N PP (1-P)
BESPONSE DATA 2 | HEATDETECTOR! o1 E
FAILS AUTO SPRINKLER
FAIL
I COPIER DAMAGE
r o $250
X. N
P,(1-P)

NEARBY
COMBUSTIBLES
IGNITE

QYERHEAT
GUTOFF
FALS

CLOSED

© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullohoma, Tennessee [2]
Figure XI-3. Example cause-consequence analysis
Cause-consequence analyses have the following advantages [2]:

+  The analysis is not limited to a “worst credible case” consequence for a given
failure. Therefore, a less conservative, more realistic assessment is possible.

«  Enable assessment of multiple, co-existing system faults and failures.

«  End events need not be anticipated.

+  The time order of events is examined.

«  Probabilities of unfavorable system operating consequences can be determined for
a number of discrete, mutually exclusive levels of loss outcome. Therefore, the
scale of partial successes and failures is discernible.

+  Potential single-point failures or successes, areas of system vulnerability, and Jow-
payoff countermeasures are identified and assessed, thereby guiding deployment
of resources for improved control of risk and optimized use of limited resources.

Cause-consequence analyses have the following limitations [2]:

+  An analysis will address only one initiating challenge. Thus, multiple analyses
may be needed for a particular system.
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The initiating challenge is not disclosed by the analysis, but must be foreseen by
the analyst.

Operating pathways must be foreseen by the analysts.
“ The establishment of probabilities is often difficult and controversial,

Determining the severity of consequences may be subjective and difficult for the
analyst to defend.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

Whiat are the principal advantages of cause-consequence analysis over fault tree or event tree analysis?
How is fault free analysis used in conjunction with cause-consequence analysis?

Does cause-consequence analysis use success— as well as failure— probabilities?

Can consequences with varying levels of severity be modeled with cause-consequence analysis?

How is system risk modeled with cause-consequence analysis?

XI-10



LESSON XII
DIRECTED GRAPHIC (DIGRAPH) MATRIX ANALYSIS

PURPOSE: To introduce the student to the concept and application of directed graphic (digraph) matrix
analysis. )

OBJECTIVE: To acquaint the student with the following:

Approach for directed graphic matrix analysis

Symbology used in directed graphic matrix analysis
Digraph modeling in the success and failure domains
Adjacency matrix representation of the digraph model
Identification of singleton and doubleton cut sets
Assessment of singleton and doubleton cut set probabilities

AR ol o

SPECIAL
TERMS:

Digraph

Initiator

Failure propagation path
Adjacency matrix
Adjacency elements.
Reachability matrix
Reachability elements
Singleton

. Doubleton

10. Cut set

11. Minimal cut set
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DESCRIPTION

APPLICATION

PROCEDURES

Directed graph {digraph) matrix analysis is a technique using matrix representation of
symbolic logic models to analyze functional system interactions. Logic models are first
generated in the success domain, then converted into the failure domain. However, it
should be noted that models can be directly created in the failure domain, without first
creating the model in the success domain [1]. :

This technique consists of four phases. First, the analyst determines combinations of
systems or combinations of subsystems within a single system for thorough assessment.
This phase is parallel to determining failure propagation paths using an event tree analysis
(Lesson IX). The second phase consists of constructing a digraph model in the success
domain, then converting this model to a digraph model in the failure domain for each
failure propagation path. The third phase consists of separating the digraph models into
independent models, then determining the singleton and doubleton minimal cut-sets of each
failure propagation path. Finally, the fourth phase consists of an assessment of the minimal
cut sets relative to probability of occurrence.

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

This technique can be used independently or as an element of a probabilistic risk
assessment, PRA (Lesson XVI)[1]. If this technique is used as part of a PRA, it is
performed after the identification of failure propagation paths by event tree analysis, but
before fault tree analyses are begun [1]. This technique is applied to evaluate the failure
propagation paths involving several systems and their support systems, or within a single
system involving several system elements (subsystem, component, part, etc.). It is best
applied in the concept definition phase.

Presented below is a summary of the procedures for performing a digraph matrix analysis

).

(1) Identify the associated group of systems (or associated system elements of a single
system) to be thoroughly evaluated. Use event trees (Lesson IX) to identify failure
propagation paths. For a complete analysis, identify every credible initiator tc an .
undesirable event and prepare an event tree that illustrates each failure propagation
path.

a. Acquire information conceming the collection of systems to be assessed, such
as design specifications and packages, safety evaluation reports (such as
PHAs, Lesson III), and previous safety or reliability studies.

b. Study checklists of potential initiating challenges. From these checklists,
develop a list of initiators that are applicable to the systems being studied.

¢. Develop event trees for each initiating challenge to the system.

d. Prepare a list of failure propagation paths from Step lc. Assume unity
probability for all systems required to work in the failure propagation path.
This simplifying assumption leaves only failure propagation paths that are
combinations of front-line systems that must fail for a serious threat to be
posed. '
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(2) Construct a digraph model for each possible failure propagation path. Use a
backward, top-down approach to construct a top-level digraph, then expand each
element into its own digraph. Continue expanding the elements of new digraphs
until the desired resolution level of the analysis is reached. An outline of the steps
‘involved in producing the digraphs is presented below.

a.

Create a success domain digraph model for each success path. Connect
upstream components to a downstream component with an AND gate if the
upstream component relies on the successful operation of all the downstream
components. Connect upstream components to 2 downstream component with

-an OR gate if the upstream component relies on the successful operation of
only one of two or more downstream components. The symbols for AND and

OR gates for a digraph are different from those used for a fault tree, however
they represent the same logic as the fault tree symbols, Table XII-1 presents a
comparison between the digraph and fault tree symbols.

Table XTII-1. Comparison of digraph and fault tree logic gates

AND Gate OR Gate

Represented Event C will occur only if both Event A Event C will occur only if Event A or

Logic

Digraph

Fault Tree

and Event B occur. Event B occurs.

e T

O>

=0

Form a failure domain model by taking the model generated in 2.a and
interchange all AND gates with OR gates and all OR gates with AND gates.
This failure domain model represents a path for failure propagation.

Form an adjacency matrix that represents the digraph. The matrix is
constructed by the process illustrated in Table XII-2.
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Table XII-2. Construction of digraph adjacency matrix ( adapted from [i] }

Type * Digraph Adjacency Matrix
A B
' . Element A ElementE A 0 1
Direct Connection C ; O
B 0 0
A A B C
O
—0 A0 0 B
AND Gate o C
B B 0 0 A
C 0 0 0
A
O A B C
OR Gate A 0 0 !
O ¢ 0 0 1
B
C 0 0 0

d. Linok all connected elements in the adjacency matrix. This is accomplished by
processing the adjacency matrix with the reachability code [1]. The output of
this code will show all elements connected by a path and illustrate elements
that can be reached from a specific element, therefore all possible paths
between pairs of nodes in the network. Next, use this information to
determine singleton and doubleton cut sets. ‘

e. Determine minimal singleten and doubleton cut sets from the cut sets
determined in 2d.

(3) Subdivide the digraph into independent digraphs if the success domain digraph
model becomes too large to determine singleton and doubleton cut sets for the
computer platform being used. Then determine singleton and doubleton minimal
cut sets of the smaller independent digraphs.

(4) Assess the singleton and doubleton minimal cut sets. This assessment can be
conducted in a manner similar to that for a conventional probabilistic risk
assessment (Lesson XVT), in which risk is assessed with the probability of the cut
sets occurring and the severity of the consequence of the failure propagation path.

EXAMPLE Figure XII-1 shows an example digraph matrix analysis, adapted from [1], for a simple
system. The system consists of two redundant power supplies to power a motor that drives
a pump. Figure XII-1.a shows the success domain model of this system. Note that this
model represents the success path for successful operation of the pump. The failure domain
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- model, presented in Figure XII-1.b, was generated by replacing the OR gate in the success

. domain model with an AND gate. Inspection of the two models suggests that for simple

- systems, the failure domain model can easily be generated without first generating the
success model. In cases with more complex systems, first generating a success domain
model may be beneficial.

Main Power

Supply, Main Power
S-1

Supply,
PS-1

O : | o~>l
| »O—0O
O 5l

‘ Pump, P Motor, M Pump, P
O Motor, M ’ Auxiliary
9“’“11”}' Power
ower Supply
Supply, i
PS> PS-2
Figure XII-1a. Success domain model Figure XII-1b. Failure domain model

The adjacency matrix and adjacency elements are presented in Figures XII-1.c and d,
respectively. The adjacency matrix illustrates whether a direct path exists from node i to
node j. If matrix element (i,j) equals one, there is a path from node i to j. For example,
element (M,P) equals one, which denotes a straight (uninterrupted) and unconditional path
between the motor and pump. If element (i,j) equals zero, no path exists from node i to J-
For example, element (PS-1, PS-2) equals zero, which means no straight path exists
between the main power supply and the auxiliary power supply. If the adjacency element
(i,j) is not equal to zero or one, then a second component must fail along with component i
to cause component j to fail. For example, adjacency element {(PS-1, M) is equal to PS-2
{non zero or one value). This symbol represents the second component that must fail, given
the fajlure of PS-1, to cause M to fail to operate (i.e., failure of both the main and auxiliary
power supplies will cause the motor not to operate).

PS-1 PS-2 M P

PS-1 0 0 PS-2. [ O
PS-2 0 0 PS-1 | 0

PS-1, M, PS-2
M 0 0 0 1

PS-2, M, PS-1
P 0 0 . 0 0

M,P, I

Figure XII-1c. Adjacency matrix Figure XII-1d. Adjacency elements

- The reachability matrix and reachability elements are presented in Figures XII-1.e and f,
respectively. Simply stated, the reachability matrix illustrates the pairs of nodes between
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which a path exists, by connecting linked pairs from the adjacency matrix. Therefore the
reachability matrix illustrates the complete pathways (through linked node pairs) of the
graphical modet elements illustrated by the adjacency matrix. Processing the adjacency
matrix into the reachability matrix yields the paths between all pairs of nodes. The
reachability elements are derived from the reachability matrix in the same manner that
adjacency elements are derived from the adjacency matrix. Note, in this example, that the
reachability elements include all adjacent elements and the new information that if both PS-
1 and PS-2 fail, then P will not operate (even though neither PS-1 or PS-2 are directly
adjacent to P). Therefore, the reachability matrix yielded the new information that if both
power supplies failed, the pump will not operate. The methodology to generate the
reachability matrix from the adjacency matrix is presented in [1].

_ 2 '
PS-1 PS M P PS-1, M, PS-2 (Adjacent)

PS-1 0 )] PS-2 {PS-2
PS-1, P, PS-2
PS-2 0 0 {PS-1 [PS-1
- PS-2, M, PS-1 (Adjacent)
M 0- 0 0 1
PS-2, P, PS-1
P 0 0 0 0
M,P, 1 (Adjacent)
Figure XII-1e. Reachability matrix Figure XII-1f. Reachability elements

The summary matrix presented in Figure XII-1.g illustrates components that can lead to
failure of the pump, P. If 2 “*” is entered as a matrix element (i,j) and either i or j is a value
of one, then the other corresponding component i or j is a singleton. The only singleton in
this system is the motor, i.e. the single failure of the motor will cause the pump not to
‘operate. If a “*” is entered as a matrix element (i,j) that corresponds to component i and
component j, then component i and component j form a doubleton. The only doubleton of
this system is the pair of redundant power supplies, i.c. failure of both the main and
auxiliary power supplies will cause the pump not to operate.
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1 PS-1 PS-2 M P

1 - - - * -
PS-1] - * - - - .
Singletons: M
PS-2¢y - | - * - - i
: Doubletons: PS-1, PS-2
M % - - - -
P - - - - -

Figure XII-1g, Summary matrix
Figure XII-1. Example digraph matrix analysis, adapted from f1].

Obviously, in this example the singletons (single point failures) and doubletons (double
point failures) could have easily been identified without performing a digraph matrix
analysis. However, for complex systems that are modeled with many nodes and logic gates,
this technique allows determination of singletons and doubletons that otherwise would not

be as readily identified.

ADVANTAGES The digraph matrix analysis has the following advantages [1]:

*  The analysis allows the analyst to examine each failure propagation path through
several systems and their support systems in one single model. Unlike the fault
tree analysis with failure propagation paths divided in accordance to arbitrarily
defined systems, this approach allows more rigorous subdividing of the

independent sub-graphs,

*  Since the technique identifies singleton and doubleton minimal cut sets without
first determining all minimal cut sets, considerable computer resources can be
saved over other methods such as the fault tree analysis.

LIMITATIONS Digraph matrix analyses have the following limitations [1]:

*  Trained analysts and computer codes to perform this technique may be limited.

¢ For particular types of logic models, complete treatment may require more
computer resources than fault tree analyses.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

During which project phase is digraph analysis best performed?

Is digraph matrix analysis a top-down or bottom-up technique?

What types of logic gates are used in digraph analysis? What do they represent?

Does digraph analysis use component (or assembly, subsystem, etc.) failure probabilities, success
probabilities or both? ‘

How is digraph analysis used in the context of a probabilistic risk assessment (PRA)?

In the context of digraph analysis, what are cut sets and minimal cut sets?

In the context of digraph analysis, what aze singletons and doubletons?

How is event tree analysis used in a digraph matrix analysis?

How are the results of a preliminary hazard analysis (PHA) used in a digraph matrix analysis?
What techniques can be used to develop a list of potential initiating challenges?

How is a success domain digraph model transformed into a failure domain digraph?
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LESSON XII
COMBINATORIAL FAILURE PROBABILITY ANALYSIS
' USING SUBJECTIVE INFORMATION

PURPOSE: To introduce the student to the concepts and application of combinatorial failure
probability analysis using subjective information.

OBJECTIVE: To acquaint the student with the following:
1. Basis for combinatorial failure probability analysis using subjective information
2. Construction of a subjective scale to support combinatorial failure probability
analysis using subjective information '
3. Procedure for performing combinatorial failure probability analysis using
subjective information
4. Advantages and limitations of combinatorial failure probability analysis using
subjective information
5. Application of combinatorial failure probability analysis using subjective
information
SPECIAL 1. Severity
TERMS: 2. Probability
3. Exposure interval
4. Probabilistic assessment
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DESCRIPTION

APPLICATION

PROCEDURES

The combinatorial failure probability analysis using subjective information was developed
by the System Effectiveness and Safety Technical Committee (SESTC) of the American
Institute of Aeronautics and Astronomics, AIAA, in 1982 [1]. This technique provides the
analyst with a procedure to propagate probability data derived from the subjective
probability scales defined in MIL-STD-882C [2]. Essentially, it is a methodology for
application of fault tree analysis when qualitative, rather than quantitative, failure data for
the components are available. See hitp://www.sverdrup.com/svt for presentation slides that
support this lésson.

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

This technique is typically performed in the design and development phase; it is applicable
when no quantitative failure probability data are available and may be used in conjunction
with other analyses such as a reliability block diagram {Lesson VI), fault tree analysis
(Lesson VII), success tree analysis (Lesson VIII), event tree analysis (Lesson IX), and
cause-consequence analysis (Lesson XI).

The procedures for a combinatorial failure probability analysis usmg subjective
information are presented below [1].

(1) Arbitrary, dimensionless “probability values” have been assigned to the
probability increments (frequent, probable, occasional, remote, and improbable)
defined in MIL-STD-882C [2]. Table XIII-1 presents The subjective scale for
these arbitrary values. Descriptive words and defmmons for the level of the scale
are also given in this table.

(2) Estimate subjective failure probabilities of contributor events or conditions using
the scale defined in MIL-STD-882C {2]. Select and consistently apply the same
probability exposure interval {operating duration or number of events) for every
initiator probability estimate used in the analysis.

(3) Correlate the subjective estimate (Step 2) with the arbitrary, dimensionless values
(Step 1). Propagate these values in the same manner as quantitative data is
combined in classical numerical methods ( as in Figures VII-4 and VII-5).

(4) Convert the final probability number resulting from propagation (Step 3) back into
the subjective scale defined in MIL-STD-882C [2].

XI1I-3



‘Table XIII-1. Combinatorial failure probability analysis subjective scale
© 1997 Table provided courtesy Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

AIAA/SESTC ] MIL-STD-882C
. THRESHOLD PROBABILITY DESCRIPTIVE

LEVELS LEVEL* LEVEL WORD DEFINITION

8x102 10 3x 1071 A Frequent Likely to occur frequently,
1.00000

8x 1A()'3 to 3x107% B Probable Will occur several times in the
2 x 1072 life of an item.

8x 10740 3x10°3 C Occasional Likely to occur sometime in
8x1073 the life of an item.

8x 109 to 3x 1074 D Remote Unlikely but possible to occur

gx 1074 : in the life of an item.

0.00000to 3x1075 E Improbable So unlikely it can be assumed
8x 107 occurrence may not be

experienced.

* Arbitrarily selected, dimensionless numbers.

EXAMPLE The following example (courtesy of Sverdrup Technology, Inc;, Tullahoma, TN) uses this
‘ subjective combinatorial technique in a fault tree problem.

Problem/Background:

® A large rotating machine has six main-shaft bearings. Replacement of a bearing
costs $18,000 and requires 3 weeks down time.

® Each bearing is served by
- pressurized lubrication oil,
- awater-cooled jacket, and
- atemperature sensing/alarm/shutdown system

® I addition, there are sensing/alarm/shutdown systems for
- lube pressure failure and
- cooling water loss of flow

® If they function properly, these systems will stop the rotating machine operation
early enough to prevent bearing damage. (System sensitivity makes the necessary
allowance for machine “roll-out” or “coasting.”)

® Failure records for the individual system components are not available, but
probabilities can be estimated using the subjective scale of MIL-STD-882C (2]}

What is the probability that any one of the six bearings will suffer burnout during the
coming decade?

The system schematic and fault tree are presented in Figure XI1I-1a and b, respectively.

Note that both the arbitrary subjective probability value and letter representing the relevant
probability level from Table XII-1 are presented for each fault tree initiator.
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Figure XIII-1a. System schematic

Bearing bumout is “lmprobable” for each bearing over

BEARING the 10-year period. There are six bearings. Therefore,

BURNOUT Poumour = 66X 109) =38 X107, or E.
Risk is acceplable.

i

Bearing Temperalure
Sensing/Alam/Shutdown
Failure

l

UNRESOLVED
UTILITY SERVICE SHUTDOWN
FAILURE FAILURE

-8
2x10 .@
-2
3x10 \
10-year failure probability estimates

[ I are entered at the lowest levels of the
UNRESOLVED UNRESOLYED tree and propagated upward.
LUBE COOLANT
FAILURE FAILURE
Coolant Loss

Sensing/AlamyShutdown

Lube Pressure
Faiture

Sensing/Alam/Shutdown
Failure

SHUTDOWN

COOLING
FAILURE

WATER
FAILURE

LUBE
PRESSURE
FAILURE

SHUTDOWN
FAILURE

3x107° 3x10~? 3x107 3x107

Figure X1II-1b. System fault tree
© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure XIII-1. Example combinatorial failure probability analysis
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ADVANTAGES

LIMITATIONS

This technique allows the analyst to perform a probabilistic assessment on the basis of
subjective engineering judgment when no quantitative probability estimates are available.

This technique should only be used when actual quantitative failure rate data is not
available. The use of actual quantitative data is preferred over this method. This tool should
be used for comparative analysis only. Data and results, unless used in a comparative
fashion, may be poorly received.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

Subjective categories (e.g., frequent, occasional, seldom, remote, improbable) are often used to describe
the probability component of risk. These categories are often calied out in standards (e.g., MIL-STD-
882C). Many system safety analysts assume a ratio between adjacent probability categories. What value is
commonly assumed for this ratio?

Under what circumstances would the analyst use subjective failure information to assess the risk posed by a
system?

What sources can be used to generate subjective estimates of component failure probability?

When establishing dimensionless numbers and thresholds for use in combinatorial analysis, what
fundamental property must the probability categories and thresholds have?

How can human reliability values (or estimates) be used in combinatorial failure probability analysis?
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LESSON XIV
FAILURE MODE INFORMATION PROPAGATION MODELING

PURPOSE: To introduce the student to the concepts and application of failure mode information
: propagation modeling.
OBJECTIVE: To acquaint the student with the folowing:
1. Approach used in failure mode information propagation modeling
2. Application of failure mode information propagation modeling in designing sensor
systems to protect equipment
3. Use of failure mode information propagation modeling to identify measurement
requirements )
4, Modeling of a system and identifying its principal components
5.. Identifying physical links in a system
6. Identifying flow of failure information in a system
7. Classification of failure mode information constituents by their signal
characteristics
L 8. Identification of minimal success sets of the sensor network and assessing them in

terms of their feasibility, cost and effectiveness

SPECIAL 1. Failure mode
TERMS: 2. Minimal success sets
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DESCRIPTION

APPLICATION

PROCEDURES

Failure mode information propagation modeling is a qualitative analysis. This technique
involves separating a system into its basic functional components and examines the benefit
of measuring precedent failure information that may be transmitted between components of

- a system. This information may be transmitted during the initial outset of various failure

modes. The technique provides insight into both the types of information that should be
measured to safeguard the system, and locations within the system where sensors might be
appropriately positioned [1]. See http /fwww.sverdrup.com/svt for presentation slides that
support this lesson.

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

This technique effectively directs resource deployment to optimally safeguard a system
against potential failures by identifying measurement requirements. These requirements are
defined in terms of measured parameter, sensor type, and sensor location. This technique is
best applied in the design and development phase, but may also be applied in the
fabrication, integration, test, and evaluation phase.

The procedures to perform failure mode information propagation modeling are presented
below [1].

(1), Divide the system into-its principal functional components and assign a number to
each component. Like the failure modes and effects analysis (Lesson V), the
resolution of this analysis depends on the level ( i.e. subsystems, assemblies,
subassemblies, or piece parts) to which the system elements are resolved.

(2) Identify the physical links (energy flow and shared stress) between the
components of the system. These links include such items as electrical power, air
flow, liquid flow, gas flow, thermal heat transfer, friction, spring, rollmg element,
etc. Table XIV-1 depicts the symbology for these links.

(3) Identify, record, and assign a letter to each failure mode for each component.
(4) Identify and record the flow of failure mode information at each physical link that
is available externally to each component and transmitted to one or more other

components.

(5) Classify the failure mode information constituents by their signal characteristics.
(e.g. thermal, pressure, acceleration, etc.).

(6) Identify the minimal success sets of the sensor network. A minimal success set isa
sensor group that encompasses all failure modes.
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~ Table XIV-1: Symbology used in failure mode information propagation

SYMBOL TYPE OF LINKAGE OR

CONNECTION

Friction

(xx) Air Flow

Rolling Element

_ L Mechanical

Tt/ Thermal
l\/\/\/ Spring

““““““““““ Liguid Flow

Y YR X Gas Flow

(7) Assess the various minimal success sets in terms of feasibility, cost, and
effectiveness. The following questions should be asked:

a. Feasibility. Do the sensors exist or can they be developed? Can they be
obtained in time to satisfy schedule requirements?

Cost. Is the cost of installing, maintaining, and operating the sensor netwotk
less than the cost of the failure against which the system is being safeguarded?
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EXAMPLE

Effectiveness. Are other preventive maintenance activities more effective than
installing a sensor network? Will the sensing network warn before the start of
system failures or does it only announce system crashes? Will the sensors
impede normal system operation? Will they degrade system performance?
Will they pose new hazards to the system? Will the sensor network operate
dependably? Will the sensors have adequate sensor redundancy?

The following example (courtesy of Sverdrup Technology, Inc., Tullahoma, TN) uses
failure mode information propagation modeling to a sensor network success set for a

system.

Problem. Consider a ventilating fan powered by an electric motor through a belt drive. A
common frame structure supports the motor and a bearing, through which power is _
delivered to the fan. (Consider motor bearings as integral parts of the motor.) Assume a
constant aerodynamic fan load. A schematic of the system is presented in Figure XIV-1.a.
Determine sensor network minimal success sets for the system.

Solution.

(1) Perform steps 1-5 identified in the Procedures section. These steps are explained
below and illustrated in Figure XIV-1.b. '

a.

Step 1. Divide the system into ifs principle functional compoenents and assign
a number to each component. These are the electrical motor, fan belt, fan,
frame, and bearing.

Step 2. Identify the physical links (energy flow and shared stress) between the -
components of the system. The electric motoz, for example, has electrical
power input, is linked to the fan belt by friction, and is mechanically and
thermally linked to the frame. Table XIV-1 shows the symbology for

depicting these links.

Step 3. Identify, record, and assign a letter to each failure mode for each
component. For example, the failure modes for the fan include shaft or rotor
binding, bearing vibration, open winding, and shorted winding. '

Step 4. Catalog the flow of failure mode information at each physical link that
is available externally to each component and transmitted to one or more
other components, For example, for the mechanical link between the electric
motor and frame, the failure information available includes electric motor
bearing vibrations (1-B), fan belt slipping and breaking (2-A/B), and bearing
binding (5-A). :

Step 5. Classify the failure mode information constituents by their signal
characteristics. For example, the electric motor bearing vibration (1-B) and
fan bearing vibration (5-B) can be monitored by an accelerometer at test point
4/1 (between frame, component 1 and electric motor, component 4).

2) From the information displayed in Figure XIV-1.b, construct a matrix of failure
mode versus sensor type (with each test point identified). Determine the minimum
success sets of measurement sensors. These sets are sensor groups that encompass
all failure modes. Figure XIV-1.c presents the matrix and minimum success sets
for this system.
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Elements:
¢ Electric Motor
* Fan Belt
* Bearing
* Fan
* Frame

Figure XIV-1la. System schematic
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Figure XIV-1b. Model
© 1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure XIV-1. Example failure mode information propagation model — continued
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Minimal Suyccess Sets* _\
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Figure XIV-1c. Minimal success sets
©1997 Figure provided courtesy of Sverdrup Technology, Inc., Tullahoma, Tennessee [1]

Figure XIV-1. Example failure mode information propagation mode! (Concluded)

ADVANTAGES Information propagation modeling has the following advantages [1]:

«  Allows the analyst to identify measurement requirements, that, if implemented,
can help safeguard a system by providing warnings at the onset of a failure mode
that threatens the system.

+  Complements a failure modes and effects analysis.

LIMITATIONS Information propagation modeling has the following limitations {1]:

«  This technique is only applicable if the system is operating in a near-normal range,
and for the instant of time immediately before the initiation of a failure mode.

«  Externally induced and common cause faults are not identified or addressed.

«  The risks of the failure modes are not quantified in terms of criticality and
severity.

«  The propagation of a failure through the system is not addressed.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

How can failure information propagation modeling be used to plan maintenance or inspection activities?
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PURFPOSE:

OBJECTIVE:

SPECIAL
TERMS:

LESSON XV
PROBABILISTIC DESIGN ANALYSIS

To introduce the student to the concepts and application of probabilistic design analysis.

To acquaint the student with the following:

1. Specification of system design requirements

2. Identification of failure modes of the system

3. Selection of critical design parameters

4. Identification of load function

5. Identification of capability function

6. Identification of the interference area between load and capability functions
1. Load function

2. Capability function

3. Transfer function

4. Failure mode
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DESCRIPTION

APPLICATION

PROCEDURE

A probabilistic design analysis (PDA) is a methodology to assess relative component
reliability for given failure modes. The component is characterized by a pair of transfer
functions that represent the load (stress or burden) the component is placed under by a
given failure mode, and the component’s capability (strength) to withstand failure in that
mode. The transfer function variables are represented by probability density functions.
Given that the probability distributions for the load and capability functions are
independent, the interference area of these two probability distributions indicates failure.
Under these conditions, a point estimate can be determined for failure of the component
relative to the failure mode under consideration {1].

It is important to remember that each analytical technique discussed in this module
complements (rather than supplants) the others. This is so because each technique attacks
the system to be analyzed differently—some are top-down, others are bottom-up. Though it
has long been sought, there is no “Swiss army knife” technique that answers all questions
and is suitable for all situations.

A PDA can be used to analyze the reliability of a component during the design and
development phase of a program. The PDA approach offers an alternative to the more
traditional approach of using safety factors and margins to ensure component reliability.
This traditional approach is vulnerable if significant experience and historical data are not
available for components similar to those being considered [1,2].

Presented below are the procedures (adapted from [1,2]) for performing a probabilistic
design analysis in the context of a total design reliability program for a system.

(1) Specify the system design requirements. These requirements should be stated in
clear and concise terms that are measurable and verifiable.

(2) Identify variables and parameters related to the design.

(3) Identify the failure modes of the system by using a method such as a failure
modes, effects, and criticality analysis {see Lesson V).

(4) Confirm the selection of critical design parameters.

(5) Establish relationships between the critical parameters and organizational,
programmatic, and established failure criteria.

(6) Using the following probabilistic analysis method, ascertain the reliability
associated with each critical failure mode:

a. Identify the variables that affect the variation in the load to be imposed on the

component for the given failure mode. Incorporate these random variables
irito a transfer function that represents this load (stress or burden).

Load transfer function: L=/(X,, X,, X, ... X))

b. Identify the random variables that affect the variation in the capability of the
component to withstand the load imposed for the given failure mode.
Incorporate these random variables into a transfer function that represents this
capability (strength).

Capability transfer function: C=g(Y,, Yy, Y3, .Y )

c. Gather data to perform the load and capability calculations.
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d. Determine probability distributions of the load (stress or burden) and
capability (strength) of the failure mode. Consider each variable of the
transfer function as a probability density function (illustrated in Figure XV-1).
The density function can be represented as either a discrete variable
distribution using empirical test data, or as a continuously variable form of the
density function.

Note: The area under an entire probabilify density function curve equals.a

- probability of one. Therefore, a range between two values of the independent
random variable of a density function curve is a probability less than or equal
to one.

XV-4



-
|
f1(X1) | gi(Y)
i
X : * Y1
\ .
f2(X2) _ ] ga(Y2
|
I
|
I —
. X2 | . Y2
L ] I L
. .
- . |
fa(Xn) I
| gm(Ym)T/\,
| : - | |
Xa P Ym
‘ .
|
[
)
|
A [ o
fi(L) gc(C)
|
|
|
]
- | =
I . C
Load Transfer Function ] Capability Transfer Function
L= fu(X1, X2, ... Xn) C=gc(Y1, Yz, ...Ym) ‘

Figure XV-1. Load and capability transfer functions (adapted from [1])
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Figure XV-2 presents probability density functions of load and capability
continuous random variables for a failure mode. Also illustrated in this figure
is the interference of the load and capability density functions. For

indeperdent load and capability functions, this interference indicates that the ‘

failure mode will occur. In Figure XV-2, both density functions are normal
distributions with different means and variances. However, generally one or
both of these density functions may be an exponential, log normal, gamma,
Weibull, or other distribution.

Capability

Load

L

Overlap Indicative of Failure J

Figure XV-2. Interference between load and capability
density functions (adapted from [1])

Calculate the reliability (R) for the failure mode from the load and capability

distributions. Reliability is the probability that the failure mode will not occur.

The expression for reliability is:

R=1-P,

The expression for P,. depends on the type of load and capability
distributions. Expressions for £ for various distributions are found in most
advanced statistics textbooks and handbooks. Expressions for P, between
combinations of exponential, log normal, gamma, and Weibull distributions
are found in {1].

Assess the reliability for each critical failure mode, including load and capability
in this assessment; then modify the design to increase reliability. Repeat the
process until the design reliability goals or requirements are met.

Perform trade studies to reassess and optimize the design for performance, cost,
environmental issues, maintainability, etc.

Repeat Step & for each critical component for the system.

Determine the relative reliability of the system.

(11) Repeat the above steps to optimize system reliability.
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ADVANTAGES A PDA has the following advantages:

Allows the analyst a practical method of quantitatively and statistically analyzing
the relative reliability of a system during the design phase {1]. Therefore PDAs
can be used to determine valuable areas of the design and aid in determining the
resource allocation during the test and evaluation phase.

This technique mandates that the analyst address and quantify the uncertainty of
design variables and understand its impact on system reliability of the design [1].

The PDA approach offers a more accurate and truly quantitative alternative
method to the meore traditional approach of using safety factors and margins to
ensure component reliability [1,2].

Compared with the subjective methods, the technique provides a more precise
method for determining failure probabilities to support fault tree analyses.

LIMITATIONS A PDA has the following limitations:

The analyst must have experience in probability and statistical methods to apply
this technique [1].

Determining the density functions of the random variables in the load and
capability transfer functions may be difficult {2].

Historical population data used must be very close to the as-planned design
population to be viable. Extrapolation between populations can render the
technique non-viable. '

This technique identifies the relative probabilities that various failure modes will
occur, but does not address the severity of the failure modes. Therefore, this
technique should be used as one element among other elements of a probabilistic
risk assessment (Lesson XVT) to assess the risk associated with the various failure
modes.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS
What is represented by the interference of load and capability probability density fuhctions?

In an integrated system safety effort to minimize risk, how can probabilistic design analysis be used to
identify critical organizational factors? :
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LESSON XVI
PROBABILISTIC RISK ASSESSMENT

PURPOSE: To introduce the student to the concepts and applications of probabilistic risk assessment.

OBJECTIVE: - To acquaint the student with the following:

Three phases of a probabilistic risk assessment

System definition

Preliminary hazard analysis

Failure propagation path identification and quantification

Consequence analysis to establish severity

Application of other system safety analytical techniques in probabilistic risk
assessment

IS S a e

Hazard

Failure propagation path
Probability

Severity

Consequence

Risk

Targets
Countermeasures
Initiating challenge

0. Failure mode

SPECIAL
TERMS:

SO R WD
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DESCRIPTION

A probabilistic risk assessment (PRA) is a general term given to methods that assess risk.
Although PRA methods are customarily thought of as quantitative, these methods can also
be subjective (as by use of the risk assessment matrix, Lesson II).

A PRA generally consists of three phases [1]. During phase one, the system is defined,
hazards are identified, elements of the system vulnerable to hazards are identified, and the
overall scope of hazards types to be assessed is defined. Preliminary hazard analyses, PHAs
(Lesson III), are typically performed during phase one.

During phase two, the failure propagation path and probabilities are established. Event tree
analysis, ETA (Lesson IX), fault tree analysis, FTA (Lesson VII), failure modes, and
effects (and criticality) analysis, FME(C)A (Lesson V) and/or cause-consequence analysis
(Lesson X1) are performed.

Finally, during phase three, a consequence analysis is performed. Severity is established.
Then, an assessment of risk is performed in terms of probability and severity, and by
comparison to other societal risks. Table XVI-1 and Figure XVI-1 provide examples of
societal risks.

It is important to remember that each analytical technique discussed in this module
complernents (rather than supplants) the others. This is because each technique attacks the
system to be analyzed differently—some are top-down, others are bottom-up. Though it has
long been sought, there is no “Swiss army knife” technique that answers all questions and is
suitable for all situations.

Table XVI-1. Examples of societal risks

Risk Description Frequency

Swimming fatality - . 1.3 x 1075/ exposure hourt
U.S. employment fatalities 1077 - 107% / exposure hourt
U.S. motor vehicle fatalities 1078 / exposure hourt

Earth destroyed by extraterrestrial hit 10714 / exposure hourf
Death by disease (U.S. lifetime avg.) 1078 / exposure hourt
Meteorite (>1 Ib) iton 10? x 10 ft area of U.S. 7.1 x 10711/ exposure hourt

+  Browning, RL [1980]. The loss rate concept in safety engineering. New York:
Marcel Dekker.

+  Kopecek, JT {1991]. Analytical methods applicable to risk assessment and
prevention. Proceedings of the tenth international system safety conference.
Dallas, Texas.
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Figure XVI-1:  Societal risks (based on data contained in WASH-1400 (NUREG-75/014); “Reactor Safety Study
— An Assessment of Accident Risks in U.S. Commercial Nuclear Power Plants;” 1975)
APPLICATION A PRA is performed to identify consequence of failure in terms of potential injury to
people, damage to equipment or facilities, or loss of mission requirements. The PRA is
typically performed in design and development phase of a project.
PROCEDURES The following procedures offer guidance in performing a probabilistic risk assessment [1].

(1) Phase 1 (activities performed during the preliminary design stage.)

a. Define the system to be assessed, identify the elements (targets) of the
systems that are susceptible to hazards, and from an overall perspective
identify potential hazards.

b. Perform a preliminary hazard analysis (Lesson III). In performing a PHA, the
analyst (1) identifies targets, (2) defines the scope of the system, (3)
recognizes the acceptable risk limits, (4) identifies hazards, (5) assesses the
risk for each hazard and target combination in terms of probability and
severity, (6) determines countermeasures to mitigate the risk if the risk is
unacceptable, and (7) repeats the assessment with the countermeasures
incorporated.

(2) Phase 2 (activities started after hardware and configuration selections have been
accomplished.)
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Identify failure propagation paths with techniques such as an event tree
analysis (Lesson IX). In performing an event tree analysis, the analyst (1)
identifies an initiating challenge to the system and (2) determines the alternate
logic paths from the initiating event.

Determine initiators and propagate probability of failure with methods such as
fault tree analysis (Lesson VII). Probability of failure modes can also be
determined with the probabilistic analysis method presented in Lesson XV.

A cause-consequence analysis {(Lesson XI) may be performed to establish
both failure propagation path and probabilities of causes and consequences.

A digraph-matrix analysis (Lesson XII) may be performed after the event tree
analysis is complete and before fauit tree analyses have begun [2].

A failure modes, effects, and criticality analysis (Lesson V) may be
performed. Examine all failure modes and criticality ranking of each system
element.

(3) Phase 3 (perform a consequence analysis.)

a. Establish the severity of the failure modes.
b. Assess risk of all failure modes in terms of severity and probability.
c. Calibrate the risk of the system being examined by comparing it to other
known societal risks.
ADVANTAGES Assessing risk avoids unknowingly accepting intolerable and senseless risk, allows

operating decisions to be made, and improves resource distribution for control of loss
resources [3].

LIMITATIONS A PRA has the following limitations:

+  Probabilistic risk assessment requires skilled analysts. If the analyst is untrained in
the various tools required, the tool could be misapplied or the results
misinterpreted.

+  Depending on the size and complexity of the system being assessed, significant
analytical personnel or computer resources may be needed to complete the
analysis.

+  Sufficient information and data may not be available to perform a thorough
assessment.
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SAMPLE DISCUSSION AND EXAMINATION QUESTIONS

What are the three procedural steps in performing a probabilistic risk assessment?
What roles do other system safety techniques play in conducting a probabilistic risk assessment?
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APPENDIX A
EXAMPLE OF STRATEGY FOR
IMPLEMENTING SYSTEM SAFETY THROUGHOUT
THE PRODUCT/SYSTEM/FACILITY LIFE CYCLE

(Adapted from diagram developed by R.J. Simmons for
U.S. Navy, Naval Undersea Warfare Center, Newport, RI, 1995)



aouejeg 824N0SAY-YSIY 9ASIYDY 0)
‘s89201d 9ARRIa)| Uk Ul ‘spoylay sewasAg Jo uoned|ddy aaissaibold puewaqg
sjuswalinbeay Alojeinbay je