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Abstract

Naive users need to access statistical information, but frequently do not have the sophisticated levels of
understanding required in order to translate their information needs into the structure and vocabulary of
sites which currently provide access to statistical information. However, these users can articulate quite
straightforwardly in their own terms what they are looking for. One approach to satisfying the masses of
citizens with needs for statistical information is to automatically map their natural language expressions of
their information needs into the metadata structure and terminology that defines and describes the content
of statistical tables. To accomplish this goal, we undertook an analysis of 1,000 user email queries seeking
statistical information. Our goal was to better understand the dimensions of interest in naive users’ typical
statistical queries, as well as the linguistic regularities that can be captured in a statistical-query
sublanguage grammar. We developed an ontology of query dimensions using this data-up analysis of the
queries and extended the ontology where necessary with values from actual tables. We proceeded to
develop an NLP statistical-query sublanguage grammar which enables the system to semantically parse
users’ queries and produce a template-based internal query representation which can then be mapped to the
tables' metadata, in order to retrieve relevant tables which are displayed to users with the relevant cell’s
value highlighted.

I ntroduction

With the ever-increesng avalability of government-provided datistica information on
the Web, there exigs a very subgtantive need and responsbility to provide useful, vaid
information to users who have an unsophidticated level of datisticd literacy, but who do
have a need to access and utilize dHatisticd information provided by government
agencies. The Citizens Access to Saidicd Dataa A Sudy of Tabular Data
(http://istweb.syr.edu/~tables), funded by the NSF Digitd Government Initiative, is a
wide-ranging project that has been: 1) invedtigating why and how people seek Satistical
information, and; 2) developing and testing prototype tools that ad in finding,
diglaying, and utilizing datigticd information found in tables Our god has been to gan
a sufficient underdanding of this population which, in turn, will enable us to develop
high-qudity information access technologies that can be utilized by government agencies
that bear the responghility for providing satistical informetion to the generd public.

In this paper, we focus on one aspect of the research we have done within this project
which focused on better underdanding and assigting naive users in finding ther requested
information by getting them to the right table or set of tables. Within our project there are
two approaches for achieving this god. One is to use grgphicd browsing tools - an
goproach that has been invedigated by Gary Marchionini (Marchionini, 1999) and Ben
Schneiderman (Tanin & Shneiderman, 2001). The other is to empower users to ask their
questions quite naturaly, the same way they do when asking a reference librarian or
when submitting email queries to a virtud reference sarvice, but with the added benefit of



dynamic interaction with the answer-providing Satigticad tables. This querying approach,
which will be the focus of this paper, uses Naturd Language Processng (NLP) to
interpret and represent a user's need and to maich this representation againgt the metadata
representation of tables contents in order to find the requested information.

In this paper, we will: moativate the study; present the methodology used to discover the
frequently occurring dimensions in users queries;, describe the process of developing a
datigtica-query sublanguage grammar; present examples of how the grammar represents
users queries, and; show the mapping of query dimensions to table metadata We will
conclude with our views of how these results can be utilized in providing citizens with
access to the datigtica information to which they are entitled, and some possible future
work to accomplish thisgod.

M otivating Problem & Proposed Solution

The team participating in our NSFfunded Digitd Government project has rooted its
work in a search for better understanding and support of citizens and ther needs for
access D datistica data (Hert, 1999; Hert et d, 2000; Marchionini et a, 2001). We found
that while much atention in the past has been paid to the needs, preferences, and
practices of individuds whose occupations require dmost daly accessng of datistical
information, we wanted to focus instead on the masses — that is, the remainder of citizens
whose daly work is not involved with governmental Satistical information, but who may
once in a while, have a requirement for datistical information. These users are nowhere
ner as familiar with the processes by which datigticd information is collected,
organized, and made accessble. But they are quite aware of the specifics of their own
needs. So rather than focusng on the data, which is wdl-understood by professond
users of daidicd information, but which is a virtud unknown to much of the generd
public, the research we are herein reporting on, focused on understanding the information
needs of everyday users— agroup to which most US citizens belong.

It is known from years of research in the fidds of librarianship and reference, that users
can ether be successfully guided or serioudy digracted from ther red search by having
to interact with pre-conceived choices, steps, and options, that they are forced to make in
an gpplication in which the system is in charge. Many of these deps force users into
options that focus on parameters that do not pertain to dimensions of importance in the
user's query. That is, the options from which the user is asked to sdlect are remote from
the aspects of the topic about which they are inquiring. While human intermediaries have
the ability to interact with users in such a way as to fadlitate the user’s basc need
becoming known and presented in the most accurate and descriptive terms, computer
interfaces can lead users through a series of choices which may be only minimaly related
to the red need of the user, and which, in fact, end up failing to respond to the red intent
of the user’s query.

The most powerful solution to this problem is to dlow users to express quite
graightforwardly in naturd language sentences what they are looking for, and to provide
even more context if so moved. While it is true that many search engines today do dlow



users to enter heir own description of their need, both the size of the query box and the
examples used by commercid search engines, mitigate agangt usars  draightforwardly
expressng ther full information need. It is adso the case that the great mgority of
commercid search engines do not know how to ded with the implicit and explicit
information that is encoded in naturd language queries, and 0 even if they encouraged
users to enter fully expressive naturd language queries, the search engines would sSmply
reduce them to space ddimited tokens. Our gpproach is to utilize Natura Language
Processng (NLP) to represent userS queries and correctly map them to the metadata
used to represent the content of statistical tables

Natural Language Processing

NLP is a range of computationd techniques for andyzing and representing naurdly
occurring texts a one or more levels of linguidic andlyss for the purpose of achieving
humantlike language processng for a range of paticular tasks or gpplications (Liddy,
1998). The posshlelevelsof linguigic andyss are:

Morphologica - componentia anadyss of words, including prefixes, suffixes and
roots

Lexicd - word levd andyss including lexicd meaning and pat of speech
assgnment

Syntactic - andyds of words in a sentence in order to uncover the grammatica
structure of the sentence

Semantic - detemining the possble meanings of a sentence, including
disambiguation of words in context

Discourse - interpreting structure and meaning conveyed by texts larger than a
sentence

Pragmatic - undeganding the purposeful use of language in  Stuations,
particularly those aspects of language which require world knowledge

There are two central tasks for NLP in providing users with the datistical information
they seek. Fird is the trandation of potentidly ambiguous naturad language queries.
Second is the representation of answer-providing sources in an unambiguous interna
representation on which matching and retrievd can teke place. In fact, the ided
Information Retrieva (IR) system is one in which usars express ther information needs
nauradly and with al requiste detal - exactly as they would dtate them to a research
librarian. The sysem would then "underdand”’ the underlying meaning of the query in al
its complexity and subtlety. Furthermore, the ided IR sysem would represent the
contents of documents - no matter the nature of the document - a al the same levels of
underdanding, thereby permiting full-fledged conceptual maiching of queries and
documents.

Sublanguage Grammar

Within the fidd of NLP, our ressarch made substantive use of the theoreticd and
empiricd methodology of Discourse Linguistics, the gpecidization concerned  with



underdanding how different communication types convey meaning. The discourse leve
modd of a ‘communicationtype condsts of a paticular st of components of
information and relaions among these components. Discourse characteristics are used by
humans, and can be smulated by an NLP system, to interpret levels of meaning beyond
the ample surface level

Within the discipline of Discourse Linguidics, we have deveoped a sublanguage
grammar tha recognizes the didinct structure and semantic content of queries seeking
ddidicd information. Research in Sublanguage Theory (Seger, 1981; Sager et a, 1987;
Liddy, 1991; Liddy et d, 1993) has shown that communication types that are used for a
common purpose exhibit characterigic lexicd, syntactic, semantic, discourse, and
pragmatic features. A sublanguage grammar reflects the information structure of the
domain, while the semantic classes of words used and the semantic rdations between
these classes reflect the knowledge structure of the domain. The process of developing a
sublanguage grammar for a paticular genre is a data-centered approach to knowledge
representation and results in a wel-grounded domain modd which provides guidance in
learning the paticularized linguigic rules for both undersanding the meaning of text
expressed in this sublanguage, and then developing technology to sSmulate this
understanding (Liddy et a, 1993). Text types which have been anadyzed and grammars
developed include abdtracts, news articles, arguments, ingructions, manuas, didogue,
ingtructions, and queries (Liddy et a, 1993).

The work we are herein reporting has focused on the development of a Satidtica-query
engine which takes as input any naurd language inquiry regarding datistical information
and by gpplication of the datisicd query sublanguage grammar produces a query
dructure which reflects the appropriate logicd combination of the semantic requirements
of the question. The bads of the ‘query condructor’ is a sublanguage grammar that is, in
turn, a generdization over the regularities exhibited in the naturd language expressons
of sample queries andyzed in this study. The query condructor utilizes pattern-action
rules to convert a query into a first order logic representation, reflecting the appropriate
semantic expanson and logicad organization of the contet of the query. This
representation is then avalable to the search engine for mapping into the metadata
representation of satistical table eements.

M ethodology

Our work, which reflects a typicd empiricd discourse linguistic approach, consisted of
the following steps.

Review the sample of queries.

Separate out those that are not requests for gtatigtical information.

Andyze remaining queries to detect their common underlying dimensions.

Develop an ontology of the dimensions of users queries.

Hll in ontology as needed from the tables themselves.

Andyze the queries to detect the frequently occurring syntactic structures of how
dimensions are ordered and lexicalized.
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7. Write agrammar that captures these orders, choices, and variations.

8. Map ddidicd queay dimendons into the typicd labes identifying tables,
columns, rows, sub-rows, and cells.

9. Test whether the grammar accurately covers anew test set of queries.

The methodology we selected enabled us to better understand: 1) what users are asking
about; 2) how they ask their queries, so that we could capture it in a query sublanguage
grammar, and findly; 3) how NL queries can be used for retrievd by mapping users
query dimensions onto tables metadata e ements.

We operaiondized the fird research question by applying human content andyss
techniques to 1,000 actua user emal queries from the logs of government agencies that
provide datigicd information on the web. The queries were manudly andyzed in order
to better understand the dimensons of interest in datisticd queries, as wdl as the
linguigic regularities that need to be captured in a datistica-query sublanguage grammar.
The goa a this sep was to determine the typica dimensons of users queries, and to
enable us to go on to the development of an ontology of query dimensions.

However, before commencing with this andlyss, we needed to weed out those queries
that were not redly requests for atistical information. These fdl into 6 main categories.

Requests for some action to be taken by the agency
Questions about the manipulation of data

Quedtions about the availability of certain data
Questions about data collection

Vague requests

Questions about a specific piece of data
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Ontology

Based on the remaining inquiries, we developed an ontology of query dimensons usng a
data-up andytic approach. The top level dimensons reflect an abdraction from the
specifics mentioned in the queries — and capture the various aspects relaing to a satistic
that are much as one might expect — they reflect aspects of the common WHO, WHERE,
WHEN, WHAT aspects of journdistic reporting. They are devoid of the WHY and HOW
agpects, which are included in the sx types of queries which we did not andyze in this
particular research project. Figure 1 shows a synopds of the top four levels of the
ontology’ s dimensions.

We extended the ontology at some points with vaues from actud tables to get a better
representation of the range of possble vadues of a paticuar dimenson (eg.
occupations). The full ontology can be thought of as a rich description of the aspects of
data for which datistica information is sought by users. It reflects the aspects, if not dl
the paticulars, of what users inquire about and reflects the conceptua organization
gleaned from queries themsdves rather than the structure imposed by those who do the
data collection, organization, and aggregation.



WHO City
Ethnicity Syracuse
African Census Tract
Age WHEN
Y ears of age Time
Under the age of 15 1990's
Gender present
Sex January
Religion WHAT
Protestantism Income
Baptist Education
Households Status
Family households Level of Education
Homeless Economic Indicators
WHERE Consumer Expenditures
Location Unemployment Rate
Region Employment
New England Full-time
State Occupation
New York While Collar
County Financial Managers
Onondaga
Fig. 1. Ontology of statistical query dimensions

Statistical Query Grammar

The next step was to get some sense of how the ontology’s dimensons are reflected in
the subgstantive content of users queries. This reveded the ‘semantic grammar of
queries, which would then, in turn, be more fully detaled with a lexico-syntactic
grammar that reflects how the semantic dimensons are redized by lexicd, pat of
goeech, and ordering choices. The semantic grammar reveded that there are some
combinations of dimensions that are more typicd than others. For example, the WHO +
WHAT + WHEN pattern accounted for 20.7% of the queries, followed by the WHAT +
WHERE + WHEN pattern which accounted for 12.8%. The full detals of this sage of
the sublanguage grammar deveopment as wel as the lexico-syntectic patterns which
conditute the datistica-query grammar which will be reported in much greater detall in a
computationd linguidic paper (Liddy & Liddy, forthcoming). Some sample emal
queries for the WHO + WHAT + WHEN pattern are:

“1 am trying to find the percentage of women in the workforce from the years
1900 to 1998.”

“| want to know how many people worked for small businesses last year.”

“1 was wondering if you might be able to send me the percentage of the working-
age male population in the workforce from 1950 to present.”



“ Could you send me stats on African Americans in white-collar jobs from 1960-
98?”

“What was the average amount of time women spent on housework per week in
1900; 1950; 1995?"

“1 seem to be having trouble finding statistics on the percentage of high school
students who belong to the work force during the school year.”

Query Processing

To exemplify what occurs when the NLP datistica-query sublanguage grammar
processes a user’s query and produces an internal query representation based on the
dimensons of the ontology, consder the following example query and the stages of
processing it undergoes:

“1n 1996, how many years was a 50 year old woman from the US expected to live?”

After part-of-gpeech tagging:

ININ 1996|CD ,|, how)WRB many|JJ yearsINNS was|VBD a|DT 50|CD year|NN
old|JJ woman|NN from|IN the|]DT <CTRY> USNP </CTRY > expected|VBD to|TO

livelVB 2?
After the query grammar has been gpplied:

In <WHEN> 1996 </WHEN>, <HOW MUCH> how many years </HOW MUCH>
was a<WHO> 50 year old woman </WHO> from the <WHERE> <CTRY> U.S
</CTRY </WHERE> <WHAT> expected to live </WHAT> ?

The new dement seen in this output from the query andyzer, is ‘HOW MUCH’. This
represents the quantification being sought, and is the place holder for the datistica
answer. It is present in various phrasings in queries, but mainly as HOW MUCH and
HOW MANY.

Ancther example may further darify the labeling of the output of the query — this one
omits the part- of- gpeech stage of the system’ stagging.

“How many black women living in New York City in 1999 were unemployed?”

<HOW MANY> How many </HOW MANY> <WHO> black women </WHO>
<WHERE> living in New York City </WHERE> <WHEN> in 1999 </WHEN>
<WHAT> were unemployed </WHAT>?



Linking to Table Elements

Having developed the basic structure of the query grammar, we needed to determine how
the query dimensions would map into the structure and description of the datistica tables
— the sources of answers. This is a difficult task to accomplish snce there is such variety
in tables both in and across agencies. While other groups (eg. Hert, 2001) are
gpproaching the problem by darting at the metadata end of the spectrum, and we have
begun a the oppodte end, that of the dimensons of users queries, a mapping tool is
needed to bridge the two approaches. Our explorations have focused on utilizing the
ontology of query dimensions to perform this function. We have progressed in our work
to the point of mapping query dimensons into table labes — ether column, row, sub-row,
cdl, or table — as a possble representation of the metadata values of each. Obvioudy,
eech of these dements is defined in mos instances by more detail accompanying the
table, ill it appears that the task of getting users to the right table and cdl may be
accomplished in many cases by mapping into labels. This can be shown using the two
sample queries presented above by mapping the content of the generic query dimensons
of WHO, WHAT, WHERE, and WHEN to the more specific levels in the ontology,
which are themselves the vocabulary used as table, column, row, sub-row, and cell labels.
The X indicates the value of the cdll that is being sought.

In <WHEN> 1996 </WHEN>, <HOW MANY > how many years </HOW MANY >
was a<WHO> 50 year old woman </WHO> from the <WHERE> <CTRY> U.S
</CTRY </WHERE> <WHAT> expected to live </WHAT> ?

<WHEN> 01/1996-12/1996 </WHEN>, <HOW MUCH> X </HOW MUCH>
<WHO> female, 50-years-old </WHO> <WHERE> United States </WHERE>
<WHAT> Life Expectancy</WHAT> ?

and for query 2:

<HOW MANY> How many </HOW MANY> <WHO> black women </WHO>
<WHERE> living in New York City </WHERE> <WHEN> in 1999 </WHEN>
<WHAT> were unemployed </WHAT>?

<HOW MANY> X </[HOW MANY> <WHO> African-American, female </WHO>
<WHERE> New York City </WHERE> <WHEN> 01/1999-12/1999 </WHEN>
<WHAT> Unemployment </ WHAT>?

Results and Future Work

While a fully-implemented search engine which utilizes the datidica-query grammar
was not developed as part of this funded project, the results we can present reflect the
ability of the grammar to provide coverage of new queries A smulation of the query
grammar on a smal sample of new user queries, showed that 95% of the queries could be
covered and covered accurately by the statistical-query grammar we devel oped.



We have seveard lines of devdopment and testing we would like to pursue with this
research. Firg of these would be a full implementation of the datisticd search engine for
testing on a larger sample of queries and on a set of tables whose labels for table, column,
row, sub-row, and cell are represented in meta data  ements accompanying the tables.

Secondly, we would like to extend the query grammar to he sx classes of queries which
we did not include in the sample on which the grammar was developed. The excluded
classes of queries were not requests for which a datidtic, per se, would suffice as an
answer, eg. they were requests for some action to be taken by the agency, questions
about the manipulation of data, the avalability of certain daa, details of data collection,
or what we labeled ‘vague requests. This last class represents those queries which would
most likely need to be mediated by a human reference person, as they require extensve
claifying didogue which currently is beyond the &bilites of Naurd Language
Processing. As many of us believe, the digitd reference services of the future will be a
combination of automatic and human responses, with a sysem peforming the initid
triage.

Thirdly, it would be an interesting experiment to turn the dimensons we found in usars
queries into templates and present these fill-in-the-black templates as a means for guiding
usrs in how to formulate datistica queries. The two approaches to querying — NLP
queries, and template-filled queries - could then be empiricdly compared as evidence as
to which type of querying inteface produces the best results and is essest for
information seekers, particularly those who are not expert in datistical information. To do
this we can see trandating the journdisic eements into more recognizeble aspects.
Usng this terminology, the sysem might dructure templaes on these more
understandable labels:

Population
Location
Time period
Condition
Quantification

In concluson, we gppreciate the support we have received from various government
agencies who are currently gtriving to provide the best in information and services to the
masses of citizens who are not familiar with the intricacies of ddidicd information. We
believe that the research conducted in this project has served to provide useful evidence
to both system developers and providers of datidica information on how a portion of
nave users queries might be dedt with automaticdly, thereby dlowing ddidicd
experts to focus on those queries which require their specialized attention.
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