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THE NATIONAL OEATH INDEX EXPERIENCE; 1981-1985

John E. Patterson and Robert Bilgrad, National Center for Health Statistics

The National Death Index (NDI) is a central,
computerized index to the death certificates
filed in each State vital statistics office.
This computer file contains a standard set of
identifying information for each person dying in
the U.S., beginning with 1979. The NDI was
established to assist health and medical
investigators in determining whether persons in
their studies may have died, and if so, to
provide the names of the States in which those
deaths occurred, the dates of death, and the
corresponding death certificate numoers. The NDI
user can then obtain copies of death certificates
from the appropriate State offices.

The NDI became operational in November 1981.
As of March 31, 1985, the NDI file contained 10.3
million death records for the five-year period
1979-1983. A total of 168 NOI file searches have
been performed, involving 2,352,001 records
submitted by 99 NDI users. This report gives a
brief overview of the NDI users and their
research activities, and descrioes recent
evaluations and planned revisions of the NDI
matching criteria. Procedures for using the NDI
are also presented.

1. OVERVIEW OF NDI USERS

The NDI has been used in a variety of health
and medical research projects which rely on the
successful ascertainment of the vital status of
their study subjects. The research projects of
the 99 NDI users have been grouped into five
oroad research categories in Table 1. These
categories are (1) exposure cohorts, involving
studies of the effects of being exposed to
potential risk factors in the workplace, the
environment, or as a result of diagnostic or
therapeutic procedures; (2) disease cohorts,
involving followup of persons diagnosed as having
cancer or other diseases; (3) life style/risk
fac~o~s! involving studies of the effects of
actlvltles such as smoking or drug abuse; (4)
clinical trials, primarily involving studies of
the potentially beneficial effects of various
therapies for specific diseases; and (5) general
population cohorts, involving followup of survey
participants not selected on the basis of a
specific diagnosis or exposure to risk factors.

Forty percent of the NDI users are conducting
occupational studies involving followup of
rosters of employees to determine whether there
have been any harmful effects resulting from
their exposures to potentially harmful
substances. Most of these studies are oeing
performed by the National Institute for
Occupational Safety and Health as well as by oil
and chemical companies. Another 28 percent of
the NDI users are involved in followup activities
on cohorts of persons diagnosed as having cancer
or other diseases.

Table 1 also shows the types of organizations
using the NDI. It should be noted that while
Federal agencies account for only 18 percent of

the NDI users, the Federal government is actually
providing the funding support for about three-
fourths of the studies oeing performed by
universities and consulting firms.

Many of the NDI users are either following
cohorts of under 2,500 persons or use the NDI
only to check on those study subjects which are
considered lost to followup. Almost three-
fourths of the users have submitted fewer than
10,000 names. The fewest records submitted for
an NDI file search were 7. The largest volume of
records was suomitted by the Census Bureau for
the National Longitudinal Mortality Study being
supported oy the National Heart, Lung and Blood
Institute. Thus far, this study has involved the
submission of a test file of 225,875 Census
Bureau records and the main study file of 994,195
records. The study’s methodology involves a
search of the NDI file every two years. The
second NDI search for the main study is scheduled
for around July 1985 and will involve
approximately 1.2 million Census Bureau records.

2. COMPLETENESS AND QIJALITYOF NDI AND USER DATA

The effectiveness of the NDI matching process
is dependent on the following three factors: (1)
the completeness and quality of the death
certificate data suomitted to the National Center
for Health Statistics (NCHS) by the State vital
statistics offices for use in creating the NDI
file, (2) the completeness and quality of the
data provided oy the NDI user, and (3) the
effectiveness of the NDI matching criteria.

The completeness of the NDI file is probably
well in excess of 99 percent. Data on virtually
all deaths occurring from 1979 to 1983 have been
submitted by the fifty States, the District of
Columbia, New York City, Puerto Rico and the
Virgin Islands. The NDI file now contains 10.3
million records. Table 2 shows that the
completeness of data for most data items exceeds
97 percent except for middle initial (71.7
percent), father’s surname (86.2 percent), and
social security numer (91.0 percent). Although
9.0 percent of the records do not contain social
security numbers (as shown in Table 3), only 6.0
percent of the records for persons 22 years and
older do not contain such numbers. As might oe
expected, death records for females have higher
percentages of social security numbers not
reported than records for males.

It is very difficult to assess the quality of
the data on the NDI file, but we have reason to
believe that it is probably quite good. The
quality of the NDI data is most affected by how
the death record information is reported to and
recorded oy funeral directors. The death
certificate is a legal document which must be
filed in the State where the death occurs. Most
States continually encourage funeral directors to
make every effort to obtain accurate information
from the person making the funeral arrangements.
Funeral directors have a strong incentive for
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obtaining and accurately recording good
identifying information on each decedent. Their
clients would not be pleased if errors appeared
on the certificate, since this would very likely
delay settlement of claims for life insurance and
other survivor benefits. All States perform 100
percent verification of the coding and keying of
their records. NCHS also performs various
quality control checks as the States’ data are
received.

The completeness and quality of data submitted
by NDI users, on the other hand, vary greatly
depending on how the data were collected. The
complete and accurate collection of the NDI data
items listed in Taole 2 will, of course, enhance
the effectiveness of any subsequent searches of
the NDI file. This table summarizes the overall
completeness of the data suomitted by NDI users;
however, the completeness of each data item
varies greatly among the different users,
especially for such items as middle initial,
social security number, State of residence and
State of birth.

Because of the newness of the NDI program,
many users did not or could not insure the
collection of all of the NOI data items. NCHS
strongly encourages investigators who are or will
be planning studies to make every possible effort
to collect all of the NDI data items, even if the
investigators do not have specific plans to
conduct a followup of study subjects to ascertain
their vital status. Once a study is completed,
the same or other health investigators may decide
that future followup of the study group may
indeed De very useful. Internally, NCHS has
instituted a policy requiring each new survey to
collect all of the NDI data items, regardless of
whether the survey staff or others in NCHS plan
to use the NDI to followup on the survey
participants in the future.

3. RECENT REVISIONS IN THE NDI MATCHING CRITERIA

When the NDI retrieval program was first
designed and implemented, a fairly simple set of
seven matching criteria was developed (1) to use
most effectively the principal identifiers on the
death. record; (2) to satisfy the needs of the
ma.lorltyof potential users; (3) to make searches
against the NDI very routine, eliminating the
need for special programming for individual
users; and (4) to take into account the policy
concerns of the States. These concerns were very
significant and had a major impact on the
development of the initial matching criteria.
Many States felt that the NDI users should be
required to provide a fairly substantial body of
identifying information for their subjects. They
should not accept matching solely on the basis of
social security numbers, for example. A number
of States were also concerned about probabilistic
matching. They felt that their regulations would
prevent them from searching their files on a
probabilistic basis, and they did not believe
that they could delegate authority to NCHS to do
what they would not be permitted to do themselves.

For an NDI record to qualify as a possible
match with a given user record, under the initial
matching criteria, at least one of the following
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seven combinations of data items must agree on
both records:

;:
3.

4.

5.

6.

7.

Social security number, first name.
Social security number, last name.
Social security number, father’s
surname.
If the subject is female: social
security number, last name (user’s
record) and father’s surname (NDI
record).
Month and exact year of birth, first
and last name.
Month and exact year of birth, first
name, father’s surname.
If the subject is female: month and
exact year of birth, first name, last
name (user’s record) and father’s
surname (NDI record).

evaluations of the effectiveness of theNine
above matching criteria have been performed by
NCHS and by several NDI users. The results are
summarized in Table 4. Each of these evaluations
involved study files of known decedents which
were searched against the NDI file. In those
evaluations where social security numbers were
available for a large proportion of decedents,
the resulting percentages of true matches (user
records which were correctly identified as
deceased) ranged from 92.1 percent to 98.4
percent. The differences in these percentages
are attributed primarily to differences in the
quality of the users’ data sets. Three
evaluations showed that, without the benefit of

~only 79.7 percent [8], 80.0 percent [10], and
social security numbers true matches amounted

81.9 percent [9], primarily because of
discrepancies in year of birth and names.
However, two other users apparently had much
better data on dates of birth and names because
they achieved true matches of 91.1 percent [11
and- 96.5 percent [3] without the benefit of
social security numbers.

Most of our advisers and users have stressed
that our first efforts to improve our matching
criteria should be to maximize the number of true
matches, even if this means a significant
increase in the false matches which may be
generated as a by-product. Our users have
generally found that nearly all false matches can
be eliminated easily by simply reviewing the
output of the ND1 search. This is especially
true for small studies. For very large studies
computerized processing of the ND1 output is
necessary to identify true matches and to isolate
questionable matches which deserve closer
inspection. Several users have developed their
own computerized algorithms for this purpose.

As a result of the evaluations mentioned
above, NCHS is planning to add five new matching
criteria to the initial seven. The five
additional matching criteria are listed below and
are numbered 8 through 12 to distinguish them
from the initial seven. A possible NDI record
match would be generated if any of these
combinations of data items agree on an NDI and a
user record.

8. Month and ~ 1 year of birth, first and
last name.

9. Month and + 1 year of birth, first and
middle ini~ials, last name.



10. Month and exact year of birth, first and
middle initials, last name.

11. Month and day of birth, first and last
name.

12. Month and day of birth, first and middle
initials, last name.

Our evaluations have shown that by also
permitting matches on month and day of birth and
on month and + 1 year of birth, the percentage of
true matcher generated can be increased
significantly. One of the NCHS evaluations
mentioned previously, involving a cancer registry
file containing social security numbers on 85.9
percent of its 2,598 records, showed an increase
in true matches from 92.1 percent to 96.2 percent
with the addition of the five new matching
criteria [8] . The increase in matching
effectiveness is greatest, however, for study
files having very few or no social security num-
bers. Another NCHS evaluation involved a file
without social security numbers for 607 decedents
in the NCHS National Health and Nutrition Exami-
nation Study. This evaluation showed an increase
in true matches from 81.9 percent to 89.5 percent
[91.---

The initial retrieval program permitted first
names, last names and fathers’ surnames to match
on the basis of either their exact spelling or
Soundex codes. Evaluations showed that the use
of Soundex codes often generated agreements on
names which were dissimilar, however, causing a
number of unnecessary false positives to be
generated, while adding very little to the number
of true positives. With the planned implementa-
tion of the revised matching criteria, the use of
Soundex codes will be eliminated. Phonetic match-
ing will be performed only on last names and
fathers’ surnames and will be based on NYSIIS
codes (New York State Identification and Intell-
igence System). The NYSIIS coding system which
will be used was first modified abd tested by the
Us. Department of Agriculture [111 and was
subsequently adopted for use in Statistics
Canada’s Mortality Data Base. The ccxnputer
program which assigns the modified NYSIIS codes
was obtained by NCHS from Statistics Canada.

4. USING THE NOI

As mentioned above, health investigators
planning to use the NOI are encouraged to collect
as many of the NDI data items as possible and to
insure that the data are of good quality. To
become an NDI user, health investigators must
first complete and submit an NDI application
form. Each form is reviewed by the advisers to
the NDI program to insure that (1) the proposed
use of the NDI is solely for statistical purposes

medical or health research and (2) the
~~plicant provides adequate assurances that the
identifying death record information obtained
from the NDI and from the State vital statistics
offices will be kept confidential and will oe
used only for the proposed study.

Once the applicant is notified that the
application is approved, the NDI user may then
submit records for an NDI file search. The user
must submit records on a magnetic tape which
conforms with the NCHS tape specifications, file
format requirements, and coding instructions.

Users planning to submit under 300 records have
the option of using NCHS coding sheets. The
results of an NDI file search are sent to the
user (along with the user’s data) within three
weeks after the user’s records are received by
the NCHS computer facility.

The user must assess the quality of each
possible NDI ‘record match listed and determine
which NDI matches are worthy of further
investigation. A sample of the planned revision
of the NDI Retrieval Report is presented in Taole
5. The Retrieval Report lists all user records
involved in a match with one or more NDI records.
The State of death, death certificate number and
date of death are listed for each possible match,
along with an indication of which data items are
in agreement. Two changes in this report should
further assist NDI users in evaluating the
quality of possible matches. First, the revised
Retrieval Report will show which digits of the
social security numbers are in agreement. The
current report merely indicates whether or not
there was an agreement on the entire social
security numoero Second, the new report will
indicate the extent to which the years of oirth
disagree; e.g., +1 year, -1 year, -15 years, etc.
The current report simply indicates whether or
not there is exact agreement on the year of
oirth.

The user must decide which, if any, of the NDI
records are true matches and then ootain copies
of the death certificate from the appropriate
State vital statistics offices. Most users are
interested in ootaining the cause of death from
the death certificate. Some users also conduct
death record followback activities to the
hospitals, physicians, next-of-kin, and/or other
persons or establishments indicated on the death
certificates. Other users simply obtain copies
of certificates to assist in confirming whether a
questionable match is actually the person in the
study.

Once an application is approved, requests for
repeat searches of the NOI file (for additional
years of death or for different study subjects)
do not need to go through the formal review and
approval process again, as long as the
information provided in the initial application
remains essentially the same. Death records for
a particular calendar year are added to the NDI
file annually, approximately 12-14 months after
the end of that calendar year. Records for
deaths occurring in 1984 are scheduled to be
added to the NDI file around February 1986.

5. ADDITIONAL REFERENCES CONCERNING THE NDI

In addition to the NDI users’ articles and
studies cited above, several other articles have
been written describing the experience of NDI
users [12-151. There have also been articles
written regarding the potential use of the NDI
for various studies [16-18]. Finally, papers
have been written in which birth certificates
from the NCHS 1980 National Natality Survey were
searched against the NDI to produce infant
mortality rates [19-221. Copies of these four
unpublished papers can be obtained from NCHS [231.

Persons interested in receiving copies of the
NDI User’s Manual [241 and an NDI Application
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Form should write or call: Barbano, Division of Analysis, National
Center for Health Statistics, 1984.
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[2]

[3]

[4]

[5]

[6]

[71

[81

[9]

NATIONAL DEATH INDEX
Division of Vital Statistics
National Center for Health Statistics
3700 East West Highway, Room 1-44
Hyattsville, Maryland 20782
Telephone: (301) 436-8951
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Table 1

NATIONAL DEATH INDEX (NDI) USERS AND RECORDVOLUMES

Users NDI Searches User Records
NDI User

Characteristics
Number Percent Number Percent Number Percent

Types of Research:

Total-----------------------

Exposure cohorts
Occupational-------------
Environmental------------
Diagnostic/therapeutic---

Disease cohorts
Cancer registries--------
Other--------------------

Life style/risk factors-----

Clinical trials-------------

General population cohorts--

Types of NDI Users:

Total-----------------------

Federal Government----------
State Government------------
University------------------
Private Industry------------
Hospital--------------------
Consulting firm-------------

Record Volume:

Total-----------------------

Under 2,500-----------------
2,500 - 9,999---------------
10,000 - 24,999-------------
25,000 - 99,999-------------
100,000 - 499,999-----------
500,000+--------------------

99

40
5
2

13
15

9

9

6

99

18
4

28
13
19
17

99

42
29
12
13

2
1

100.0

40.4
5.1
2.0

13.1
15.2

9.1

9.1

6.1

100.0

18.2
4.0

28.3
13.1
19.2
17.2

100.0

42.4
29.3
12.1
13.1

2.0
1.0

168

57
18
3

16
18

14

14

28

168

62

3!
17
22
24

168

45
38
31
33
7
14

100.0

33.9
10.7
1.8

1;:;

8.3

8.3

16.7

100.0

36.9
3.6

22.0
10.1
13.1
14.3

100.0

26.8
22.6
18.5
19.7

4.2
8.3

2,352,001

636,752
78,824
7,566

38,002
42,120

116,875

86,333

1,345,529

2,352,001

1,516,313
45,056
327,060
221,942
63,120
178,510

2,352,001

29,259
165,711
225,466
513,014
424,356
994,195

100.O

27.1
3.4
0.3

1.6
1.8

5.0

3.7

57.2

100.0

64.5

1;:;
9.4
2.7
7.6

100.0

1.2
7.1
9.6

21.8
18.0
42.3
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Table 2

NUMBER OF RECORDS AND PERCENT COMPLETENESS
OF NATIONAL DEATH INDEX (NDI) AND USER DATA ITEMS

Data Items
I

NDI File I User Files

No. of Records--------

Percent Complete:

Last Name-----------

First Name----------

Middle Initial ------

Social Security No.-

Birth Month ---------

Birth Oay-----------

Birth Year ----------

Father’s Surname----

Sex-----------------

Race ----------------

Marital Status ------

State of Residence--

State of Birth ------

Age at Death --------

10,290,730

99.9

99.9

71.7

91.0

98.8

98.7

99.4

86.2

99.9

97.9

99.4

99.9

99.5

99.9

1,131,931*

99.9

99.7

73.4

84.2

95.7

87.9

97.0

8.9

92.6

53.1

17.9

44.2

18.6

10.6

* The total number of user records shown excludes 1,220,070 records
associated with the National Longitudinal Mortality Study,
sponsored by the National Heart, Lung and Blood Institute and
involving both the Census Bureau and the National Center for Health
Statistics. This large volume of records was eliminated from this

table to give a more realistic presentation of the completeness of
the data items submitted by the other 98 NDI users.
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Table 3

REPORTING OF SOCIAL SECURITY NUMBER ON NATIONAL DEATH INDEX (NDI) RECORDS;
BY SEX AND AGE AT DEATH

Percent not Reported
Number of NDI Records WITHIN Age/Sex Group

Age at
Death

Both Both
Sexes* Male Female Sexes* Male Female

All Ages-- 10,289,958 5,536,778 4,753,180 9.0 7.8 10.3

0-16------ 356,704 208,377 148,327 88.6 87.4 90.3

17-21----- 126,475 95,242 31,233 17.8 16.9 20.6

22-59----- 1,965,257 1,279,175 686,082 8.4 7.2 10.6

60+------- 7,841,522 3,953,984 3,887,538 5.3 3.6 7.2

* The record counts and percentages do not include 772 records for which sex was
not reported.
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Table 4

EVALUATIONS OF THE EFFECTIVENESS OF THE NATIONAL DEATH INDEX (NDI)
MATCHING CRITERIA USING RECORDS OF KNOWN DECEDENTS

Percent
NDI Users and User Studies* Known True True

Decedents Matches Matches

University of Minnesota
School of Public Health

(Multiple Risk Factor Intervention
Trial (MRFIT) for coronary heart disease) [I]....

Exxon Corporation
Research & Environmental Health Division

(Mortality study update of Exxon workers) [2]....

Harvard Medical School
(Nurses health study) [3]........................

Johns Hopkins School of

“7
iene and Puolic Health
Health effects of low-level radiation
in shipyard -workers) [4]........................

tiealthCare Financing A&ministration
(Use and costs of Medicare services
by cause of death) [5]...........................

Universityof Texas at Houston
School of Public Health

(Hypertension Detection and Follow-up
Program post trial survey) [6]...................

University of Washington
(Coronary Artery Surgery Study) [7]..............

National Center for Health Statistics
Division of Vital Statistics

(Evaluation of NDI using cancer registry
records) [8]
INITIAL matching criteria: ......................

Using Social Security Nunber (SSN)...........
Using birth month/year.......................

NEW matching criteria ...........................
Using SSN ...................................,
Using birth month/day or birth month/~1 year.—

National Center for Health Statistics
Division of Analysis

(First National Health and Nutrition
Examination Survey epidemiologic follow-uP) [9]

INITIAL matching criteria (without SIN) .........
NEW matching criteria (without SIN) .............

191

1,449

346

8,947

69,631

1,154

370

2,598
2,231
2,596

2,598
2,231
2,596

607
607

188

1,407

334

8,485

65,000

1,074

344

2,394
1,874
2,069

2,500
1,874
2,351

497
543

98.4

97.1

96.5

94.8

93.3

93.1

93.0

92.1
84.0
79.7

96.2
84.0
90.6

81.9
89.5

* Numbers in brackets refer to studies cited in the NOTES and REFERENCES Section.
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AN IMPLEMENTATION OF A TWO-POPULATION FELLEGI-SUNTER PROBABILITY LINKAGE MODEL

Max G. Arellano, University of California, San Francigco

I. INTRODUCTION

The California Automated Mortality Linkage

System (CAMLIS) has been in operation at the
University of California, San Francisco, since the
fall of 1981. It was organized under the sponsor-
ship of the Department of Epidemiology and Inter-

national Health to facilitate the clearance of
study population files submitted by qualified
investigators againat mortality files for the
State of California.

The linkage of two independently generated data
files has long been thought to be the exclusive
province of highly trained clerks because of the

need to process the discrepancies which frequently
occur between sets of identifying information for
the same person on the two files.

A computerized approach to the record linkage
problem can adopt either deterministic or probabi-
listic decision criteria. Deterministic linkage
criteria require the formulation of a ‘match key’
to establish the relationship between records on
the two files to be linked. This match key
functions on an ‘either or’ basis, i.e., if an
identical value of the match key is found on both
files, the records with the identical values are
said to be matched. Otherwise, the records are
said to be unmatched. In order to perform its
required function with minimal error, this match
key must possees as many of the characteristics of
a unique identifier as possible. Match keys can
be constructed from any conceivable combination of
last name, first name, sex, social security
number, birth date (or portions thereof), or any
other identifying items present on the file.
Although it ie not a true unique identifier, the
ready availability of the social security number
has led to its widespread use as the match key of
choice in deterministic linkage applications.

Probabilistic linkage criteria are baaed on a
1inkage weight calculated for each pairwise
comparison between records on the two files to be
linked; theee linkage weights are the sum of
component weights calculated for each item of
identification contained on the two files. The
component weights are functions of occurrence
probabilities and of the reliability of the data
iteme. Probabilistic decision criteria provide an
attractive alternative to deterministic 1inkage

criteria as a means of computerizing the record

linkage activity primarily because: 1) they assign
weights in a manner that ia consistent with our
own human intuition and 2) they cam accommodate
partial agreements. On the debit side: 1) they
require the estimation of many paremetera, some of
which are inestimable, 2) they are much more
difficult to program and 3) they are more coatlY
to uee.

Our decision to adopt probabilistic decision
criteria waa baaed primarily on our conviction,
based on a careful analysis of the available
information, that the requirements of investi-
gators in the health and medical care research
fields could not be met solely by deterministic
linkage criteria. Our experience over the last
four years has served to confirm the validity of
that decision.

II. THE FELLEGI-SUNTER WEIGHTING ALGORITHM

The Fellegi-Sunter [1] weighting algorithm
requirea the estimation of two probability distri-
bution functions:

If we let,

pjA= P(Occurrence of the jth configuration
in population A)

pjB = P(Occurrence of the .ith configuration

pjA~=

Woj, =

moj, =

in population B) -

P(Occurrence of the jth configuration
in AIIB)

Probability linkage weight for the
.jthagreement configuration
P(Occurrence of the jth agreement

configuration~the record pairs are
associated with members of the
matched set)

= pojl(a,b)<M)

= pjA~(l-eA)(l-e~)(l-e~)

U(]j) = P(Occurrence of the jth agreement
configuration~the record pairs are
associated with members of the

unmatched act)

.

.

Poj\(a,b)4U)

pjApjB
log[moj)/uo’j)]”

obvious difficulties encountered in

Then, Woj, =

Among the
the implementation of this model are:

(A) It does not address the problem of esti-
mating the e or eT terms. We generally
refer to these aa the 1’component error
probabilities. “

(B) The p B term requirea information whic~
9can on y be obtained when the linkage

been completed in a satisfactory manner, if
then.

If the populations represented by the files
that are being linked can be regarded as s~plea
drawn from the same population, i.e., the one-
population” model, some simplifications can be
introduced into the above expressions:

m(}j) = pj(l-e)2(l-eT)

Uoj, = P:

Woj, = 10g[m(lj)/uoj)l
= log[p]l (l-e)2(l-eT)]

Moreover, if the data are being collected con-
tinuously, as is generally the case under the
circumstances to which the one-population model is
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applicable, procedures can readily be developed to
iteratively obtain’’good’’eatimates of the com-
ponent error probabilities. This is, unfortunate-
ly , not the case for situations to which the two-
population model would generally be applied. For
one thing, if the populations being linked do not
overlap, the PA term is meaningless. The model
alao requires e~imetes of component error proba-
bilities specific to the files that are being
linked.

Prior information on the record-pairs that
correspond to the intersection of the two popula-
tions ia obviously desirable, if not absolutely

necessary, before probability linkage can be
initiated. However, since this is precisely the
information we are attempting to obtain by meana
of probability linkage, if it can be obtained by
other means~one may legitimately question the need
for probability linkage.

In this paper 1 will describe the approach that
has been adopted by the CANLIS project to the
problem of implementing a two-population Fellegi-
Sunter model.

III. THE CAMLIS IMPLEMENTATION OF THE
TWO-POPULATION FELLEGI-SUNTNR MODEL

Central Concepts

The CAMLIS approach is based on the following
central concepts:

(A)

(B)

(c)

(D)

A two-stage linkage process, consisting of
a deterministic first atage ( pr~im~
based on the social security
followed by a probabilistic second stage,
is necessary to achieve the desired per-
fo rmanc e characteristics. This strategy
has several benefita:

(1)

(2)

Each stage is capable of detecting
valid linkages which will eecape
detection by the other atage.
Since deterministic linkage is
carried out first, the correctly
matched records which it produces
can be used to derive estimates of
the component error probabilities
required by probability linkage.

A phonetic name encoding algorithm with
superior operating characteristics must be
used to form the baaic comparison groups
for probability linkage to minimize the
number of peirwise record comparisons that
must be carried out. We chose to adopt a
modified version of the New York State
Identification and Intelligence System
(NYSIIS) phonetic coding system for this
purpose. It is doubtful if CAMLIS could be
operated on a coat-effective basis without
the use of a phonetic name coding system
with the superior performance characteris-
tics of NYSIIS.
A modification of the weighting algorithm
for the two-population Fellegi-Sunter model
ia necessary to compensate for the inesti-
mable parameters.
Component error probabilities can be esti-
mat~d from the ’’batched set” produced by
firet atage or deterministic linkage.

In this presentation, I will focus primarily on
points (C) end (D) above, i.e., on our approach to
the estimation of the parameters required by the
two-population Fellegi-Sunter weighting algorithm.
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The Estimation of Relative Frequency Parameters

In CAMLIS application, a user file, which we

‘enote as ‘ile ‘A’
is linked to a California State

mortality file, which we denote as file LB. Since
the characteristics of most user files are signif-
icantly different from those of the California
mortality file, the two-population model is
obviously called for. However, many of the para-
meters required by the two-population model, e.g.,

are inestimable.
‘~~~~~~inized

We therefore care-
the expressiona for the two

probability distribution functions to determine
whether a simplification was possible. We first
made the Observation that the characteristics of
the user file are always subsets of the character-
istics of the mortality file; we alao observed
that, for those components that are independent
of mortality, pA “ P

. A~~:
These observations

resulted in the elimm Ion of the PA term from
the weighting algorithm and served to Justify the
use of relative frequencies derived only from the
mortality files. Since these relative frequencies
can change over time, files have been developed
which contain the necessary relative frequencies
at five-year intervals; CAMLIS procedure retrieve
them as necessary.

The component for which the assumption ie not
tenable is tdrth year; an entirely different
approach to might computation for the birth year
component has, therefore, teen developed.

The Estimation of Component Error Probabilities

Within the context of a mortality clearance
system, it is not possible to derive separate
estimates of component error probabilities for
files LA and LB; there is just, not enough informa-
tion available. We therefore made the simpli-
fying assumption that the corresponding component
error probabilities in the two files were identi-
cal, i.e., we aasume that:

e=e=
A ‘B

Estimates of e and eT are derived from the
matched record-pairs produced by first atage
deterministic linkage. To eliminate spurious
matches, we require a high concordance among the
identifying elements on the two files that are not
incorporated into the match key.

The basic algorithm that we utilize to
calculate agreement configuration weights ia
therefore:

‘(Jj) = pjA(l-e)2(l-eT)

u(~j) = pjApj~

W(]j) = 10g[Zloj)/u(lJ)l

= log[Pj~l (l-.e)2(l-e~)]

IV. CONCLUSION

The Fellegi-Sunter model requires an assumption
regarding the independence of the components of
the comparison vector; this assumption is
frequently a major concern in linkage applica-
tions. It is nqt my intention to minimize the
importance of this assumption. The real concern,
however, must be the extent to which violationa of



this assumption affect the reeulte produced by the
model.

(A) The component of the comparison vector
should be carefully chosen. Only one of
several highly dependent components should
be incorporated into the model.

(B) Although it is possible to correct for the
effect of dependence, for moderately
dependent components, these efforts are
hardly ever worth the small gain in preci-
sion that can be realized.

(C) Me have done a great deal of difference
analysis. Our conclusion is that the esti-
mated component error probabilities and
relative frequencies must differ consider-
ably from the appropriate values to signif-
icantly affect the computed weights.

(D) For matches that achieve a linkage weight
significantly greater than the upper
threshold value, a bias in the weight is
obviously of no consequence. Similarly,
for matches that achieve a linkage weight
significantly below the lower threshold
value, a bias in the weight is alao of no
consequence. The vast majority of record-
pairs achieve either very low or very high
linkage weights.

(E) Record-pairs which achieve a linkage weight
between the lower and upper threshold
values are subject to manual review. Since
record-pairs fall into this category
because they either contain ambiguous or

aparae identifying information, it is
extremely doubtful whether they would
differ significantly if the weighta were
computed according to a more precise model.
In any case, comparable results could be
obtained by redefining the upper and lower
threshold values.

The major advantage of probability linkage is
that it permits a meaningful ranking of matched
record-pairs. The ranking makes it possible to
focus review efforts on the comparisons which have
been assigned borderline weights. It can readily
be shown that the gain achieved by verifying the
probability linkage decisions above a certain
threshold value and below a certain threshold
value is negligible.

Our experience with the Fellegi-Sunter
probability linkage criteria has been uniformly
favorable. It is our considered opinion, however,
that probabilistic linkage and deterministic
linkage are best utilized as complimentary proce-
dures and that both are necessary to achieve
optimum results.

REFERENCES

[1] Fellegi, 1., and Sunter, A: (1969) “A Theory
for Record Linkage,lt Journal of the
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DERIVING LABOR TURNOVER RATES FROM ADMINISTRATIVE RECORDS

MalcolmS.Cohen,Universityof Michigan

,

U.S. nonagriculturalestablishmentswillhireworkers new
to theirfirmsan eathmted 64 milliontimesduring1985.
These hiring transactions probably will involve only 12-16
million workers who changed their primary jobs.

An econometric model was constructed using ad-
ministrative records from Social Security files, and estimates
of new hires were made by industry, state, age, race, and
sex. When this study was done, Social Security records
were available only through the mid- 1970s. Wage records
used in the administration of the unemployment insurance
system were available in sixteen states to verify the ac-
curacy of the econometric estimates. Because wage
records were available only for sixteen states, and because
of differences in state laws and data processing procedures,
wage records could not be used for obtaining national es-
timates,

Organizationally, this paper is divided into two main sec-
tions. In the first, the methodology employed is described.
The second presents examples of the various results, as well
as some general comments about the usefulness of these
administrative records.

METHODOLOGY

Social Security data from a one-percent Sam Ie of a
Ycontinuous work history file for the period 1971- 6 were

used to construct labor turnover measures. Instructions for
using the methodology were given to three government
agencies, who then did the matching and provided tabula-
tions for different years. These agencies were the New
York Department of Labor, the Social Securit Administra-

rltion, and the Bureau of Economic Analysis. T e provisions
of the 1976 tax reform act require the Internal Revenue
Service to screen the data for possible confidentiality dis-
closures prior to release, All analyses of social security
records were from tabulations provided by the government
agencies. No Social Security data were released on in-
dividual workers or firms.

Employee records were matched with employer records.
If a worker’s identification number appeared in a firm’s file in
a given quarter, but dld not appear in the file in the previous
quarter, the worker was classified as an accession to the
firm [1]. If a worker classified as an accession did not work
for the firm for the prior four quarters, that worker was
classified as a new hire. The decision to use four quarters
as a determining factor was somewhat arbitrary. That period
of time was chosen because it was long enough to identify
workers who return to a firm seasonally, although it would
not exclude workers who may have worked for a firm
sometime in the more distant past. The higher degree of ac-
curacy that might be attained by matching records several
years back, however, was not considered great enough to
justify the substantial increase in cost of matching data for
more than four quarters [21.

Itis also possible to generate other turnover measures
using the pattern of employment within the firm. For ex-
ample, if a worker is present in a given quarter and absent in
the next quarter, this is a separation. If a worker is a new
hire who continues to work for a period of, say, an ad-
ditional two quarters, this is a permanent new hire. If a
worker is an accession (not employed in previous quarter)
who did work for the firm sometime in the previous four
quarters, this is a recall. If a worker is an accession and
separation in the same quarter, this is a short-term acces-
sion. Various turnover measures were developed based on
these definitions.

Data were constructed for new hires from quatierly So-
cial Security records from the second quarter of 1972 to
the second quarter of 1975. A special tabulation for 1975-
76 was used for special analyses but not included in the
quarterly analyses used to generate current estimates.

A model was developed to predict new hires. The
model’s derivation begins with a tautology:

(1) AE = NH + Recalls- Quits- Layoffs- OS

where AE is change in employment; NH is new hires; and OS
ia other separations.

From this we obtain:

(2) NH= AE-Z

where Z = Recalls - Quits - Layoffs - OS

To obtain rates, both series were divided by E. It was
assumed that the unemployment rate would be a good proxy
for Z. It was assumed that there was a negative correlation
between Z and the unemployment rate.

When the equation was estimated, data from the Bureau
of Labor Statistics (BLS) 790 series were used for employ-
ment, and data from the monthly Current Population Survey
were used for unemployment rates and seasonal dummy
variables. The final equation was

(3} NHRt = a. + a, %AEt + a2URt_, +

+ c@l + a4S2+a5S3 + 016D+El

where NHR is the new hke rate; %AE k the percentage
change in BLS 790 employment; UR is the unemployment
rate; S, ,S2 and S3 are seasonal dummies fOrthefirstthree

quarters of the year; D is 1 in the first quarter of 1974; and
E, is a random term.

The dummy variable was used because of a data error in
the first quarter of 1974 in the data provided. The coeffi-
cient a, is expected to be positive, tile U2 is predicted to

be negative. The equations were estimated for each atate
with a total of thirteen observations. The results of the
model for fiscal 1975 were simulated to determine good-
ness of fit.

Figure 1 provides the %AE and UR~_1 parameters,the. .

proportion of variation explained by the model (R2), actual
new hire rate, and percent error in the forecast for all 50
states. All parameterssignificantat the .05 levelare indi-
catedby anasterisk.

One ofthedifficultieswiththismodel isthatdataforthe
dependentvariablecannotbe obtainedfrom SocialSecurity
databeyond 1977 on a quarterlybaais.Onlyannualnew hire
ratescanbe computed. These can only be obtained by spe-
cial arrangements with the Internal Revenue Service and the
Social Security Administration. To verify the model in
selected states, however, wage records were obtained using
similar concepts for workers covered by unemployment in-
surance. These data can be generated quarterly on a current
basis in wage records states. Over 40 states are wage
records states. Special arrangements must be made,
however, in each state to obtain these data The arrange-
ments require considerable data processing to match
workers and firms over at least four quarters.

Our estimates were compared with the wage records
data in sixteen states. The results of the comparisons are
shown in Figure 2. The errors are generally relatively small
except in Florida. Here, however, the Florida data provided
were probably more prone to error than our estimates. The
significantly lower repotied new hires in Florida probably
represents an undercount in the state’s processing. The
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state used s differentprocessingmethodology thn the
otherstates.

We simulatedourmodel snd obtained new hire estimates
for 1975-85 [3].

RESULTS

Figure 3 shows the predicted number of new hires from
1975 through 1985 using our model. Fi ure 4 illustrates the

?five states with the Iar est number o new hires. These
!!!states accounted for 4 % of all new hires in the United

States. Converting the new hires into rates, Figure 5 shows
the parts of the United States with the highest and lowest
ratea. The higheat rates are weat of the Mississippi. A
prominent exception is Florida.

It is also possible to compare new hire rates by industry.
Figures 6 and 7 ahow the industries with the highest and
loweat rates, respectively.

In 1985 it is unlikely that social services would be among
the high new hire rate industries. This reflects than es in

%government priorities over the decade. It is pro able,
however, that the other industries are high and low turnover
industries in 1985.

Individuals versus Transactions

One of the difficulties in interpreting our measures is
reconciling the incredibly high turnover(e.g.,80% in 1985)
with our knowledge of how oftenworkers change jobs.
The number ofturnovertransactionsincludeinstances where
one worker changed jobs more than once, so the total does

not reflect the actual number of workers who changed jobs.
Thus, when turnover is expressed as a percentage of
employment, the result should not be interpreted as the per-
centage of workers who changed jobs. To gain some in-
sight into reconciling this apparent dilemma, we developed
some special tabulations from 1975-76 Social Security
files, Firat we computed an annualized 84% new hire rate
for 1976 by multiplying the rate obtained in the second
quarter of 1976 by 4. This is certainly comparable to the
rates we had been obtaining for other years. A different
analysis was carried out where workers were assigned to
their primary jobs, where they earned the most money
during 1976. Only 16% of the workers were new hires in
thek primary jobs, based on the second quarter of 1976.
Some of these workers could have accounted for several
new hire transactions. Similarly, workers who were not new
hires in their primary jobs could be new hires in secondary
jobs. Thus, we estimated that of the 64 million new hires,
about 14 million workers were new hires in their primary
jobs. In another quarter we estimated a ratio which would
suggest that slightly under 16 million workers were new
hires in their primary jobs. An estimate of 12-16 million
seemed appropriate due to the limited number of quarters
on which we could base our ratio.

Another comparison we made with our special tabulation
was the average number of employers for whom employees
worked in different industries. We assigned workers to the
employer from whom they received the majority of their
earnings and tabulated the number of different employers.
Four nonagricultural industries--heavy construction con-
tractors, water transportation, eating and drinking places,
and motion pictures--had an average of two or more
employers per’ worker. Water transportation (Iongshore)
averaged 2.5 emplo ers per worker. The industries with an

7average of 1.25 or ewer employers (with at least 100,000
persons in the industry) included primary metals, com-
munic~lons, and public Wllities.

Areas for Further Research

The information obtained from Social Security records
and state unemployment insurance records represent about
the only currently comprehensive source of labor turnover
data. Our model permits obtaining current estimates from
these data. It would be useful to tabulate annual Social
Securit files to determine labor turnover from more recent

1Social ecurlty fdes. It would also be useful to forecast the
turnover rates by industry, age, and sex. The 1975-76
special tabulations by person and transaction provide
detailed characteristics by state, SMSA, industry, age, wage
class, sex, and race. Additional analyses of these data
remain to be carried out, as well as additional analyses of
separations and short-term new hires. Finall

k“ ‘ore ‘ffi-cient forecast estimates can be made by com mmg cross-
section and time-series turnover data.

NOTES AND REFERENCES

[1] A worker’s identification number smears in the file if
the worker had wages greater th& zero in a given
quarter.

[21

[31

Using California wage records from the Unemploy-
ment Insurance system, the California Employment
Development Division did a test of how many fewer
new hires there would be if seven auarters were used
as a cut-off instead of four, and fo~nd only about 2%
fewer new hires. (Glen Siebert, Employment Service
Potential: Indicators of Labor Market Activity, pp. 48-

Sacramento, CA Employment Development
Department, 1977.)

For a more complete description of the simulation
methodology, see Malcolm S. Cohen and Arthur
R. Schwartz. “A New Hires Model for the Private Non-
farm Economy,” Economic Outlook for 1984, Depart-
ment of Econom[cs, Unwerslty of
bor, 1984.

Mlchlgan, Ann Ar-
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Figure 1. New HireRates by State,Fiscal1975,

% Error,R2, SelectedCoefficients

State

Alabama
Alaska
Arizona
Arkansas
California
Colorado
Connecticut
Delaware
D.C.
Florida
Georgia
Hawaii
Idaho
Illinois
Indiana
Iowa
Kansas
Kentucky
Louisiana
Maine
Maryland
Massachusetts
Michigan
Minnesota
Mississippi
Missouri
Montana
Nebraska
Nevada
New Hampshir~
New Jersey
New Mexico
New York
N. Carolina
N. Dakota
Ohio
Oklahoma
Oregon
Pennsylvania
Rhode Island
S. Carolina
S.Dakota
Tennessee
Texas
Utah
Vermont
Virginia
Washington
W. Virginia
Wisconsin
Wyoming

1975
New
Hire
Rate

19,1
42.0
24.9
22.4
23.4
28.3
15.0
15.9
20.8
26.3
20.2
20.9
26.3
16.8
15.5
18.7
23.1
17.7
26.3
18.2
18,2
16.5
14.5
17.3
19.5
18.2
23.5
20,6
33.2
17.5
17.1
28.3
15.7
16.9
22.2
15.0
24.8
23.3
13,9
17.8
17.6
\;::

27.1
23.9
18.0
18.0
22.4
15,7
14.8
33.4

I975
Y.

~rror

-.3
5.2

.3

-::
1.6

-::
-3.5
-1.3
-1.1

.9

.1

-:;
:?

-1.2
1.7

-3.0
-,1

-1.9
-4.1

-.1
.2

-1::
1,7
-.5

-2.0
-.1

-2.3
-1.7
-1.5

2.0
-.3
-.1
1.1
.2

-1.9
-1.9
-2.4

-.6
-.3

.0

-::

-2:<
-.1
4.4

R2

.943

.941

.978

.966

.930

.951

.984

.828

.822

.973

.982

.819

.898

.988

.992

.951

.944

.980

.890

.943

.982

.976

.935

.958

.938

.989
;:%:

.975

.917

.978

.916

.959

.970

.902

.996

.944

.925

.980

.960

.918

.968

.978

.977

.967

.821

.970

.953

.964

.988

.899

%E

51.94
165.85*
148.44*
.44::

97:2*
97.25*

-64.85
89.90
178.70*
118,40*
122,97
68.38
11 1.27*
83.49*
25.81
63.74
107.40*
-15.77
105.95
162.01*
126.06*
73.53*
62.99
96.48*
99.74*

191 .26*
74.97

165.36*
135.78*
121.4W
103.08
109,77*
112.58*
229.05*

91 .35*
13144
103.60
134.31*
72.75*
69.73*

133.96*
::.:;*

109:57
161.11
107.94*
14 1.46*
145.31*

72.78M
21.54

%E = percentage change inemployment
URLAG = unemdovment rateintxevious auarter

URLAG

-1 .5*
2.34

- 1.65*
::.;?

-2:75*
-1.03*
-3.25*
-1.49
-2.2%
-~:g

-.52
-1.19*
- 1.56*
-1.61*
-1.33
-1.07*
-1.37

::::

-.8 1*
-1.48*
-1 .30*
-1.36
-1.13*

-.20
-.86

- 1.42*
-2.02*
-1 .20*
-1.61*
-1.16*
-2.03*

.72
-1.33*
-1.08
-1.22

-.96*
- 1.84*
-1.77*

-.50
-1.38*
-1 .57*
-1.20

-.18
-1 .66*

::;;

-1.39*
-1,22

= coeff’icie’ntsignificantat the .05 ievel
;= 13 for each state
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Figure 2. Comparison of New Hire Forecasts with Actual New Hire Data

State

Arkansas

Pennsylvania

South Dakota

Idaho

Cal ifornia

North Dakota

North Carolina

Nevada

South Carolina

#da i ne

Illinois

New Mexico

Missouri

Iowa

Mississippi

Florida

Period

Fiscal 1979

Fiscal 1976

Fiscal 1979
Fiscal 1980
Fiscal 1981

Fiscal 1976

Fiscal 1976
Fiscal 1977
Fiscal 1978
Fiscal 1979
Fiscal 1976

1979 - 4th Q.

Fiscal 1976
Fiscal 1979
Fiscal 1980
Fiscal 1981

1979 - lst-3rd Q.
1981 2nd-4th Q.

Fiscal 1978

1979 3rd-4th Q.

Fiscal 1979
Fiscal 1980

1979 -3rd-4th Q.
Calendar 1981

Fiscal 1981

i981 4th Q.

Calendar 1980
Calendar 1981

New Hires
Reported
by State

Employment
Agencies

583.990

2,051,553

177,433
f42,795
f34, 109

238,989

6,142,625
6,625,804
7,523,644
8,366,534

147,081

392,663

309, 100
452,679
464,348
438,880

611,324
550,619

263, f75

1.436,475

4f0,927
378,288

718,946
1,073,31+

587,016

101,921

2,673,019
2,918,487

262

Predicted
New Hires

603,500

2,147,100

155,800
137,500
142,900

241,000

5,796.000
6,506.800
7,640,400
8,226,400

144,300

370,300

298,300
476,800
466,600
477,600

627,700
522,900

268,900

4,593,500

412,000
386,200

670,400
1,204,900

582,500

107.400

3,790,500
3,729,700

%
Difference

+3.34

+4.66

-12.19
-3.70
+6 .57

+0.84

-5.64
-1.80
+f.5!5
-1.67
-1.88

-5.7f

-3.48
+5.32
+o.48
+8.95

+2 .68
-5.03

+2.17

+10.93

+0. 26
+2. 10

-6.75
+12.26

-0.77

+5.40

+41.81
+27.80



Figure 3. Number of New Hires In the private Nonfarm EconoIuy by State
(annual totals In thousands)

State

A 1abama
Alaska
Arizona
Arkansae
Caltfornfa
Colorado
Connecticut
O.c.
Delaware
Flor!da
Georg 1a
Hawa 1i
Idaho
Illlnois
Indtane
1owe
Kansas
Kentucky
Louisiana
Maine
Maryland
Massachusetts
Michigan
Mtnnesota
Miss4ssiPP
M issour 1
Montana
Nebraska
Nevada
New Hampsh
New dersey
New Mexfco
New York
North Care’
North Oako<
Ohio
Ok Iahoma
Oregon
Pennsvlvan

re

ina
a

a
Rhode- Island
South Carollna
South Oakota
Tennessee
Texas
Utah
Vermont
Virginia
Washington
West Virginia
Wlsconaln
Wyoming
U.S. Total

1975 I f976

610.9 693.3
178.8 112.3
514.5 624.0
378.8 443.0

5219.2 6059.2
656.3 813.2
530.9 653.1
183.9 164.2
126.4 182.4

2006.5 2567.0
103$.3 1226.7
179,6 205.6
207.4 250.0

2195.1 2718.2
876.1 1080.2
485.4 547.4
507.6 564.0
563.8 647.9
868.4 +019.4
201.8 24i.O
774.1 859.4
1181.1 $416.4
1377.7 ~639.4
713.2 823.4
403.6 460.4
947.7 ~096.5
167.2 213.5
3f8.7 366.4
255.1 319.4
153.5 208.2

1396.3 1648.9
269.6 312.5

3211.6 3568.6
1035.5 1225.3
134.8 t40.5
1702.0 2077.8
632.1 715.4
562.8 661.6
1664.6 2214.4
187.4 223.7
501.3 594.0
119.1 139.9
838.4 975.2
3369.7 3886.5
287.7 337.3
96.3 !13.2

848.0 *014.2
828.6 952.7
26’7.3 288.8
702.2 030.5
123.9 147.2

82794.9 50296.0

f977

765.6
92.8

735.7
498.7

6811.6
951.6
719.2
t74.4
203.2

2968.8
1388.1

219.9
261.4

2813.5
1192.6

602.0
612.7
733.1

*092.7
247.6
981:1

1535.9
1862.6

905.2
517.6

~201.8
208.6
381.3
380.8
236.8

t793.3
358.1

3809.7
t377.6

~38.7
2324.2

775.4
744.8

2330.8
244.6
649.8
*47.9

1091,6
4228,4

366,9
123,7

1~24.8
1034.8

307.0
922.1
~66.3

;5356.0

1978 I 1979 I i980

878.3 895.3
*O2 .6 109.2
903.1 1005.0
580.6 606.2

7838.4 8294.0
1148.8 1242.7

829.0 852.6
196.3 205.8
243.4 259.2

3614.6 3884.4
1667.6 1720.3

263.0 268.2
289.9 282.7

3178.2 3172.0
1393.0 1351.4
691.4 718.5
694.4 726.4
826.1 785.0

1239.0 1308.0
278,0 277.4

lllf.2 fo77 .0
1707, * 1768.3
2~~0.8 2036.3
4065.5 ~i23.6

566.2 577.7
1347,0 1366.0

24t.4 219.7
4i8.9 44~.6
473.4 488.6
277.1 292.2

2038.4 2069.0
399.3 4*4.6

4285,6 4391.2
1622.5 1707.0

*60.2 t6i.8
2632.2 2622.1

904,6 933. t
839.5 884.7

27i7.4 265i.9
279.3 286.8
764.0 797.9
159.8 155.1

1231.3 1223.3
4909.2 5327.6

425.1 434.8
136.9 133.7

1308.3 1378.2
~174.8 ~212.2

337.4 353. !
fo75. 1 1121.9

193.0 209.8
13768.0 65824.0

808.1
llt.7
891.5
534.0

7770.4
f140.8
795.4
187.0
220.3

3790.5
~547. 1
254.5
260.9

2826.4
ilj5.6
633.8
655.,0
689.9

1298.7
261.7

1008. ~
~697.5
~676.4
993.8
507.2

i184.6
2Qf.2
399.7
459.4
255.4

19+7.8
378.9

4072.8
174f.9

14*.I
2204.4

942.4
750.3

2285.8
258.4
719.9
134.2

fo79 .2
5266.0

395.6
125.3

1234.8
1085.9
324.6
932.2
210.6

60108.0

1981 I 1982

770.0 620.8
126.8 136.2
889.8 730.0
503.7 392.4

7760.8 6700.8
1087.3 888.8
757.8 642.0
180.8 147.8
208.1 140.3

3729.7 3104.6
+437.8 1143,7
238.6 213.0
260.3 247:2

2639.7 2074.3
1078.8 799.8
580.4 453.0
646.4 532.3
659.4 541.6

1295.5 1167.1
247.4 222.8
976.8 872.3

1652.0 1422.0
f574.2 +177.4
950.0 766.8
501.5 406.8

1204.9 iot9.6
224.6 183.8
394.3 336.2
470.8 400.0
253.0 f83.3

f878.5 1572.4
384.8 334.4

4015.6 3356.4
f378.6 1027.8

f59.9 f45.9
2i52.4 ~653.7

972.8 820.1
697.0 592.8

2289.0 1628.0
244.0 188.8
684.2 536.7
~41.2 f22.7

t072.2 869.2
5359.2 4772,0

402.6 350.8
f26.O f23,0

1151.6 953.5
1072.0 1026,9
299.3 259.6
898. ~ 683.0
212.2 192,7

38904.0 48876.0

1983

598.7
171.3
789.2
364.2

6743.6
913.8
654.6
151.3
138.5

2983.2
1223.9

221.4
274.5

2241.8
844.7
405,5
521.9
633,7

1084.5
237,4
927.6

1525.1
1292, 1

766.2
429,4
959.4
200.5
317.7
442.6
202.5

1628.0
338.0

3296.5
1072,5

~71.8
1595,4

836.3
625.4

1840.2
i88.5
508.5
i4f.o
850. E

4376.8
359.1
143.0
912.0

1156.8
237.7
667.8
189.0

19396.C

$984 I 1985

744.9 829.9
162.5 172.3
921.3 10+9.3
472.8 541.5

8001.6 8532.8
1190.4 1371.7

781.2 862.5
174.2 186.5
183.7 211.3

3778.2 4162.8
1464.5 i634.2

265.2 278.5
290.2 303.1

2632.6 2761.8
1062.0 lf53.4

518.4 596.0
623.2 680.3
687.9 739.6

~240.2 9369.5
267.8 272.5

1007.8 1053.0
~7i7.6 *812.5
i574.6 ~728.Q

958.9 fo74 .3
514.0 558.6

1158.4 1251,6
24i.8 249.0
381.7 406.1
575.5 637.0
256.6 278,6

~887.O 2041,0
407.4 454,4

3719.8 40~4.8
i366. 1 1512,6

185.3 t90.o
2062.7 2247.7

975.2 1072.2
748.8 8*3.8

2118.2 227i.6
236.0 265.1
654.4 725.6
155.8 163.8

1063.3 li35.4
5!32.4 5760.4

434.4 475.6
149.4 152.7

~172.3 ~303.f
*313.9 1364.2

272.8 294.8
856.0 973.9
222.8 235.9

58984.0 64196.0
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Fi ure 6. Industrieswith Highest New Hire Rates,
81 75 2nd Quarter
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Fi ure 7. Industries with Lowest New FlkeRates,
i!1 75 2nd Quarter
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DISCUSSION

Norman J. Johnson, U.S. Bureau of the Census

I would like to present my discussion of
these three papers in terms of points which we
have encountered in an application of matching
from our project. I have been working on
developing the data base for The National
Longitudinal Mortality Study (NLMS). This
study is being conducted jointly by the
National Heart, Lung, and Blood Institute, the
National Center for Health Statistics and the
U.S. Census .Bureau. The primary objectives of
the NLMS are to analyze socioeconomic, demo-
graphic and occupational differentials in
mortality within the United States. A major
interest of our analysis will be to compare
survival rates of different subsets of the
cohorts.

The study population consists of eight
cohorts of selected Census sa~les. Deaths in
this population are identified through periodic
matching to the National Death Index (NDI), the
index discussed in the first paper by Mr.
Patterson. As pointed out in that presenta-
tion, in terms of number of records submitted
for matching, our project is a major user of
the National Death Index. The National
Longitudinal Mortality Study currently consists
of approximately 1 million records from eight
cohorts. One match has been made to the NDI,
which at the time consisted of approximately 6
million records. We intend to conduct follow-
UP matches approximately every two years.

The process we used to obtain the final
matched records was completed in two steps.
First, our files were matched to the NDI using
the NCHS criteria. Then, an extensive screen-
ing was made of the resulting match using some
of the methodologies discussed in presentations
given earlier in these sessions to determine
the final true match status. This second step
involved both computer and manual matching.
Our approach in the ccmputer matching phase was
similar to that used in the CAMLIS project of
Mr. Arellano, the presenter of the second paper
of this section. A link was made determinis-
tically for all matches in which there was an
exact agreement on social security nunber.
Records not matched deterministically were then
matched probabilistically using a modified
Newcombe model. Weights for this model were
estimated from a subsample of records frc+nthe
NCHS match which had been reviewed manually to
establish correct match status. Three cate-
gories of records from the probabilistic match
resulted: true, false and questionable matches.
Questionable matches were decided on the basis
of a manual review. This process and the final
results have been schematically diagramed in
Figure 1. From the initial one million
records, approximately 12,900 links occurred.
The information in the figure also indicates
the substantial difference in the true match
rate between the deterministic and the
probabilistic steps.

Figure 1. -- National Longitudinal Mortality Study

1 Million Survey Records

~

NDI MATCH (6!lillion Records)

55,000 Hits

Removed 15,000 Invalids - Oate of Death Preceded
Pate of Survey

—Removed 500 Alias Duplicates

11,100
DETERMINISTIC

39,?11 FINAL HITS
28,166

(SSN Agrees) PROBABILISTIC

/ \
10,500 1,911 1,300

Sure True Questionable Sure False
24,go@

Sure True Questionable Sure False

150 450 850
True False True False

k
. .

s12,911 True Hits -

.
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PATTERSON AND BILGRAD

As I mentioned in my introduction, our proj-
ect ,is a major user of the National Death
Index. Deaths in our cohorts are determined by
linking our records to records in this Index.
The NDI matching algorittm is, in a sense,
deterministic. It uses combinations of five
major variables in seven criteria to determine
a link. These criteria are soon to be expanded
to twelve. A link is made if any one of the
seven criteria is satisfied. As other studies
continue to match using this index, the NDI may
wish to incorporate some probabilistic com-
ponents into their matching procedure based on
the experience of their users. Results frcnn
our project may be helpful in this regard.
Five major categories of users were sum-

marized in the presentation. The major users
identified are in health-related fields. In
many health studies, analysis is done by
comparing survival of cohorts, as is the case
in our study. Rare events are often of
interest and small counts may be greatly
affected by match rates. For this reason, in
our study, we feel that matching algorithms
should put emphasis on detecting true matches,
with willingness to manually review more
questionable matches, in order to rule out
false positives. The additional criteria made
available in the new NCHS matching algorithm
are a step in the right direction. The ex-
panded criteria will generate more true links
as well as more false positives.
The paper presents results of studies to

measure the improvements in the match rate to
the NDI due to the replacement of the Soundex
Code for matching of names by the NYSIIS code.
If the NCHS studies of the effects of this
change are true, that is, 18 percent fewer true
matches and 31 percent fewer false matches
could be expected, then, in view of the com-
ments which I made earlier, the Soundex Code
would be preferable to us.

ARELLANO

I will focus my discussion on the three
points mentioned in the conclusion sectfon of
the paper. The paper deals with the use of the
Fellegi-Sunter approach in the CAMLIS project
to link user files to death certificates from
the state of California. The ffrst point
discussed concerns the potential for making
estimates of error terms in the Fellegi-Sunter
model. The estimation of error terms is a
m~”or difficulty encountered in application of
the theory. In some applications, making sim-
plifying assumptions is the only way to obtain
estimates of errors. The similarity of the
CAMLIS study and the National Longitudinal
Mortality Study may enable us to exchange esti-
mated parameter values once they are obtained.

The conclusion on the robustness of error
probability estimates is important and poten-
tially very useful. This quality of the
estimates would allow the use of approximate
values without great risk of poor matching
results and pennit a more frequent borrowing of
parameter values from other studies. A nice
collection of results in the literature demon-
strating this robustness would be very useful.
The third point covered in the conclusion

deals with the effects of bias. We have
observed a positive bias in our scoring al-
gorithm. It would be helpful for us to know if
the CAMLIS project has identified any consis-
tent bias in their procedure. If so, what
explanation do they have for it?

COHEN

The findings of this particular study are
based on the results of a match of two files
performed by a Government agency. The match
was based on an apparently deterministic match
procedure using a certain identification
number, The provider of such match results
should advise clients of error rates and
nonmatch results of similar studies. Error
rates of such matches should be required as
part of publications and presentations in order
to give the reader a chance to determine if any
biases have resulted due to the matching pro-
cedure. This is similar to documenting which
computer and software were used when publishing
papers based on computer simulation. In this
paper, matching determines the study and data
base. What is the error rate in the identi-
fication number in both files? Errors in
deterministic match variables are more impor-
tant than in probabilistic match variables.
The paper does compare the finding of this
study with those of other sources to demon-
strate that the match was effective.
The question of what impact effective match-

ing algorithms have on the confidentiality of
person records was mentioned in the paper. The
law provides specific statements on this
subject. Some confidentiality problems were
discussed in an earlier session. By linking
data from several sources, individual records
can be identified more easily. In the case of
data collection at the Census Bureau, there is
an additional concern. The Bureau is a passive
collector of data. Cooperation of the respon-
dent is of crucial importance in obtaining
reliable information. As the public becomes
aware of our ability to link records from
several Governmental agencies, response rates
to our questionnaires may decrease, become
biased, and possibly inaccurate due to the fear
of person-record identification. This is in
spite of the potential to provide more bene-
ficial information than would exist without the
linked records.
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ON MATCHING WITH PERSONAL NAMES

J. T. Kagawa, Cancer Research Center of Hawaii
M.P. Mi, Urdveraity of Hawaii, Honolulu

In the record linkage process, personal
names are important matching criteria for
comparing documents to identify information
belonging to the same individual or family. The
discriminating power of the surname, given name,
and middle name for linkage varies depending on
the frequencies of various possible
configurations in the population. Although the
total number of possible configurations of
personal names is extremely large, the
distribution of these configurations are not
uniform,

Due to the many people of different
nationalities in Hawaii, the name structure has
become very diverse and therefore, offers a good
opportunity to study the name configurations
that are available in the population. Higratory
waves of contract laborers and others seeking
new opportunities introduced many new names to
Hawaii. Often times, names written in Chinese
or Japanese characters had to be phonetically
translated and Anglicized by insnigration
officers who had little or no knowledge of these
languages. This process created further
heterogeneity and inconsistencies within names.
It is not uncomnon to find two or more different
names derived from the same character or to find
that one surname was actually derived from two
completely different characters. Names were
also shortened or modified if they were too
difficult to pronounce.

In an attempt to develop an optimal strate-
gic approach for computerized linkage of various
documentary sources, studies are being conducted
to elucidate the variation in personal names in
the population. Some pertinent questions to be
answered are: 1) how many possible configura-
tions for surname, given name, and middle ini-
tiala there are in each racial group? 2) how

are these configurations distributed in the
population? and 3) is there any evidence of
time trends in these distributions or name
patterns? Preliminary results from the analysis
of the 1942-43 llawaii Population Registration
are presented in this report.

HATERIALSAND HETHODS

The Population Registration was conducted
in Hawaii during 1942-1943 under martial law.
There were a total of 439,601 residents
registered and fingerprinted. Eight major
racial groups were selected including Caucasian,
Hawaiian, Portuguese, Chinese, Filipino,
Japanese, Puerto Rican, and Korean. The
description of each of these racial groups in
Hawaii was given previously by Adams (1937), and
Lind (1955),

Recorded configurations for surname, given
name and middle intials were tabulated
separately by sex and race directly from the
1942-1943 population. For each of the eight
racial groups, the name configurations were

grouped into four types based on the relative
frequency in the registration file. The first
type was for unique configurations. The next
type was for configurations with a relative
frequency less than 0.1 percent. The third type
was for configurations of fairly frequent
appearance equal to or greater than 0.1 percent
but less that 1 percent. Lastly, any
configuration with a relative frequency of 1
percent or greater waa considered in the fourth
group. Since the number of configurations was
tabulated directly from the data, which were
subject to errors in reporting and recording,
possible errors could have been included.
Errors could have occurred by insertion,
substitution, deletion, and switching of one or
more alphabetic letters and such an alteration
could or could not be a valid configuration. It
was therefore assumed for this analysis that
most errors are made accidently, presumably at
random, and the altered configuration should be
unique,

The relative frequency for each of the
configurations for surname, first name, and
middle initials was calculated. The relative
frequency of the i th configuration is
pi=mi/H, where n is the total number of
individuals in the population and mi the
number of individuals having the ith
configuration. The probability that two
individuals randomly sampled from the population
would match on the ith configuration is Pi2.
This also approximates the probability of a
chance match for the ith configuration when two
documentary sources of vital events from the
population are brought together for linkage.
The sum of these probabilities over all

configurations, that is xPi2, is the

probability of a chance match on any
configuration for a given criterion. Therefore,
the greater the total probability, the less
discriminating is the linkage criterion among
individuals.

RESULTS AND DISCUSSION

Table 1 gives the number of males and
females in each racial group. These groups
represented 83 percent of the total population
in 1942. The Japanese group was the largest,
accounting for 37 percent, and larger than any
other two groups combined. The Caucasian group
ranked second, followed by the Filipino,
Portuguese, Chinese, Hawaiian, Puerto Rican, and
Korean. These groups and outcrosses among these
groups have contributed to the ethnic diversity
of Hawaii’s present population.

The surname distributions are shown in
Table 2. Data on females were not used because
of the possible inclusion of their married
surname. The total number of surnames varied
greatly from one race to another. There were
only 241 configurations in the Korean group,
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while the Filipino group
times more configurations.
names in the Filipino
relative frequency of 1

had approximately 60
There were no common

group based on the
percent or greater.

There were a total of only five common names
representing only a very small proportion of
individuals in the Caucasian, Hawaiian, and
Japanese groups. Conversely, a large number of
individuals shared more than 12 common names in
the Korean and Chinese groups. The total
probability of chance match also differed
markedly among the eight racial groups. The
probability of match between two individuals
randomly selected from the population was
approximately 6 in 10,000 for the Filipinos as
compared to the estimate of 850 in 10,000 for
the Koreans. In the Korean group, about
one-half of the subpopulation shared four common
surnames, namely: Kim (22.4%), Lee (15.2%),
Park (6.8%), and Chung (4.5%). A high
probability equal to 293 in 10,000 was also
found for the Chinese group. There were 25
common surnames shared by 68 percent of the
Chinese population. The most consnon Chinese
surnames being Wong (8.1%), Lee (6.3%), Chung
(5.2%), Ching (5.1%), and Chm (5.3%).

The distribution of the given name for each
racial group is shown in Table 3. The ratio of
the number of surname configurations to the
number of given names varied from race to race.
For the Caucasian, Portuguese, and Hawaiian
groups, there were a greater number of surname
configurations than given names. This
relationship was completely reversed for the
Chinese and Koreans. The Japanese and Puerto
Rican groups had approximately the same number
of surnames and given names. As shown in the
table, there were very few common given names.
However, these common names accounted
collectively for a significant portion of each
of the subpopulations, For males, the
percentage of the population sharing common
names was 65 for the Portuguese, 62 for the
Hawaiian, 49 for the Puerto Rican, and 46 for
the Caucasian. Among the females, the
percentage estimates were lower, varying from 25
to 43. In the Chinese, Japanese, and Korean
groups the common given names for males and
females were of Western origin. Yoshiko, being
a common given name of Japanese origin among the
Japanese females was the only exception. As
shown with surnames, the probability of chance
match for the given name as a matching criterion
also varied from race to race. The highest
value was 323 in 10,000 for the Portuguese males
and the lowest was 33 in 10,000 for the Japanese
females. The Portuguese and Hawaiians showed
the highest probabilities of chance match for
both the male and female given names.

The possibility of time trends of selecting
given names was also tested” based on the 1942
population file. The recorded given names were
tabulated by sex and age for each of the eight
racial groups. The age groups were 0-19, 20-49
and 50-99. Except for native Hawaiians,
individuals with birth years between 1843-1892
were mainly those whO immigrated to the
islands. The other two age groups were
comprised of a mixture of later arriving
insnigrants and individuals born in Hawaii. A

given name was determined popular if the
relative frequency was 1.0 percent or greater
of the total number of individuals in each
race. The distributions based on age groups
also showed variations among the different
racial groups.

The majority of the given names of the
oldest age groups were the names from their
native country. With the influence of Western
culture, the given names of the younger age
groups showed the trend towards adopting the
popular English names of the times. It was also
observed that the names in the 20-49 age group
of the Japanese continued to be largely
Japanese. Although still of Japanese origin,
the names were quite distinguishable from those
of the older generation. Also the selection of
Spanish names for the Filipino group prevailed
over the three age groups. The popular English
male given names among the racial groups
remained unchanged throughout the years. The
popular female names showed more distinctive
periods of rise and decline, which may be
attributed to the influence of literary
characters and famous people.

Two middle initials were recorded for
individuals registered in the 1942 population
file. The middle initials distributions are
shown in Table 4. The blank configuration
represented 44 percent in the males and 37
percent in the females of the eight racial
groups analyzed. The blank response indicated
either missing information or a valid
configuration. Hany immigrants to Hawaii from
China, Japan, and Korea did not have middle
names. Out of the total possible configura-
tions, the Chinese had the largest number of
different combinations for both males and
females. Hiddle initials for the Chinese and
Korean groups, mostly comprised of double
initials, generated a large number of possible
configurations. The frequency of uncommon
middle initials was reflected in the lower
probability of chance match for both of these
groups. The frequencies of common middle
initials were high in the remaining racial
groups.

The observed variations in name patterns
among the different racial groups in Hawaii
provides a unique testing ground for the study
of record linkage methodology, The analysis of
the 1942 Hawaii Population Registration file
showed that the distributions of the
configurations for surnames, given names, and
middle initials were definitely nonuniform.
Personal names for the different racial groups
maintained varying degrees of discriminating
power. A study is being planned to analyze the
neme structure of the present Hawaii
population. There has undoubtedly been many
more new names introduced into the population.
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Table 1. Size of Subpopulations

Sex Racial Groupsl
CAU I PTG

I
HAW CHI FIL JAP

I
POR K13R

No. individuals
Males 34566 15790 7752 16118 40323 84298 4372 3786
Females 25988 15886 7321 12426 10946 78669 3385 2738

.
lCAU = Caucasian; PTG = Portuguese; HAW = Hawaiian; CHI = Chinese; FIL =
Filipino; JAP = Japanese; POR = Puerto Rican; KOR = Korean.

Table 2.--Distribution of Surnames by Racial Groups

Racial GrouDsl
Sex / Type2 CAU

I
PTG HAW CHI

I
FIL I JAP

I
POR

I
KOR

Number of Configurations

.

Males
Unique 8548
Rare 4658
Fair 79
Common 1

Al1 13286

866 896 240 8960 1111 553 101
546 943 205 5341 3831 199 48
167 231 76 73 192 157 74
16 1 25 0 3 15 18

1595 2071 546 14374 5137 924 241

Zpi

Males
Common 0.01
Other 0.99

Males
Al1 0.07

0.29 0.01 0.69 0.00 0.03 0.32 0.72
0.71 0.99 0.31 1.00 0.97 0.68 0.28

Zpi2 X 10-2

0.83 0.15 2.93 0.06 0.20 1.20 8.50

lSee Table 1.

‘Unique = single count in the population; Rare = 0.01% - 0.09%; Fair =
0.10% - 0.99%; Common = 1% or greater.
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Table 3.--Distribution of Given Names by Racial Groups

Racial Groupsl
Sex / Type2 CAU

I
PTG HAM CHI

I
FIL I JAP I POR

I
KOR

Number of Configurations

Males
Unique
Rare
Fair
Common

Al1

432
239

81
23

775

723
412
136

15
1286

0.65
0.35

0.32
0.68

619
217

71
21

928

3798
1054

99
15

4966

2971
1266

219
7

4463

4883
3795

153
9

8840

467
16!3

98
22

755

1664
253

86
14

2017

1512
905
113

20
2550

Females
Unique
Rare
Fair
Common

AlJ

1866
869
165

14
2914

680
235
116

19
1050

2030
570
137

17
2754

1486
656
206

5
2353

1963
1882

228
4

4077

393
108
138

18
657

730
99

147
13

989

Males
Common
Others

0.46
0.54

0.62
0.38

0.23
0.77

0.13
0.87

0.13
0.87

0.49
0.51

0.20
0.80

Females
Common
Others

0.25
0.75

0.43
0.57

0.24
0.76

0.09
0.91

0.04
0.96

0.36
0.64

0.23
0.77

2pi2 X 10-2

Males, all types

Females, all types

1.69

0.77

3.23 2.82 0.51 0.49 0.40

1.80 1.59 0.57 0.40 0.33

1.96

1.39

0.43

0.71

1CAU = Caucasian; PTG = Portuguese; HAW = Hawaiian; CHI = Chinese; FIL =
Filipino; JAP = Japanese; POR = Puerto Rican; KOR = Korean.

2Unique = single count in the population; Rare = 0.01% - 0.09%; Fair =
0.10% - 0.99%; Conrnon= 1% or greater.
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Table 4.--Distribution of Middle Initials by Racial Groups

Racial Groupsl
Sex / Typez CAU I PTG HAW

I
CHI

I
FIL

I
JAP

I
POR KOR

Number of Configurations

Males
Unique
Rare
Fair
Commmon

Al1

Females
Unique
Rare
Fair
Common

Al1

Males
Blanks
Common
Others

Females
B1anks
Commmon
Others

122
134

1
20

277

118
107

3
20

248

0.17
0.81
0.02

0.14
0.83
0.03

64
22

1;
107

84
59

7
15

165

0.39
0.58
0.03

0.30
0.64
0.06

50
22
13
11
96

47
37
16

9
109

Epi

0.38
0.55
0.07

0.23
0.70
0.07

72
219
120

8
419

91
179
137

18
425

0.46
0.10
0.44

0.20
0.32
0.48

Zpi2 X 10-2

96 52 15
24 8 2

10 7
1;

144 ;: ::

96 80 18
31 78 2

7 11
17 12 1:

151 181 42

0.34 0.60 0.54
0.63 0.36 0.43
0.03 0.04 0.03

0.39 0.49 0.43
0.57 0.45 0.52
0.04 0.06 0.05

73
59
92

222

73
29
89
20

211

0.61
0.06
0.33

0.31
0.39
0.30

Males
Blanks
Common & Others

Al1

Females
Blanks
Common & Others

Al1

2.83 15.35 14.67 21.16 11.57 35.36 28.60 37.13
4.12 2.35 10.46 0.28 2.92 1.60 1.54 0.19
6.95 17.70 25.13 21.44 14.49 36.96 30.14 37.32

1.81 9.12 5.25 3.81 15.34 23.79 18.30 9.89
5.25 3.54 14.88 0.96 2.36 2.12 2.69 1.02
7.06 12.66 20.13 4.77 17.70 25.91 20.99 10.91

lCAU = Caucasian; PTG = Portuguese; HAW = Hawaiian; CHI = Chinese; FIL =
Filipino; JAP = Japanese; POR = Puerto Rican; KOR = Korean.

2Unique = single count in the population; Rare = 0.01% - 0.09%; Fair =
0.10% - 0.99%; Common= 1% or greater.
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SURNAME BLOCKING FOR RECORD LINKAGE

F. Quiaoit, Cancer Research Center of Hawaii, and
M.P. Ni, University of Hawaii, Honolulu
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In the linkage between two documentary
sources, each record from one source is compared
wi”thall the records in the other source. For
one-file linkage involving a single source, each
record is compared with all other records except
itself. In either case, the number of such
pair-muse comparisons becomes extremely large
even if the size of the documentary source is
moderate. The fact that only a small fraction
of these comparisons are meaningful emphasizes
the need for the grouping of records based on
one or more selected items of identifying in-
formation. This is known as blocking. Once
blocks are formed, the comparison of records is
only made between the two corresponding blocks
for two-file linkage or within the block for
one-file linkage.

In principle, any identifier may be used as a
blocking criterion. Surname is often selected
for this purpose. Blocking may be made on the
whole or part of the surname configuration.
The use of a phonetic code on the surname for
blocking has become popular in many applica-
tions. The objective of the present study was
to evaluate the performance of several blocking
methods based on prevalent name patterns in var-
ious racial groups in a multi-ethnic population,
and to test the effects of blocking on linked
pairs in which one or both records had known
reporting or recording errors in the surname
field.

MATERIALS AND METHODS

Data on surnames from the conplete 1942-43
Population Registration in Hawaii were used.
There were a total of 439,601 individuals
registered and fingerprinted under martial
1aw. Eight major racial groups were selected
including Caucasian, Portuguese, Hawaiian,
Chinese, Filipino, Japanese, Puerto Rican, and
Korean. All recorded surname configurations
for male subjects were analyzed in the present
study. Two methods, namely: the New York State
Identification and Intelligence System (NYSIIS)
and the Russell’s Soundex system were chosen to
pre-code surnames phonetically. Under each
method, records were blocked with the same code.
These two systems were compared specifically to
the other five methods of blocking, namely, by
the whole surname, first character of surname,
first two, three, or four characters of sur-
name, respectively. Criteria such as the total
number of blocks formed, distribution of block
size, and surname information in matching were
used for evaluation.
A set of known linked record pairs was ob-

tained from the linkage project between the
1942 Population Registration file and the death
file (1942-79) in Hawaii. It consisted of all
male subjects aged 60 and over in the 1942
population who died during the 38-year period
from 1942 to 1979. A total of 11,367 linked

pairs were established by computer as well as
by manual search (Mi et al,, 1983). Pairs, in
which recorded surname and first name ,were
switched, were excluded. There were 672 pairs
with various error conditions in surname. The
concordance rate of each method, which is the
percentage of record pairs that were properly
placed in the same block regardless of these
errors, was used for comparison.

RESULTS AND DISCUSSION

The number of male subjects in the 1942 Popu-
lation Registration is shown for each racial
group in Table 1. The total number of recorded
configurations for surname varied greatly among
racial groups ranging from only 241 in the
Korean group to 14,374 among the Filipino. The
average number of individuals possessing the
same surname varied from 2.6 for the Caucasian
group to 29.5 for Chinese men. The value for
each racial group was also the average block
size when blocking was based on the whole sur-
name of twelve characters. Most of the surname
configurations wew unique, having only a
single representation in the population. These
unique configurations included rare spelling
variations, and errors in reporting and record-
ing. When a part of the surname was used for
blocking, records having the same leading
characters in their surname fields were grouped
together. As shown in Table 1, the number of
blocks increased from an initial maximum of 26,
based on the first character of the surname,to
several hundreds or thousands using more lead-
ing characters for blocking. However, the
magnitude of increase was not linear for each
additional character used, and varied from one
race to another. The distribution of blocks by
size also changed. When the whole surname was
used for blocking, most blocks were small with
10 or less records. If blocking was based on
the first character of surname, the block size
increased tremendously. If MOre leading
characters were used, the number of records in
each block decreased as expected. The perform-
ance of the first four characters of surname
for blocking was comparable to the NYSIIS and
Soundex method in the percentage distribution
of blocks by size in all groups except the
Chinese and Koreans. The NYSIIS and Soundex
method produced a much higher percentage of
large blocks of over 50 records in the Cfiinese
and Korean groups. This was because almost all
the Chinese and Korean surnames were five char-
acters or less in length.

It should be emphasized that block size is an
important consideration in the choice of a
blocking method for linkage. Since the number
of pair-wise comparisons is equal to the pro-
duct of the size of two corresponding blocks in
two-file linkage and to the product of the
block size and block size minus one in one-file
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linkage, a larger block size will greatly affect
the cost of a linkaqe.
The other criterion which deserves attention

is the loss “of surname information in matching
by blocking:-.Suppose that there is no blocking
and the whole documentary source or file is
used as a giant block for pair-wise compari-
son. The amount of information provided by
surname in’matching is approximately l-Zpi2
where pi is the relative frequency of the ith
surname configuration and Zpi = 1. The squared
term represents the probability of chance match
on the ith configuration. When summed over all
configurations, the squared term gives the
total probability of chance match in surname.
The exact probability of chance match is 1 -
Xpipi‘ in the two file linkage where pi’ is
the relative frequency of the ith configuration
in the second source. If all individuals have
the same surname, that is, pi = 1, every record
pair must agree on surname and the total proba-
bility of chance match reaches the maximum of
1. Under this special condition, surname
clearly provides no information. On the other
hand, if each individual record has a different
surname, the probability of chance match is
minimal and the amount of information provided
by surname reaches the maximum. When blocking
is made based on surname (a part or whole), the
newly structured block consists of records of
one or more surnames, each with the relative
frequency of pij,, the jth surname within the
itllblock. The relative frequency of the ith
block is qi, and the probability of chance
match for records with the ith blocking cri-
terion is qi2. The probability of chance match
on surname within newly structured blocks is
ZEpid2/Zqi2, and the amount of information of
surname in matching is estimated by 1 -
EZpij2/Zqi2. Suppose that the whole surname is
used for blocking. Because each block is
characterized by a different surname, obvi-
OUSIY ZZpfd2/Zqf z = 1, therefore surname is no

longer informative and provides no discrimina-

tion among records within any block in which
pair-wise comparisons are made.
The average and maximum number of surnames

per block and the estimates of surname infor-
mation in matching under various blocking
methods are given in Table 2, When blocking is
based on the first character, the amount of
surname information was generally high except
for the Korean group. The probability of
chance match on surname was estimated to be
0.085, the highest among the eight racial

groups studied (Kagawa and Mi, 1985). The
amount of information decreased rapidly, par-
ticularly in the Chinese group, as the number
of leading characters for blocking increased.
When blocking is based on the NYSIIS and
Soundex codes, the amount of information was
close to those estimates derived from the
blocking based on the first four characters in
several racial groups. These phonetic coding
methods seemed to be desirable especially for
the Chinese and Korean groups, but not for the
Japanese. The concordant rate was defined as
the percentage of total pairs in which both
members were blocked concordantly by a given
method. Table 3 gives the estimates of the
concordant rate for the four selected methods.
The rate over all racial groups was 56.7, 43.9,
56.4, and 64.9 pe~ent, respectively, for block-
ing based on the first three characters, first
four characters, NYSIIS code, and Soundex code
of surname. Both NYSIIS and Soundex methods
consistently produced a high concordant rate in
all racial groups. 8ecause Chinese and Korean
surnames are generally short (composed of three
to five characters), errors would have to occur
in the first few characters. It was antici-
pated that blocking based on the first three
and four characters would not be highly desira-
ble. Among the 672 linked pairs, 176 linked
pairs were found to be concordant by all four
methods. Erroneous conditions at the end of
the surname were not detected even by the
modified NYSIIS system. There were 87, 106,
98, 86 and 119 record pairs in which errors
occurred in the first, second, third, fourth,
and between the fifth and eighth positions,
respectively. Therefore, it may be concluded
that in a population where spelling variations
or errors in rer)orting and recording usually
occur after the fourth position of the surname,
these four methods would perform equally well
for blocking. Othewise, NYSIIS and Soundex
should be more promising than methods which are
based on the use of leading characters.
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Table 1. Block Characteristics by Methods

Item I Racl al Groupsl
CAU I PTG I HAW I CHI I FIL I JAP I PUR I KOR

Number of
Male Subjects 34566 15970 7752 16118 40323 84298 4372 3786

Number of Blocks
Block Size

Distribution, %
- 10

1: - 50
51 - 100

101 - 500
501 - 1000

> 1000

Blocking by Complete Surname

13286 1595 2071 546 14374 5137 924 241

96.7 85.1 93.4 77.5 96.6 73.8 92.3 80.1
3.0 10.5 6.4 14.6 3.0 19.9 6.5 13.7
0.2 2.6 0.1 2.o oe2 ~Cl 008 4.6
0.1 1.6 0.0 5.5 001 3,1 o*4 ().8
0.0 0.2 0.0 0.0 0.2 0.0 0.8
0.0 0.0 0.0 ;:: 0.0 0.0 0.0 0.0

Average Size 3 10 30 3 5 16
Maximum Size 397 550 9; 1313 289 10;: 288 848

Blocking by First Character of Surname

Number of Blocks 26 26 23 24 26 25 24 22
Block Size

Distribution, %
1 - 10 3.9 11.5 17.4 12.5 3.9 16.0 8.3 31.8

11 - 50 3.9 19.2 26.1 12.5 3.9 4.0 25.0 27.3
51 - 100 3.9 3.9 21.7 3.9 8.0 9.1

101 - 500 15.4 15.4 17.4 4::: 23.1 12.0 5::: 18.2
501 - 1000 15.4 23.1 13.0 16;7 15.4 8.3 9.1

> 1000 57.7 26.9 4.4 12.5 50.0 5;:: 0.0 4.6

Average Size 1329 614 337 672 1551 3372 182 172
Maximum Size 3474 1922 4214 4157 4539 11229 811 1055

Blocking by First 2 Characters of Surname

Number of Blocks 280 155 142 113 232 178 144 82
Block Size

Distribution, %
- 10 34.3 36.1 62.0 39.8 35.8 32.6 58.3 65.9

1: - 50 21.8 26.4 24.7 27.4 17.2 18.0 24.3 15.9
- 100 10.0 12.3 4.2 12.1 10.1 9.7 12.2

1;; - 500 28.6 18.7 7.8 1::; 26.3 18.5 7.6 2.4
501 - 1000 5.0 5.8 0.7 3.5 4.7 6.7 0.o 3.7

> 1000 0.4 0.7 0.7 2.7 3.9 14.0 0.0 0.0

Average Size 123 103 54 143 174 474 30
Maximum Size 1008 1128 2869 4153 2809 6321 422 8;;

See note at the end of the table.
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Table 1. Block Characteristics by Methods (Continued)

I
Racial Groupsl

Itern CAU
I

PTG
I

HAW
I

CHI FIL
I

JAP
I

PUR
I

KOR

Blocking by First 3 Characters of Surname

Number of Blocks 2212 655 491 354 1880 835
Block Size

Distribution, %
1 - 10 68.6 68.8 75.6 68.1 66.5 50.1

11 - 50 24.5 19.1 18.3 19.5 23.7 24.9
51 - 100 3.8 6.6 3.1 3.1 4.9 7.3

101 - 500 3.1 4.9 3.1 6.8 4.6 12.7
501 - 1000 ‘ 0.0 0.6 0.O z.5 o.? 2.9

~ 1000 0.0 0.0 0.0 0.9 0.0 2.2

471 179

77.1
14.5

5.6
1.7
1.1
0.0

21
849

229

79.0
14.9

4.4
0.9
0.9
0.0

17
848

89

68.5
14.6
10.1
4.5
2.3
0.0

43
965

84.1
12.3
2.3
1.3
0.0
0.0

Average Size 16 24 21 101
Maximum Size 471 575 4:; 13;; 740 3879 30:

Blocking by First 4 Characters of Surname

Number of Blocks 6941
Block Size

Distribution, %
1 - 10 90.6

11 - 50 8.2
51 - 100 0.9

101 - 500 0.3
501 - 1000 0.0

> 1000 0.0

Average Size 5
Maximum Size 401

1112 974 490 5719 1818 709

79.9 82.3 75.9
13.1 15.4 13.9

4.1 1.4 2.7
2.6 0.8 5.9
0.3 0.0 1.0
0.0 0.0 0.6

85.9
11.9

1.5
0.6
0.0
0.0

61.1
24.5

5.9
6.9
0.7
0.8

89.0
9.0
1.4
0.6
0.0
0.0

14 9 33
554 255 1322

46
3838

6
300

Blocking by NYSIIS

Number of Blocks
Block Size

Distribution, %
- 10

1: - 50
51 - 100

101 - 500
501 - 1000

> 1000

7293 1025 631 209 6526 1922 649

91.7
7.1
0.8
0.4
0.0
0.0

79.4
12.5
4.6
3.2
0.3
0.0

80.0
13.8
4.3
1.9
0.0
0.0

71.8
12.4
3.3
7.7
2.9
1.9

87.6
10.7
1.2
0.6
0.0
0.0

55.8
26.4
6.8
10.0
0.8
0.2

88.4
9.2
1.5
0.8
0.0
0.0

Average Size
Maximum Size

5
414

16
586

13
406

77
2311

6
366

44
1114 30:

See note at the end of the table.
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Table 1. Block Characteristics by Methods (Continued)

laclal GroupsL
Itern CAU I PTG HAW

I
CHI FIL

I
JAP

I
PUR I KOR

Number of Blocks
. Block Size

Distribution, %
- 10

1: - 50
51 - 100

101 - 500
501 - 1000

> 1000

Average Size
Maximum Size

2864

72.9
22.1

3.6
1.5
0.0
0.0

12
449

Blocking by Soundex

813 441 161

73.8 77.1 60.9
16.0 15.7 16,2

5.8 3.6 4.4
4.1 3.0 13.0
0.4 0.7 3.7
0.0 0.0 1.9

20 18 100
587 774 2275

2779 948 555 86

66.8 43.1 85.8 62.8
26.8 26.9 11.5 16.3

4.8 9.5 1.6 12.8
1.6 15.5 1.1 5.8
0.0 4.3 0.0 2.3
0.0 0.6 0.0 0.0

15 89 8 44
352 1395 300 885

.

lCAU = Caucasian; PTG = Portuguese; HAM = Hawaiian; CHI = Chinese; FIL =
. Filipino; JAP = Japanese; PUR = Puerto Rican; KOR = Korean.
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Table 2. Surname Characteristicswithin Blocks

Racial Groupsl
Blocking Criterion CAU I PTG HAk/ CHI

I
FIL

I
JAP I PUR

I
I(OR

First character
First 2-characters
First 3-characters
First 4-characters
NYSIIS
Soundex

First character
First 2-characters
First 3-characters
First 4-characters
NYSIIS
Soundex

First character
First 2-characters
First 3-characters
First 4-characters
NYSIIS
Soundex

Average Number of Surnames Per Block

511 61 90 23 553 206
48 10 15 5 62 29
6 2 4 2 8 6
2 1 2 1 3 3
2 2 3 3 2 3
5 2 5 3 5 5

Maximum Number of Surnames Per Block

1407 184 961 1553 834
352 100 632 ;: 962 376
178 31 118 12 269 210
37 10 60 117 89
51 13 71 3; 52 70
68 16 136 24 74 71

Surname Information in Matching

0.99 0.89 0.99 0.81 0.99 0.98
0.94 0.70 0.99 0.70 0.97 0.94
0.75 0.32 0.93 0.20 0.85 0.84
0.40 0.14 0.78 0.07 0.57 0.79
0.48 0.17 0.90 0.57 0.46 0.43
0.64 0.20 0.95 0.54 0.61 0.64

39 11
6 3
2 2
1 1
1 1
2 2

113 31
48 22
23 23
10 10
9
15 15

0.$36 0.47
0.63 0.29
0.34 0.08
0.18 0.02
0.20 0.25
0.27 0.14

‘CAU = Caucasian; PTG = Portuguese; HAW = Hawaiian; CHI = Chinese; FIL =
Filipino; JAP = Japanese; PUR = Puerto Rican; KOR = Korean.
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Table 3. Concordant Rate of Blocking

Racial Groupsl
Blocking Method Total 1 CAU J HAN CHI FIL 1 JAP I PUR I KOR I OTH

Number of Linked Pairs with Errors in Surname

672 167 77 28 78 222 54 10 36

Concordant Rate (%)

First 3-characters 56.7 56.3 62.3 32.1 48.7 54.5 79.6 50.0 63.9
First 4-characters 43.9 50.3 52.0 14.3 32.1 41,4 59.3 20.0 44.4
NYSIIS 56.4 60.5 57.1 57.1 59.0 51.4 70.4 40.0 44.4
Soundex 64.9 66.5 53.3 71.4 71.8 65.3 75.9 50.0 44.4

‘CAU = Caucasian; PTG = Portuguese; HAW= Hawiian; CHI = Chinese; FIL =
Filipino; JAP = Japanese; PUR = Puerto Rican; KOR = Korean; OTH = All Others.
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