
Traditional statistical methods have been ap-

plied to the analysis of outcomes data.  In general, these

approaches are appropriate for examining the effect of

causal factors on client outcomes.  However, there are a

set of special issues that are pertinent to the analysis of

outcomes data.  The purpose of this paper is to describe

some of these key issues in the application of traditional

statistical techniques to outcomes analysis.

The first issue is the need to consider the com-

plex nature of the factors influencing outcomes.  Multi-

variate techniques are necessary to appropriately ana-

lyze the existing relationships.  Relationships may in-

volve interaction effects as well as mediator and mod-

erator variables.  Furthermore, complex models may be

compromised by collinearity. A second area of dis-

cussion is analysis of data from clinical trials.  Com-

bined with this is a review of the problems that arise

when random assignment is not possible.  Although,

clinical trials are frequently used in outcomes research,

random assignment of individuals to the control and

experimental groups may be difficult.  In this case, there

is a need to implement designs and analysis techniques

that preserve the validity of causal results.  One such

technique is the regression discontinuity design which

allows assignment of the experimental group on the ba-

sis of a cut-off score on a pertinent variable.  Other pro-

cedures are available to examine groups for initial dif-

ferences.

A third issue in the analysis of research data

relates to the examination of rare events as health out-

comes.  Although such outcomes occur infrequently, they

may be highly pertinent due to the high social and fi-

nancial costs and/or demands on the health care system.

To show a causal effect of intervention, the investigator

must demonstrate a phenomenal effect of the treatment

or have a large sample size.  Some analysis techniques

under the broad heading of survival analysis and research

designs are suggested to manage the analysis of rare

events.

A fourth issue that affects research with group

level outcomes is the need to analyze data at a group

rather than individual level even though the data may

have been collected from individuals.  Group level analy-

sis requires assurance that individual data is appropri-

ately aggregated to reflect the group opinion.  Other prob-

lems with group level analysis include reduced variabil-

ity and reduced sample sizes.  Several strategies can be

applied to reduce the possibility of incurring ecological

or individualistic fallacies.  Furthermore, contextual vari-

ables which may affect all members of the group may

affect the individual’s outcomes.  Contextual regression

is also discussed as an approach to managing the analy-

sis of this type of data.

A fifth issue that plagues the researcher is in-

complete data.  Missing data may more strongly affect

the outcomes of multivariate procedures.  If data on one
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variable are missing, the entire case could be lost to

analysis.  Some imputation strategies for dealing with

this difficulty are discussed.

A number of procedures are available to ana-

lyze data from outcomes research.  The major concern

with such analysis is not that clinical investigators need

to develop new procedures, but they should be cogni-

zant of the advantages and limitations of the various tech-

niques they select to use.  More educational programs

need to focus on outcomes research and the analysis of

that data.  In addition, professional support is needed

for students and programs that choose to emphasize out-

comes research.

Introduction

The intent of this paper is to review issues and

problems in analyzing outcomes data.  In point of fact,

traditional statistical methods can be applied to analysis

of outcomes data and the issues of analysis are the same

as those in any research study.   However, as we re-

viewed the outcomes research literature, there seemed

to be a few areas that have particular importance for the

outcomes researcher.  Although our general topic areas

are not exhaustive, they encompass some interesting

analysis problems.  The five areas we selected are analy-

sis of: 1) complex models, 2) data from clinical trials, 3)

rare events/outcomes, 4) aggregated data, and, 5) data

sets with missing observations.  Each area is reviewed

and the pertinent issues are elucidated.  Although we

attempted to keep them separate, design issues are some-

times integrated with analysis issues.  In some cases they

are so integrally related to the problem that design could

not be separated from analysis.

Complex Models

Much of outcomes research has focused on a

limited number of outcomes and causal factors

(Hegyvary, 1991).  An example is Kovner’s (1989) study

to examine the relationship between nurse patient agree-

ment on the importance of surgical outcomes to the ac-

tual outcomes of patient satisfaction and length of hos-

pital stay.  Kovner hypothesized that the greater the nurse

patient agreement, the higher the patient satisfaction

scores and the lower the length of stay.  Although this

research contains two outcome measures, its focus is on

one causal factor.  In the analysis, Kovner did include

selected demographic characteristics as control variables.

However, the model of primary interest contained one

causal factor.  Researchers and clinicians are now sug-

gesting that health care is multivariate in nature and may

not be adequately captured in a univariate model.  Once

this notion gains greater recognition, researchers will

be forced to analyze data with multivariate techniques.

Not only may the treatment have a specific effect but

attribute variables and contextual variables may affect

the outcome.  Furthermore, each of those variables may

be related to or interact with other variables in the set.

Collinearity

Collinearity, is not a new problem to behavioral

science researchers.  It has received attention for over

twenty years (Gordon, 1968).  When considering com-

plex variable sets, it is almost impossible to select a group

of variables that is expected to affect the outcome but

are orthogonal to one another.  In fact, if two or more

causal factors are related to the outcome, the likelihood

that they are related to one another or are collinear is

relatively high.  For example, a number of investigators

have attempted to determine the effect of hospital teach-

ing status and volume of procedures on the outcome of

mortality (See for example, Flood, Scott & Ewy, 1984a,

1984b).  Although there have been conflicting results,

in general, hospitals with medical school affiliations and

those that do more surgical procedures have lower than

expected mortality rates when these rates are corrected



for severity of illness.  It is also likely that hospitals af-

filiated with a medical school do a greater volume of

surgical procedures.

Many researchers believe that collinearity is not

a problem, since most statistical software programs will

estimate parameters if there is not an exact linear rela-

tionship.  Although this is true, the stability of the pa-

rameter estimation is in question as the value of the

matrix determinant approaches zero.  Furthermore, theo-

retically interesting variables may never enter the equa-

tion because they have a relationship to one or more

variables already in the model or those that enter may

appear unimportant due to reduced magnitude of effect.

Although indirect assessment of collinearity can

be obtained by a visual examination of the correlation

matrix of independent variables, this method falls far

short of what is now readily available to researchers.  In

point of fact, the use of such an approach will almost

always fail to find the linear composites that predict an

outcome variable.  In health outcomes research, if the

trend is indeed to approach the study of outcome vari-

ables with very complex models, the shortcomings of

detection become even more severe due to the number

of potential variables in the set.  Historically, other indi-

cators of collinearity were also used.  Evidence of col-

linearity was often claimed when hypothesized signs of

beta weights were incorrect or important explanatory

variables had low t-statistics.  Obviously, neither of these

conditions is a necessary or sufficient indicator of col-

linearity (Belsley, Kuh & Welsch, 1980).  The presence

of such indicators may in fact mean that theory is being

challenged by the particular data set under examination.

In summary, then the investigator cannot use such ap-

proaches to accurately assess the presence, magnitude

and location of the collinearity.  Fortunately, there are

several newer diagnostic procedures available to the

analyst.

Schroeder (1990) did a fine review of techniques

readily available in popular statistical software.  Her dis-

cussion of the use of the variance-inflation factor is es-

pecially helpful.  One additional technique bears men-

tion since it is now available on both SAS and SPSS

output and provides extensive information to the re-

searcher.  Belsley, Kuh, and Welsch (1980) propose a

method that takes into account two values to aid in de-

termining the magnitude and location of the linear de-

pendencies.  They combine data on the condition index

and the variance-decomposition proportion for each in-

dependent variable in the equation.  When both of these

values are of a sufficient magnitude, collinearity may

be affecting parameter estimation (Belsley, Kuh, &

Welsch, 1980, p. 112-113).  Since these diagnostics are

obtained after the regression has been performed, it is

clear that the matrix could be inverted and the determi-

nant was non-zero.  The fact that the matrix was inverted

does not, however, mean that the parameter estimation

was stable.

Belsley, Kuh, and Welsch (1980) propose cut-

off areas for both the condition index and the

variance-decomposition proportion but acknowledge that

these values may be somewhat sample specific.  What

is exciting about the use of these diagnostics is that the

location of the high variance-decomposition proportions

informs the researcher of the exact variables involved.

This is beyond our present approaches which provide

insight into the magnitude of the collinearity.  Pedhazur

(1982) suggests that if collinearity is present, additional

regressions, that is regressing each independent variable

in turn on all others, can be used to locate the exact prob-

lem.  The method proposed by Belsley, Kuh, and Welsch

(1980) is more efficient.  We can gain extremely valu-

able information about the stability of the estimation of

model parameters by using their method.



Once collinearity has been detected, the re-

searcher must handle the issue of what action should be

taken.  There are a number of options that can be se-

lected.  One obvious approach is to drop a variable from

the model.  Given that all the variables are theoretically

significant, an often used approach is to create a com-

posite score of the highly related variables.  This is es-

pecially appropriate when the investigator hypothesized

that the shared variance is attributable to a single out-

side influence or latent variable.  Using a factor trans-

formation matrix to weight the individual variables per-

mits the influence of each to be incorporated in the total

score.  However, the separate effect of each variable on

the outcome becomes less apparent.

Another approach to dealing with the issues of

collinearity is to use ridge regression.  Ridge regression

introduces a bias to the estimation procedure that is less

severe than that which results from the bias due to col-

linearity.  Encompassed in this method is both the pro-

cess for selecting the constant that will be added to the

main diagonal of the correlation matrix and the graphic

estimation, ridge trace, of the effects of collinearity

(Hoerl & Kennard, 1988; Schroeder, 1990).

Instead of using either of these approaches, the

investigator could move directly to the specification and

analysis of a latent variable model.  One of the most

attractive aspects of the latent variable approach is its

intuitively appealing assumption that there is no one

perfect measure of a construct.  The construct may be

measured more accurately by a set of measures that share

variance.

There are additional reasons for using latent

variable models.  Latent variable model analysis is pur-

ported to manage measurement problems, dependencies

among independent variables, and competing model test-

ing.  The advantages of the latent variable model ap-

proach have been discussed in detail in numerous publi-

cations such as Bentler (1980); James, Muliak and Brett

(1982); and Loehlin (1987).  The two steps in the latent

variable model process, referred to as the measurement

model and the causal model portions, are proposed as

ways to manage the problems noted above.  In point of

fact, researchers who add a measurement aspect to their

design, namely a factor analytic portion, as well as the

analysis of a causal model, are using both steps.  What

is compelling about latent variable analysis software is

the ease of obtaining output and certain statistical esti-

mates.  However, such estimates can be obtained through

other statistics as suggested by Ferketich and Verran

(1990).

If a model is properly specified, results from

path analytic and latent variable modeling approaches

should be similar.  An example of the similarity of find-

ings when different methods are carefully used is found

with the reanalysis of the Weisman and Nathanson

(1985) data.  Weisman and Nathanson (1985) reported

on a study of the effect of an aggregate variable of job

satisfaction of nursing staff on client outcomes in 77

family planning clinics.  There were two anomalous find-

ings that Hays and White (1987) thought might have

been due to the method used.  They reanalyzed the data

using the LISREL software.  Their reanalysis strength-

ened the findings of the original study.  We believe such

examples support the need for carefully specifying and

testing models as in the Weisman and Nathanson study

(1987).

Although there is promise in using latent vari-

able analysis, there are considerations that are often given

inadequate attention when investigators propose using

them.  Latent variable modeling cannot be used just be-

cause there is a large data set available and the manifest

variable model testing did not provide the desired re-

sults.  Important conceptual preconditions must exist in

order to use the method effectively.  These precondi-

tions relate to: 1) the design of the study, 2) the sample

size, 3) the method of data collection, 4) and the vast



realm of issues pertaining to the manifest variables and

their measurement (Bentler, 1990).  For example, the

issue of sample size constantly appears when investiga-

tors propose the use of a latent variable model.  In the

usual regression procedures, the number of parameters

that are to be estimated is fairly easy to determine and a

count of these parameters can be used as the basis for

estimation of sample size.  Knapp and Campbell-Heider

(1989) provide a good discussion of the various esti-

mates of sample size for regression and regression based

procedures.  Certainly the matter of sample size with

latent variable modeling is not as easy to solve.  The

sample size must be sufficient for not only the beta

weights that will be estimated but for the

variance-covariance structure of the model.  Large scale

health outcomes studies should not have as much diffi-

culty as smaller studies or small clinical trials.  In this

case the analysis of complex models may be beyond the

data.

Since latent variable models manage large num-

bers of related manifest variables, they hold much prom-

ise for outcome researchers.  However, Bergner (1990)

states that it is unlikely that the full potential of latent

variable modeling will be achieved until four conditions

are met.  First there needs to be a clear non-technical

presentation of the method that can be understood by

methodologically sophisticated but perhaps mathemati-

cally unsophisticated audiences.  Second, software needs

to be available that will provide diagnostic displays to

allow examination of the form of relationships not just

the goodness-of-fit of the model.  Only in this way will

the researcher know if a functional misspecification is

creating the lack of fit.  In regression procedures, re-

sidual displays are readily available that allow the re-

searcher to make such assessments.  Third, the software

needs to be designed so that ways are available to test

robustness of the model while recognizing the problems

of misspecification, unreliability of measurements, and

inappropriate functional forms.  And, fourth, more com-

plete elucidation of each stage of the analysis is needed

so that the researcher is more thoroughly informed of

what is happening during the analysis procedure itself.

We have been reviewing models whose com-

plexity is defined by numbers of indicators and possible

problems due to interdependence among independent

variables.  Complexity can also occur in models with

relatively few variables but for which interaction, me-

diator, and/or moderator effects may be present.

Interaction terms, Moderators, Mediators

Interaction can be defined as the joint effects of

two variables on an outcome.  As Pedhazur (1982) states

“...a given combination of treatments...may be particu-

larly effective because they enhance the effects of each

other, or particularly ineffective because they operate at

cross purposes,...” (p. 350).  Interaction effects may be

apparent over the full range of the variables in question

or they may be more effective in a given region.  For

our purposes in discussing special problems in health

outcomes research, interaction in its broadest definition

includes two special subcases.  These are mediating and

moderating effects.  The latter is particularly compel-

ling when considering variables in outcomes research

since organizational, educational, and attribute variables

may be considered moderators in certain models.

Moderators and mediators are third variables

(as opposed to the dependent and independent variable)

which alter the effects of the cause on the outcome.  The

moderator variable serves to partition the focal variable

into subgroups over which it has maximal effectiveness

in regard to the outcome variable.  The mediator vari-

able represents the means by which the focal variable

affects the outcome variable (Baron & Kenny, 1986).

In a visual representation of the moderator model, the

moderator is placed in the same stage of the model as

the independent variable and the interaction term.  Thus



the main effects for the focal (independent) variable,

main effects for the moderator and interaction effects

are all in the same stage.  However, for the mediator

model, the mediator is placed between the independent

and dependent variable.

“Mediator-oriented” research tends to focus on

the mechanism by which the effect on the outcome vari-

able is altered by the mediator rather than by the inde-

pendent variable itself.  Moderator variables, on the other

hand, are often considered when there are unexpected

weak or inconsistent relations from one study to another

or from one population to another (Baron & Kenny,

1986). It is possible to propose very complex models

in which both moderator and mediator effects are hy-

pothesized.  Baron and Kenny (1986) provide some spe-

cific approaches to analyzing complex models with

mixed mediator and moderator effects.  They propose

that a model be developed and a series of hypotheses be

tested based on the model to examine the postulated re-

lations.  Once the hypotheses have been set, the analy-

sis is relatively straight forward based on regression

analysis in which causal paths are expected to exist, dis-

appear, or remain stable.  Peters and Champoux (1979)

provide another set of testing procedures for complex

moderator models.  Their work is based in organiza-

tional research.

An example of outcomes research which inves-

tigated disordinal interaction is provided by Szymanski

and Parker (1989).  These researchers used the

Attitude-Treatment Interaction (ATI), also called the

Trait-Treatment Interaction, approach to examine for

specific areas of interaction across the variable of edu-

cational level.  They found positive client outcomes were

dependent upon educational level of rehabilitation coun-

selors.  However, there was an interaction of years of

experience with education.  Findings indicated the range

of years of agency service within which master’s pre-

pared counselors would achieve better client outcomes

than Bachelor’s prepared counselors.  The authors note

that the complex nature of the relationship of level of

rehabilitation counselor experience and education to cli-

ent outcomes resulted in disordinal interaction of regres-

sion lines.  They further suggest that the ATI design

was quite helpful in accounting for such interactions.

The ATI approach is discussed both by Borich (1986)

and Pedhazur (1982).

Each of the techniques to investigate complex

interaction models presupposes that the investigator has

posed sets of hypotheses prior to the institution of the

study or at a minimum a priori to the analysis.  When

theory is lacking regarding the effect of a moderator,

post hoc analysis could be used to explore the data.

Although a moderator might not have been hypothesized

and data collected specifically on that moderator, the

effects of the “third” variable can be assessed.  If no

moderator exists which is affecting the power of the

model, then the effect or explanatory power of the model

should be equal across all levels of the independent vari-

ables.  In regression analysis an unequal effect can be

examined post hoc through an assessment of the unex-

plained variance (residuals).  The residuals can be plot-

ted against various independent variables.  The plot

should show an equal band of residuals on both sides of

the zero line.  If there are areas of unequal spread, the

conclusion is that the model is not operating the same

way across different levels of the independent variable

under scrutiny.  One possible explanation for such un-

equal explanatory power is that a moderator variable is

affecting the action of the independent variable on the

outcome variable.  Ferketich and Verran (1984) describe

this process of plotting residuals.

Given the wide ranging possibilities for ana-

lyzing the effects of mediators and moderators, it is con-

ceivable that arguments can occur over which phenom-

ena is representative of reality.  While such arguments

are necessary to clarify the theoretical intention of the



researcher, the analysis is relatively straight forward.  We

hope that the theoretical question drives activity and not

the analysis of special relations.

Clinical Trials

The clinical trial provides a powerful design to

study the outcomes associated with various interventions.

A critical component of the clinical trial is the use of a

control group with which the responses of the treatment

group or groups are compared.  It is important to note

that the term “control group” does not necessarily mean

than randomization to treatment or control was em-

ployed.  There are a number of ways to obtain controls.

The two most common methods beyond randomization

are the use of historical data and the use of intact groups.

Randomized Clinical Trials

The randomized clinical trial is the “gold stan-

dard” against which all other types of clinical experi-

ment or quasi-experiment are compared (Murdaugh,

1990).  Randomization insures that bias is eliminated

from the assignment of treatments, that groups are bal-

anced in covariates whether or not these variables are

known and guarantees the validity of statistical tests of

significance (Byar et al., 1976).  In regard to statistical

tests, randomization allows use of probability distribu-

tions and, hence, significance tests, for the difference in

outcomes between treatment and control groups.

There are a number of ways to randomize sub-

jects to groups and some of these techniques affect the

results of analysis.  For example, Ellenberg (1984) de-

scribes the modified-consent design, which allows ran-

domization prior to obtaining informed consent.  This

approach eliminates the uncomfortable situation of hav-

ing to obtain consent without being able to explain the

treatment to the patient.  The modified-consent design

presents analysis problems because there will be patients

who refuse to accept the randomly assigned treatment

and may then be assigned to a group receiving standard

therapy.  If these groups are compared, using the usual

analysis procedures applicable to randomized treatment

assignment, the treatment effect may be diluted.  If will-

ingness to follow a particular treatment influences out-

comes, elimination of subjects who refused treatment

from the analysis may bias results.  Therefore, all pa-

tients must be included in the analysis whether or not

they initially refused the experimental treatment.  The

dilution of treatment effect is handled by increasing the

sample size by an inflation factor calculated with the

formula: (1 - r
1
 - r

2
)-2, where r

1
 and r

2
 indicate the refusal

rates for each treatment.

Even with randomization, some statistical ad-

justment may be necessary to correct for chance pre-

treatment differences in groups on possible confound-

ing variables.  It is for this purpose that Fisher first in-

troduced the Analysis of Covariance (Kaplan & Berry,

1990).  Analysis of Covariance is also useful as a method

for reducing error variance thus increasing the precision

of the examination of differences between groups.  Of

course, if some unmeasured or unknown variable influ-

ences outcomes, these factors should exert the same in-

fluence in both the treatment and control groups.

Non-randomized Clinical Trials

Some questions cannot be answered with ran-

domized clinical trials either because randomization is

difficult, not feasible or considered unethical.  Difficul-

ties with randomization include those situations where

intact groups must be used for the research.  Random-

ization would not be feasible in the situation where an

insufficient number of patients or groups are available

for study.  Finally, randomization may be considered

unethical when treatment is desperately needed by indi-

viduals.



When comparison groups are chosen by means

other than randomization, the researcher must make the

assumption that the groups are identical on all impor-

tant variables except for the treatment or that some type

of statistical correction will be made for pretreatment

differences.  Analysis of Covariance and multiple re-

gression techniques are often used to make these cor-

rections.  However, they must be used with caution as

these techniques cannot serve as a substitute for ran-

domization.  The objective of these statistical adjust-

ments is to reduce bias, however, they can do nothing to

solve bias due to unequal effects that unmeasured or

unknown variables will have on the outcome.  Nor can

these techniques correct for the bias that may result due

to measurement error in the covariate (Kaplan & Berry,

1990).  This measurement error will tend to attenuate

the adjustment for group pre-treatment differences.

Some authors (e.g. Lord, 1960; Campbell &

Boruch, 1975) have proposed strategies to resolve at least

the problem of measurement error in the covariate.  Most

of these strategies use the estimated true score of the

covariate rather than the observed score with measure-

ment error.  This true score is estimated with a correc-

tion for attenuation formula using a variety of reliability

coefficients.

Mishel (1990) offers a set of recommendations

to reduce bias associated with non-randomized clinical

trials.  These include: 1) planning for multiple measures

of covariates to increase reliability,  2) using multiple

covariates to increase analytical power, 3) selecting

covariates on the basis of previous research and theory

to reduce the effect of unmeasured variables, 4) consid-

ering a time series or repeated measures design to ex-

amine discontinuities over time in the same group rather

than focusing on between group comparisons, and, 5)

calculating regressed gain scores for separate groups

rather than across groups.

Regression Discontinuity Design

The analysis strategies for non-randomized

clinical trials mentioned above are appropriate when

randomization is not used because it is difficult or not

feasible.  They do not necessarily solve the problem when

ethical considerations negate randomization.  One de-

sign-analysis strategy that may be useful for these situa-

tions is the Regression Discontinuity (RD) Design.

According to Trochim (1984), the RD design is appro-

priate when ethical questions are involved in the ran-

domization of needy individuals to no treatment or re-

strictive treatment groups.  Although there are several

modifications of the RD design, in its simplest form it is

a pretest-posttest control group approach that assigns

subjects to intervention or control groups based upon a

cutoff score on a variable pertinent to the investigation

such as the pretest score on a patient outcome or symp-

tomatology.  The expectation of the design is that, if

there is a treatment effect, the regression line for the

treatment group of the post-test measure on the pre-test

measure will show a discontinuity when compared to a

modeled regression line had there been no treatment.

For example, assume patients with high scores on a

highly reliable and valid measure of pain were placed in

a treatment group utilizing guided imagery while those

with low pain scores were assigned to a control group.

Further, assume that the cutoff score on the pain mea-

sure was 50.  An assumption of the design is that there

would be a strong positive correlation between pre-test

and post-test scores.  If no treatment were given to any

patients, a regression line could be calculated along the

full range of this relationship.  However, a treatment

will be given to those subjects with scores higher than

the cut-off of 50 points.  If the treatment is effective, the

regression line of pre-test and post-test scores for those

individuals receiving guided imagery will be offset, or

lower, from the regression line which is modeled from

the subjects who were in the control group.



There are several assumptions that must be met

to implement an RD design.  First, it must be possible to

quantitatively measure a pertinent cutoff criterion and

then it must be followed without exception.  Second,

the pre-post distribution must be able to be described by

a polynomial function.  Third, there must be sufficient

individuals within the control group to model the hypo-

thetical regression line had there been no treatment.

Fourth, both groups of subjects must come from a con-

tinuous pre-test distribution with the division between

groups determined by the cutoff criterion.  Finally, the

treatment must be given uniformly to all recipients in

the experimental group.

The analysis of an RD study is somewhat com-

plex and involves the determination of the appropriate

polynomial function that fits the results of the study.  The

first step in analysis is transformation of the pre-test score

so that the intercept of the regression is equal to the cut-

off score.  Next, the relationship is examined visually to

determine whether there is any discernible discontinu-

ity at the cutoff.  It is possible that a discontinuity may

be masked by variability in the data, therefore, even if a

treatment effect is not visually apparent, the analysis

moves to the determination of the degree of polynomial

that may fit the data.  This is usually done subjectively

by visualizing the number of bends in the plot of the

data.  Higher order terms are created along with interac-

tions between the exponential terms of the transformed

pre-test score and a group membership variable.  The

final regression will contain the first order transformed

pre-test scores, the group membership variable, the

higher order polynomial terms of the transformed pre-test

scores and the interactions between these terms and the

grouping variable with post-test scores as the dependent

variable. The model is subsequently refined by drop-

ping non-significant polynomial terms and the appro-

priate interactions.  The regression coefficient associ-

ated with the group membership variable is the estimate

of the main effect of the program.

Although the RD design is a viable alternative

when ethical considerations do not allow randomization,

it is not the solution to all situations in which a random-

ized clinical trial is inappropriate.  As Williams (1990)

points out, the assumptions of the design and analysis

are also its greatest limitations.  The technique requires

larger sample sizes than does the randomized clinical

trial.  In fact, Trochim (1990) indicates that as many as

two and one-half times as many participants many be

required as in a randomized experiment.  The second

major limitation is that there must be clear and distinct

measures to determine a cutoff criterion.  It is possible

to combine several measures to form this cut-off, but

they still need to be quantitatively modeled.

Even with its limitations, the RD design is a

valuable addition to the techniques available to the re-

searcher interested in examining patient outcomes.  It

provides a unique way to avoid the ethical dilemma of

withholding treatment from those who are most in need.

In addition, as Luft (1990) notes, “The RD approach

also relies on the careful wedding of analysis and de-

sign, which is likely to lead to improved research” (p.

142-143).

Rare Events

Some health outcomes occur rarely.  Rare events

are defined as those that occur less than one time per

100 years or where the probability of occurrence in the

sample is equivalent to the probability of occurrence of

the event and competing events in the parent sample.

The first definition can best be explained from analysis

of the probability of an extremely rare event, such as a

nuclear meltdown.  The second definition can best be

explained by events that occur with greater frequency

but there are many competing events occurring concur-



rently.  For example, the occurrence of cancer from ex-

posure to a chemical used in automobile tire production

(Rowe, 1986).  Even though health outcomes events of

interest to nursing may not be as rare or as imbedded

with other events,  we believe there are some useful par-

allels that deserve attention.

In health outcomes research two variations on

the general theme of rare events are 1) a given outcome

has a low probability of occurrence in any population

and 2) a population is so small that the total number of

cases, even of a common occurrence, is small.  In each

of these cases it is assumed that the occurrence of the

event is costly to society.  In the first case for example,

the probability of the birth of a very low birth weight

infant is relatively small within the overall population

of births.  Yet the occurrence of such an event places an

extraordinary demand on resources and may create an

inordinate social and financial burden on the family and

society.  Thus, the cost per event is high even though

the probability of such an event occurring is relatively

low.  Such events often become the focus of outcomes

research.  The second class of rare events may be illus-

trated by the situation of teenage pregnancy.  Even

though teenage pregnancies have become more frequent,

in small populations, such as that in a rural community,

the proportion of teen pregnancies will be quite low sim-

ply because the population is so small.  When health

care research is aimed at decreasing the probability of

the event, the researcher is faced with critical issues re-

garding sample size.  Either the investigator will need

to demonstrate a phenomenal effect on a smaller popu-

lation or the sample size will need to be very large.  Most

often with rare events, the researcher must focus on the

design of the study in order to use the most parsimoni-

ous sample necessary to answer the question.

The first approaches discussed for analysis of

rare events are drawn from the analysis of events such

as nuclear meltdown (Rowe, 1986).  The first strategy

is to model estimates to study the outcomes of similar

systems.   Logical conclusions are drawn about the oc-

currence in the system of interest.  The validity of such

generalizations is, of course, dependent on the confi-

dence one has in the similarity of the systems.  A sec-

ond strategy is based on system structuring.  The re-

searcher analyzes the failure of component parts of the

system.  If a failure occurs at a critical step in a system,

such as in the sequence of care events, this particular

failure might be studied.  Subsequent conclusions drawn

could be then made to the entire system.  Of course,

there are problems with the degree of confidence one

can have in such analyses since there may be any num-

ber of single or combined places that may be critical in

the sequence of care.  We recognize that this may be a

different way of thinking about the delivery of health

care but may hold some interesting possibilities for rare

events analysis.

Retrospective Studies

There is another set of approaches that can be

used to study rare events.  The broad heading is that of

retrospective studies which include case control meth-

ods.   In the case of retrospective studies all phenomena

of interest occur prior to the research.  When it is diffi-

cult to predict the occurrence of an event or the event

occurs infrequently, retrospective studies are very ap-

propriate.  The retrospective cohort design, also termed

the historical cohort design, allows the researcher to enter

subjects by past exposure to the event of interest.  For

example, consider a study of falls among post surgical

patients.  The antecedent event might be exposure to a

particular ambulating procedure used by the nursing

staff.  The analysis would then focus on the difference

in the number of falls between the groups who experi-

enced the antecedent event and those who did not.  In

the case-control method the subjects are entered accord-

ing to the presence or absence of the outcome variable.



In this case the interest is on the client who has experi-

enced a fall.  Since the incidence of falls is infrequent, if

a random sample of patients were selected, the number

of patients necessary for the analysis might be quite high.

Therefore, even with all of the known problems about

supporting causal links with such designs, they offer

effective approaches to the analysis of rare events with-

out the difficulties of accruing large samples.

Contingency Tables

Once the design for the study of the rare event

is determined, the statistical approaches are fairly straight

forward.  The analysis in part depends on the outcome

of interest and the number of variables considered.  For

example, the researcher is frequently interested in a di-

chotomous outcome, that is, either the event occurred

or it did not occur.  The examination of independence of

cells in a 2 x 2 contingency table would be appropriate

if only a limited number of discrete choices were avail-

able in the treatment and outcome variables.  Contin-

gency table analysis can be expanded for a three dimen-

sional contingency table and log-linear models can be

used for multidimensional contingency tables.  Helpful

sources for analysis of multidimensional categorical data

are by Cox (1970); Bishop, Feinberg, and Holland (1975)

and Feinberg (1980).  Additionally, for dichotomous

events, the binomial distribution can be used to test for

nonrandom occurrence.  For rare events, the poisson

distribution can be used to approximate the binomial

distribution.  Again, however, the sample required for

sufficient occurrence of the rare event may be large.

Survival Analysis

In clinical studies, the outcome of interest may

not occur during the study period.  Survival analysis

encompasses a set of techniques to analyze survival data.

Survival data represents time to the occurrence of a spe-

cific event, such as, length of time before death of cli-

ents under varying treatment conditions.  For example,

nursing might be interested in care that delays the onset

of severe disability in people with Alzheimer’s disease.

Thus, one collects data on the time to the occurrence of

a specific level of mental disability.  The key distinguish-

ing factor for survival analysis is the presence of cen-

sored data which is most often right censored.  Data are

said to be censored when the value of the random vari-

able is unobserved for some of the sample.  Censored

data is distinct from missing data in that the unobserved

event conveys information about the phenomena under

study (McCool, 1982).  For example, if people receiv-

ing a particular nursing protocol do not display a par-

ticular level of disability, then much information is con-

veyed relative to those people who do display the par-

ticular level.  Right censored data relate to data from a

subject who is removed from study prior to the occur-

rence of the event of interest.  For example, a longitudi-

nal study might end prior to the display of the behavior

of subjects.  Left censoring, on the other hand, occurs

when death or some other failure occurs prior to the des-

ignated time.

There are two assumptions that are necessary

to proceed with analysis of survival data.  The first as-

sumption is that failure mechanisms are independent

across individuals over the given time interval.  The sec-

ond assumption is that the conditional probability of fail-

ing in time t, given events up to time t, is the same as the

conditional probability of failing up to the given time t.

These assumptions are stated more rigorously in sources

such as Cox and Oakes (1984).  A derivative of these

assumptions is that any censoring mechanisms that with-

draws subjects who have a particularly high or low risk

of failure is prohibited.  Regression-discontinuity de-

signs are one method to manage the issues that may arise

by keeping subjects in or not allowing subjects to enter

the study.  If survival analysis is used, there are a num-

ber of ways that the data can be modeled.  The analysis,



however, is aimed at drawing inferences about the dis-

tribution of survival times.  The appropriateness of the

selected model can be assessed by plotting procedures

(Andersen & Vaeth, 1988).

Aggregating Data

Much outcomes research deals with dependent

variables that were measured and, hence, analyzed at

the group level.  For example, mortality and morbidity

are reported as rates of occurrence for a group of indi-

viduals.  In addition, in multivariate research, some

causal factors may only be measurable at the group level.

Examples of these factors include structural components

of the organizations within which care is delivered (e.g.

degree of decentralization, type of institutional owner-

ship).  When groups are being compared, the focal unit

of interest is the group, and the unit of analysis should

also be the group, even though the independent vari-

ables may be measured at the individual level.  This di-

lemma of different units of analysis within the same

model leads to the use of aggregated data as a represen-

tation of a group phenomena that was measured at the

individual level.  For example, in the previously men-

tioned study, Weissman and Nathanson (1985) exam-

ined the impact of a series of organizational attributes

on aggregated job satisfaction and the outcomes of ag-

gregated client satisfaction and client compliance.  In

addition, they examined the relationship of job satisfac-

tion to the two outcome measures.  The data were col-

lected in 77 family practice clinics and these clinics be-

came the sample for the analysis even though data were

collected from 344 registered nurses and approximately

2,204 clients.

There are many issues involved in selecting the

appropriate instruments to be used in aggregating data,

but we will concentrate on analysis issues and assume

that accurate and  consistent instruments were used to

obtain the data.  Analysis issues include, 1) assuring that

individual data is acceptable to aggregate to the group

level, 2) dealing with radically reduced sample sizes and

variance, and, 3) use of specific analysis techniques.

Data that have been aggregated to form a mea-

sure of the group itself, rather than as an average of a

group of individuals should be clearly representative of

the group.  Further, the group should be sufficiently

homogeneous that one measure reflects the group posi-

tion.

Representation can be assumed if a sufficient

number of group members have been measured.  A re-

sponse rate of 50% on a measure of autonomy would

not result in an aggregated score that accurately reflects

the opinion of the group.  Without assurance that a suf-

ficient proportion of the group has responded to a sur-

vey or questionnaire, the analyst should not aggregate

data and represent it as an accurate measure of group

behavior or opinion.

Data should be used in an aggregate form only

when the variability of scores among group members is

low enough that the mean reflects the general opinion.

One way to test for this lack of variability is to use a

form of intraclass correlation to examine whether the

within group variability is less than the between group

variability (Bartko, 1976; James, 1982).  An intraclass

correlation of .60 or higher indicates sufficient within

group agreement that the aggregated measure is an ap-

propriate representation of the group (Glick, 1985).

Since Robinson (1950) warned about the dan-

gers of using aggregate data to study individuals, re-

searchers have recognized that correlations with aggre-

gate data many differ from the correlations computed

with the same data at the individual level.  In general,

correlations of aggregate variables based on homoge-

neous groups are higher than their individual-level coun-

terparts.  An ecological fallacy may result when these

correlations are used to infer from the group to the indi-

vidual.  An individualistic fallacy is also possible when



data from individuals is incorrectly used to infer to the

group.  One of the reasons that correlations alter with

aggregation is due to the changes in the variance and

covariance structure of the variables.  There are usually

major decreases in variability when data are aggregated.

Since the majority of statistical procedures depend on a

reasonable amount of variance in the phenomena of in-

terest, severely reduced variability will bias the results

of statistical analysis.

A further bias to statistical analysis is the re-

duction in sample size that must occur when data are

aggregated.  As noted in the Weissman and Nathanson

(1985) study, data from 344 nurses and 2,204 patients

reduced to a sample size of 77 clinics.  This sample is

still sufficient for the path analytic model used in the

study, however, other researchers have found that using

the group as the unit of analysis will severely reduce

analysis choices.  For example, Verran, Murdaugh,

Gerber and Milton (1988) are examining the effect of

an innovative practice model on patient outcomes in-

cluding satisfaction, costs, and the morbidity measures

of infections etc.   Staff satisfaction, as measured at the

individual level and aggregated to the group, is predicted

to influence retention factors and patient outcomes.  The

latter two sets of variables were measured at the group

level.  Data collection on the individual level has in-

cluded sample sizes of 600 and more nurses, while at

the group or nursing unit level the sample is 20.  Al-

though path analytic techniques or structural equation

modeling would be appropriate for this research, only

bivariate correlations are reasonable with this small

sample because of the bias that would result in param-

eters should more sophisticated multivariate techniques

be used.

Rousseau (1985) recommends a series of strat-

egies to avoid making ecological or individualistic fal-

lacies when using aggregated data.  First, variability

should be assured by increasing the sample size as much

as possible.  While this approach may be feasible when

data are being abstracted from large preexisting data

bases, it may be economically unfeasible when primary

data are being collected.  In that situation, only those

analytic techniques that are appropriate for small sample

sizes should be used, but attempts should be made to

collect data from groups that are dissimilar so that vari-

ability will be increased.  Second, whenever possible,

global measures of variables should be used since they

avoid ambiguity because they are directly linked to the

focal level of interest.  Third, the level of analysis should

be consistent with the level of the focal unit.  In general,

the focal unit generally corresponds to the level of mea-

surement of the dependent variables.  In the event that

different units of measurement must be included in the

model, the data should be maintained at the lowest mea-

surement level possible.  This requires the building of

data files with both individual and aggregate level data

included.  Finally, the psychometric properties of instru-

ments should be examined at the level of analysis to

assure level specific reliability and validity.

Some specific analytic techniques have been

recommended to assist with the examination of group

level data.  Langbein and Lichtman (1978) deal with

analysis and grouping techniques to avoid the ecologi-

cal fallacy.  Many of the approaches proposed depend

on how data are formed into groups.

It is also possible to use measures other than

the mean of aggregated data to represent the group.  For

example, when there is a high degree of within group

variability, the variance may be of interest rather than a

measure of central tendency.  It is possible that the lack

of agreement within a group may have greater impact

on outcomes than the magnitude of the group score on a

measure.

Contextual regression (Holzemer, Jennings,

Chambers & Paul, 1989) provides a systematic method

for looking at the effect of contextual variables mea-



sured at the group level, on outcome variables measured

at the individual level.  With contextual regression, analy-

sis is done at the individual level, but group variables

are included in the regression equation.  The purpose in

contextual regression is to determine the presence of a

contextual effect which requires that two regression

equations be examined.  Both equations are designed

with hierarchical inclusion and stepwise entry of vari-

ables within each hierarchy.  A contextual effect would

be considered present if group variables account for a

significant variation in the dependent variable while

controlling for individual characteristics.  An individual

effect would be present if individual variables account

for a significant variation in the dependent variable while

controlling for group characteristics.

The analytic techniques mentioned have indi-

vidual level data for the dependent variable.  Therefore,

the researcher can analyze individual scores with the

inclusion of grouped variables.  When the dependent

variable is at the group level, usually the researcher has

no choice but to analyze at that level.  This requires ag-

gregation of data with attention to the following:  1) care-

ful delineation of the measurement and analysis levels,

2) insuring variability by including sufficient numbers

of dissimilar groups, 3) choosing instruments in which

items have a group referent; 4) testing the psychometric

properties of instruments at the focal level, 5) testing

aggregated scores for within group variability as opposed

to between group variability, and 6) choosing analytic

techniques appropriate for the group level sample size.

In summary, although analysis at the group level with

measurement at the individual level presents some unique

problems, it is possible to successfully manage this type

of data with attention to the items indicated above.

Incomplete Data

In many studies, missing data presents unique

problems for the analysis.  Missing data can occur from

a variety of sources, not all of which can be prevented.

Different statistical procedures present different prob-

lems when there are missing data.  For example, many

researchers are familiar with the management of miss-

ing data in an analysis of variance model.  For example,

in some cases, pooled variance estimates can be used to

simplify computations.  When multivariate techniques

are used, the absence of a single data point may lead the

investigator to discard the entire case from the sample.

There are many other reasons for missing data.  One of

the most damaging and least well handled in analysis is

when there is an unknown systematic bias operating.

For example, nonresponses in survey studies present

particular problems.  Although some data can be col-

lected on nonrespondants, it may not be possible to gather

the type of data that will provide sufficient information

to estimate the amount of bias in the analysis.

There are several procedures for handling miss-

ing data.  As was mentioned above, the investigator can

discard the case from the study.  For some studies, espe-

cially those with small samples, discarding subjects can

be hazardous.  There are alternate approaches which can

be used.

Little and Rubin (1988) summarize several ap-

proaches that are used under the broad classification of

imputation-based procedures.  The class of procedures

uses various schema for filling in missing data.  The

data are then analyzed as if they were complete.  “Hot

deck” imputation is a process whereby recorded units in

the sample are substituted for the missing data.  “Mean

imputation” is the use of means from sets of recorded

values.  The subjects mean on a subscale might be used

to substitute for a missing value in the subscale.  The

third major method in the set of procedures is regres-



sion imputation where the missing value is predicted

based on the known value of the data for a given unit in

the sample.

Weighting procedures can also be used to sub-

stitute values for missing data.  The probability of selec-

tion of any sample subset is determined.  The design

weights are inversely proportional to that probability.

If the design weights for a particular subset of the sample

is constant, subclass means can be substituted for miss-

ing data.

Lastly, the incomplete data can be explicitly

modeled.  The advantages to this approach are that ap-

propriate models for the underlying process can be se-

lected and the variance estimates are better because they

can take into account the missing data (Little & Rubin,

1988).  Such modeling processes require advanced

preparation and a statistical consultant is in order.

Summary and Conclusions

Nurse scientists are increasingly interested in

the study of outcomes of nursing care.  The analysis of

outcomes data, as we indicated in the introduction to

this paper, does not present unique problems.  Some is-

sues, however, require greater attention because of the

nature of the outcomes research questions.  For example,

complex theory is more likely to model the nature of the

health outcomes not dependent on a single causative

agent.  However, the analysis of complex models fre-

quently is made more difficult by the presence of col-

linearity and/or interactions among the independent vari-

ables.  Some researchers will be interested in analyzing

outcomes that involve censored data.  Although there is

significant work in the field of survival analysis and

analysis of rare events, little is reported in the nursing

literature.  Additionally, application of analysis tech-

niques from the field of organizational research is par-

ticularly appropriate when the focus of study is on larger

units of analysis than the individual.  The investigator

needs the specialized knowledge about aggregating data

and analysis of contextual variables when the focus of

research is at the group level, such as nursing units, fami-

lies, or communities.  We have suggested study of re-

gression discontinuity designs as a way to handle some

of the issues involved with clinical trials.  However, as

we stated previously, these developments in analysis are

not new but are relatively unreported in nursing research.

We did not discuss some other types of out-

comes analysis such as the use of secondary data from

large data sets.  There are special issues such as access

to the data set, compatible computer coding, transfer

from one system to another, and confidentiality of the

data when such transfer occurs (Agency for Health Care

Policy and Research, 1991).  These, however, are not

strictly analysis issues.  There also may be error from a

variety of sources.  Examples of these errors are 1) the

reliability of data that were collected for another pur-

pose, 2) the number of variables may be inadequate for

model specification, and 3) the measurement of the vari-

ables may not be consistent with the theoretical frame-

work of the secondary study.  As with any other research,

these specification and measurement errors result in bi-

ased parameter estimates.

Another example of the use of secondary data

is meta-analytic research which combines the results

from a number of smaller studies.  The issues involved

with meta-analysis have been well documented (see for

example, Glass, McGaw & Smith, 1981; Smith & Naftel;

1984, Moody, 1990; and Cordray, 1990).  Meta-analysis

has the potential to improve the strength of causal infer-

ences of interventions on outcomes.  It enhances statis-

tical power and improves generalizabilty by combining

results of studies with small sizes and coding for as-

pects of scientific quality.  However, the techniques, the

strengths and limitations of meta-analysis are no differ-

ent with outcomes data than with other data.



Some analytic procedures, such as the model-

ing of missing data, require further development.  We

are not proposing that most nurse scientists take part in

that statistical process.  What is needed, however, are

nurse researchers who have a broad knowledge base of

analytic procedures that are and can be used in research

involving nurse sensitive patient outcomes.  Without

such knowledge, the researcher is highly dependent on

others who may not understand the theoretical base of

the research.  We believe that it is critical that nurse

researchers be able to lead their research team and be

full participants in the process of selecting the analytic

model consonant with the research question and the sub-

stantive theoretical base.  Thus, some degree of sophis-

tication about analysis of issues involved with outcomes

data is necessary.  Nurse scientists need to be able to

explain and support their choice of the selected analysis

method and integrate the results with theory.  To do this,

specialized education, combining the theories of out-

comes analysis with research practice, is needed.  More

educational programs will need to focus on outcomes

research and the analysis of that data.  Additionally, pro-

fessional support will be necessary for those students

and programs choosing to emphasize outcomes research.
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