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    Cancer researchers, clinicians, and the public are increas-
ingly interested in statistical models designed to predict the 
occurrence of cancer. As the number and sophistication of 
cancer risk prediction models have grown, so too has interest 
in ensuring that they are appropriately applied, correctly de-
veloped, and rigorously evaluated. On May 20 – 21, 2004, the 
National Cancer Institute sponsored a workshop in which ex-
perts identifi ed strengths and limitations of cancer and ge-
netic susceptibility prediction models that were currently in 
use and under development and explored  methodologic issues 
related to their development, evaluation, and validation. Par-
ticipants also identifi ed research priorities and resources in 
the areas of 1) revising existing breast cancer risk assessment 
models and developing new models, 2) encouraging the devel-
opment of new risk models, 3) obtaining data to develop more 
accurate risk models, 4) supporting validation mechanisms 
and resources, 5) strengthening model development efforts 
and encouraging coordination, and 6) promoting effective 
cancer risk communication and  decision-making. [J Natl 
Cancer Inst 2005;97:715 – 23]  

     Cancer researchers, clinicians, and the general public are de-
voting increased attention to statistical models designed to predict 
the occurrence of cancer. The increasing numbers of websites 
 ( 1  –  5 ) , handbooks, and information resources from professional 
societies  ( 6  –  8 )  attest to the growing interest. A number of com-
panies in the United States and the United Kingdom now 
 offer  genetic risk profi ling  ( 9  –  11 ) , and the National Cancer 
 Institute (NCI) has identifi ed risk prediction as an area of extraor-
dinary  opportunity in  “ The Nation’s Investment in Cancer 
 Research ”   ( 12 ) .  

  The number of models has grown steadily ( Table 1 ) since the 
fi rst risk prediction model for a chronic disease was published in 
1976  ( 47 ) . This model, the Framingham Coronary Risk Predic-
tion Model, used several clinical and biologic factors to predict 
an individual’s risk of developing heart disease. Modifi ed  versions 
of this early model are now widely used by physicians to make 
decisions on prevention and treatment strategies  ( 48 ) . In the late 
1980s and early 1990s, investigators began to publish models 
that predicted the absolute risk of breast cancer — that is, the 
probability that an individual would develop breast cancer over a 
defi ned period of time. These models incorporated known risk 
factors, such as age, age at menarche, age at fi rst live birth, and 
family history of breast cancer. After the discovery of the breast 
cancer susceptibility genes BRCA1 and BRCA2 between 1994 
and 1995, a number of genetic susceptibility risk prediction mod-
els were developed to predict the likelihood that an individual 

carried a BRCA1 or BRCA2 gene for breast cancer by use of her 
family history.  

    In recent years, cancer risk prediction models published in the 
scientifi c literature have included refi nements of older breast 
cancer risk models and new models that estimate the risk of 
 melanoma, lung, prostate, colorectal, breast, and other cancers. 
Many of the new models combine clinical and epidemiologic risk 
factors with new biologic and genetic data to more accurately 
assess cancer risk.  

  As the number and sophistication of cancer risk prediction 
models have grown, so too has interest in ensuring that the 
 models are appropriately applied, correctly developed, and rigor-
ously evaluated. On May 20 – 21, 2004, the NCI sponsored 
  “ Cancer Risk Prediction Models: a Workshop on Development, 
Evaluation, and Application ”  in Washington, DC. Experts cur-
rently developing, evaluating, or using risk prediction  models 
met to identify strengths and limitations of cancer and genetic 
susceptibility prediction models currently in use and  under 
 development; to explore methodologic issues related to their 
 development, evaluation, and validation; and to identify  research 
priorities and resources needed to advance the fi eld.  

  This report summarizes the presenters’ major points by topic 
area, provides additional highlights from specifi c presentations, 
briefl y describes several risk prediction models presented at the 
meeting, and summarizes participants’ recommendations for 
 future research and activity.  

   I SSUES IN  A PPLICATIONS OF  C ANCER  R ISK  
P REDICTION  M ODELS   

  Workshop participants identifi ed a number of research and 
clinical applications for cancer risk prediction models ( Table 2 ). 
The fi rst of these applications was designing, planning, and 
 establishing eligibility criteria for cancer intervention and screen-
ing trials. For example, the Gail Breast Cancer Risk Assessment 
Model  ( 15 )  was adapted  ( 49 )  to design the Breast Cancer 
 Prevention Trial, a randomized, placebo-controlled study of the 
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  Cancer risk prediction models also have been used to develop 
benefi t – risk indices. For example, although the Breast Cancer 
Prevention Trial demonstrated that tamoxifen treatment pro-
duced a 49% reduction in invasive breast cancer in women at 
elevated disease risk, adverse events such as stroke, pulmonary 
embolism, and endometrial cancer also occurred more often in 
women taking tamoxifen than in women who did not take tamox-
ifen. Using the Gail model, Gail et al.  ( 51 )  created a benefi t – risk 
index that weighs the benefi ts of taking tamoxifen against the 
reduced breast cancer risk and the risks of adverse events. Rather 
than recommend a single 5-year level of breast cancer risk, such 
as the fi gure of 1.67%, Gail et al. found that the level of risk 
needed to justify the use of tamoxifen for breast cancer preven-
tion was much higher in older women, who had higher risks of 
adverse events.  

  Another application of risk prediction models is estimating 
the population burden, the cost of cancer, and the impact of a 
specifi c intervention. For example, using the Gail model and a 
benefi t – risk index, Freedman et al.  ( 52 )  were able to estimate the 
numbers of women who would be eligible for and would benefi t 
from taking tamoxifen for breast cancer chemoprevention in the 
United States.  

  Perhaps the best known use of cancer risk prediction models 
is in clinical decision-making to help physicians and patients 
 determine appropriate screening regimens and/or interventions. 
Genetic susceptibility risk models also are used by physicians for 
their patients with a strong family history to estimate their cancer 
risk and to help them decide whether to pursue genetic testing.  

  At the meeting, participants stressed the need to consider the 
appropriate use of risk prediction models in different contexts 
and the related implications for development, application, and 
validation. For example, those who use models should determine 
the extent to which models that were developed and validated at 
the population level are useful in aiding decision-making for an 
individual.  

   Intervention Trials  

  Dr. Joseph Costantino (Graduate School in Public Health, 
University of Pittsburgh) stressed the need for good population 
data on baseline rates for non-cancer events, so that model devel-
opers can incorporate competing causes of death into benefi t – risk 
indices. He also noted that most cancer risk prediction models 
were developed predominately from a Caucasian population. Al-
though the models work well for these populations, race-specifi c 
estimates of relative and attributable risks are needed to refi ne 
these models for use in non-Caucasian populations. Specifi cally, 
there is a need to develop new risk prediction models for both 
breast cancer and prostate cancer in African Americans, two 
common cancers with a high mortality in this population.  

    Population Burden of Disease and Impact of 
Changing Risk Factors  

  Dr. Karen Kuntz (Harvard School of Public Health) described 
how population-based simulation models could aid in evaluating 
the impact of changes over time in risk factors, screening and 
chemoprevention patterns and the cost-effectiveness of interven-
tions. She mentioned that this topic was the focus of the Cancer 
Intervention and Surveillance Modeling Network, a consortium 
of NCI-sponsored investigators who use modeling to assess the 

    Table 1.       Published cancer risk prediction models 

      Breast cancer risk prediction models  
       Absolute risk prediction  
            Ottman et al.  ( 13 )   
          Anderson et al.  ( 14 )   
          Gail et al.  ( 15 )   
          Taplin et al.  ( 16 )   
          Claus et al.  ( 17 ) ; Claus et al.  ( 18 )   
          Rosner et al.  ( 19 ) ; Colditz et al.  ( 20 )   
            Ueda et al.  ( 21 )   
          Tyrer et al.  ( 22 )   
       Risk prediction of gene carrier status  
        Couch et al.  ( 23 )   
          Shattuck-Eidens et al.  ( 24 )   
          Parmigiani et al.  ( 25 ) ; Berry et al.  ( 26 )   
        Frank et al.  ( 27 ) ; Frank et al.  ( 28 )   
          Antoniou et al.  ( 29 )   
          de la Hoya et al.  ( 30 )   
            Vahteristo et al.  ( 31 )   
            Hartge et al.  ( 32 )   
          Apicella et al.  ( 33 )   
            Jonker et al.  ( 34 )   
       Risk prediction of women at high risk  
          Gilpin et al.  ( 35 )   
          Fisher et al.  ( 36 )   
  Colorectal cancer risk prediction models  
       Absolute risk prediction  
        Selvachandran et al.  ( 37 )   
            Imperiale et al.  ( 38 )   
       Risk prediction of gene carrier status  
        Wijnen et al.  ( 39 )   
  Prostate cancer risk prediction models  
         Absolute risk prediction  
          Ohori et al.  ( 40 )   
          Bruner et al.  ( 41 )   
        Eastham et al.  ( 42 )   
        Optenberg et al.  ( 43 )   
  Lung cancer risk prediction models  
     Absolute risk prediction  
        Bach et al.  ( 44 )   
  Ovarian cancer risk prediction models  
       Absolute risk prediction  
            Hartge et al.  ( 45 )   
  Risk prediction models for other cancers  
       Absolute risk prediction  
         Colditz et al.  ( 46 )       

chemopreventive effects of tamoxifen in a population of women 
with an elevated risk of breast cancer  ( 50 ) .  

    Cancer risk prediction models also have been used to identify 
individuals at high risk of cancer who may benefi t from targeted 
screening or other interventions, such as tamoxifen chemopre-
vention. The U.S. Food and Drug Administration uses a 5-year 
breast cancer risk cutoff of 1.67% or higher that was based on the 
Gail model for chemopreventive use of tamoxifen among women 
aged 35 years or older.  

    Table 2.       Major applications of cancer risk prediction models 

      Planning intervention trials  
  Assisting in creating benefi t – risk indices  
  Estimating the cost of the population burden of disease  
  Identifying individuals at high risk  
  Designing population prevention strategies  
   Improving clinical decision-making (genetic counseling)      



Journal of the National Cancer Institute, Vol. 97, No. 10, May 18, 2005 COMMENTARY 717

impact of cancer control interventions (e.g., prevention strate-
gies, screening, and treatment) on population trends in incidence 
and mortality. These models are also used to project future trends 
and to help determine optimal cancer control strategies  ( 53 ) .  

    Clinical Decision-Making (Breast Cancer Risk in General)  

  Dr. Laura Esserman (University of California, San Francisco, 
Carol Franc Buck Breast Care Center) spoke about the need to 
integrate all currently available information on risk to ensure that 
models were useful for clinical decision-making. She stressed 
that women could be helped through the use of decision aids that 
provide simple graphical information on their breast cancer risk 
and the risk and benefi ts of potential prevention strategies in the 
context of their overall health and the average breast cancer risk 
for the population. She also mentioned the critical need for mod-
els and decision aids to incorporate  biomarker data, including 
imaging and genetic studies. These technologies can help clini-
cians and patients decide which intervention to pursue and can 
help clinicians assess the impact of these interventions on a 
 patient. Decision aids also can facilitate a dialogue between 
 patients and clinicians, motivate behavior change, and increase a 
 woman’s willingness to accept interventions or reassure her that 
her risk is not elevated compared with that of average women.  

    Clinical Decision-Making (Genetic Susceptibility and 
Breast Cancer Risk)  

  Dr. Susan Domchek (Abramson Cancer Center, University of 
Pennsylvania) began her talk by stressing the limitations of 
 assessing risk from family history alone because factors such as 
adoption, small family size, and inaccurate family history may 
lead to erroneous conclusions about risk. She emphasized that 
the goal of breast cancer genetic susceptibility risk models was to 
identify candidates for screening for BRCA1 and/or BRCA2 mu-
tations. Furthermore, she stressed that high sensitivity was needed 
for these models if they were to identify all mutation carriers. 
High specifi city also is necessary, both clinically and economi-
cally, to avoid genetic testing of women who are less likely to be 
mutation carriers. She mentioned the limitations and tremendous 
variation in different prediction models and conceded that the 
current medical-legal environment encouraged clinicians in the 
United States to use the models that give the highest sensitivity 
but at a cost in decreases of specifi city.  

    I SSUES IN  D EVELOPING  C ANCER  R ISK  P REDICTION 
 M ODELS   

  An important part of risk modeling is to obtain accurate rela-
tive risk and attributable risk estimates for etiologic factors, such 
as demographics, reproductive history, smoking, dietary patterns, 
medications, genetic factors (e.g., family history and susceptibil-
ity genes), and clinical and biologic markers (e.g., blood  pressure, 
cholesterol, enzyme levels, and histologic markers). How these 
factors act jointly on risk also is important. These relative risk 
and attributable risk estimates, as well as data on risk of compet-
ing diseases, can be obtained from a number of different study 
designs, including cohort, case – control, family, and clinical 
 studies; from SEER data; and from cross-sectional population 
surveys. Statistical techniques used to calculate risk include 
 empirical analysis, logistic regression, proportional hazards 

 models, Bayesian analyses, log incidence, Markov models, and 
decision theory.  Table 3  illustrates the components used in the 
development of an absolute cancer risk prediction model, with 
the Gail Breast Cancer Risk Assessment Model as an  example.  

    Several participants highlighted the need for investigators 
to understand and consider the fundamental meaning of cancer 
 predictability when developing risk models. The term risk can be 
thought of as the inherent risk among healthy individuals of 
 developing cancer at some time in the future. A different way to 
view risk involves detecting a cancer in an individual at an early 
pre-neoplastic stage, which puts the individual at higher risk of 
continued cancer development. These two types of risk are often 
confused in the literature, and it is important to distinguish 
 between them.  

    Design Issues in Developing Risk Prediction Models  

  Dr. Mitchell Gail (NCI) spoke about different study designs 
that could be used to develop and evaluate models of absolute 
risk. Cohort studies allow one to obtain baseline hazard rates of 
incidence, hazard of mortality from competing risks, and relative 
risk estimates. However, cohort studies often focus on special 
populations, lack covariate data, require long follow-up times, 
and collect only imprecise data on competing causes of death. 
Sampling from a cohort to estimate relative risks and cumulative 
hazards with case – cohort or nested case – control designs can 
compensate for some of these limitations.  

  Another strategy for developing risk prediction models is to 
combine case – control data with national registry data. This strat-
egy can provide detailed information on covariates in a relatively 
short time. Several of these case – control studies can be combined 
to obtain a relative risk model. Drawbacks of this approach are 
the potential recall bias from the case – control study and the lack 
of national registry data for many non-cancer diseases.  

  Absolute risk associated with a mutation in a genetic suscepti-
bility gene is commonly calculated by use of pedigrees of  families 
with many affected members. Geneticists often correct for ascer-
tainment by controlling for the family phenotypes or disease his-
tory. Dr. Gail commented on reasons why ascertainment correction 
may be suspect and noted that it was diffi cult to obtain accurate 
information on covariates from all members of a pedigree.  

    Incorporating Conceptual Issues in Risk 
Prediction Into Models  

  Dr. Colin Begg (Memorial Sloan-Kettering Cancer Center) 
used Lorentz curves to demonstrate the extent to which the inher-
ently stochastic aspects of carcinogenesis limit the ability to pre-
dict a future breast cancer in healthy individuals and the extent to 
which unknown risk factors might improve upon the predictive 
accuracy of the Gail model. In contrast, there is no theoretical 
limit to the accuracy of identifying an existing pre-neoplastic 
 lesion or early cancer. He explained that the more predictable the 
risk, the greater the rationale for focusing prevention strategies 
on high-risk individuals; broad population-based strategies are 
more appropriate for less predictable risks. He concluded by 
mentioning, that as new risk factors were identifi ed, investigators 
were unlikely to be able to rely on single, large data sources to 
devise improved risk prediction models. Information will need to 
be assembled from different sources. Validation will be an espe-
cially pivotal concern for these models.  
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    Incorporating Risk Factor Changes Over 
Time Into Models  

  Dr. Bernard Rosner (Harvard Medical School) stressed that 
breast cancer was a complex disease with multiple risk factors 
and that the nature of the risk factors and magnitude of their 
 effect changed over time. For example, as a woman ages, her 
body mass index may increase, decrease, or remain stable. Breast 
cancer risks may be different in each of these cases, depending 
on the age of the woman. However, virtually all risk prediction 
models for breast cancer assume that it is a homogeneous 
 disease, even though evidence is accumulating that risk profi les 
for breast cancer may vary according to both estrogen receptor 
and progesterone receptor status for some, but not all, risk fac-
tors. He discussed the need for different risk models for breast 
cancer – specifi c subtypes, noting that each of these cancer 
 subtypes  required  different treatment decisions. Evaluating sub-
types also may  improve the discriminatory power of risk predic-
tion  models.  

    Incorporating Epidemiologic With Genetic 
Factors in Risk Model Development  

  Dr. Timothy Rebbeck (University of Pennsylvania) discussed 
characteristics of BRCA1 and/or BRCA2 mutation carriers and 
their families (e.g., age at diagnosis, cancer occurrence, tumor 
site, and prognosis) that may contribute to the heterogeneity of 
the disease, and he described what predictors may be required 
for personalized cancer risk assessment for these women. Fac-
tors, such as smoking, reproductive history, other genotypes un-
linked to BRCA gene status, and interactions among these 
factors, may modify cancer risk. However, currently available 
data are insuffi cient to be useful in clinical risk prediction. A 
number of methodologic issues in studies attempting to identify 
these factors exist, including the choice of an appropriate 
 sampling design.  

    I SSUES IN  E VALUATING AND  V ALIDATING  C ANCER  
R ISK  P REDICTION  M ODELS   

  The most important characteristics of risk model performance 
are calibration, discrimination, and accuracy. Calibration (or 
 reliability) assesses the ability of a model to predict the number 
of events in subgroups of the population. Calibration is most 
commonly evaluated by use of the goodness-of-fi t or chi-square 
 statistic, which compares the observed number of events with the 
expected numbers of events. Good calibration is important in all 
models, particularly in those used to estimate population disease 
burden and to plan population-level interventions. Recalibration 
of a model can be performed when risk is systematically over-
estimated or underestimated.  

  Discrimination measures a model’s ability to distinguish at 
the individual level between those who will develop disease and 
those who will not develop disease. Discrimination is commonly 
quantifi ed by calculating the concordance statistic, which cor-
responds to the area under a receiver operating characteristic 
curve. Good discrimination in a model is important for decisions 
made at the individual level (i.e., clinical decision-making and 
screening).  

  Accuracy scores — including positive and negative predic-
tive values — can be used to evaluate how well a model 
 categorizes specifi c individuals. This type of measure can be 
especially  helpful in evaluating models used for clinical 
 decision-making. However, even with good sensitivity and 
specifi city, the  positive predictive value may be low, especially 
for rare  diseases.  

    Considerations of Evaluation of Risk Models by 
Application  

  Dr. Ruth Pfeiffer (NCI) discussed general criteria for assess-
ing the performance of risk prediction models, and she proposed 
that criteria that were based on a specifi c loss function be used for 

    Table 3.       Components used in the development of an absolute cancer risk prediction model: the Gail Breast Cancer Risk Assessment Model [model 2  ( 49 ) ] 
as an example   

    1. Selection of risk factors and estimation of relative risks for risk factor combinations  
    Gail model: Using data from a case – control study and unconditional logistic regression, several risk factors and corresponding risk estimates were determined to 
be predictors of breast cancer risk ( Table 4 ). Relative risks for combinations of these risk factors are obtained by multiplying the component relative risks 
corresponding to each of the four categories A, B, C, and D as shown in  Table 4 .  

  2. Determine the population attributable risk fraction (AR)  
      Gail model: AR estimates were obtained from the covariate compositions for the case patients in the case – control study and the relative risks for each covariate 
combination, obtained by multiplying the component relative risks in  Table 4 . The AR is the disease rate in the population minus the rate if all individuals were at 
the lowest possible risk level divided by the rate in the population. In the Gail model, the AR was 0.4212 for white women of all ages  ( 15 ) .  

  3. Estimate the baseline age-specifi c breast cancer hazard rate [see  ( 49 ) ]  
      Gail model: The baseline hazard rates were obtained by multiplying (1  –  AR) = 0.5788 times the age-specifi c SEER breast cancer incidence rates as shown in 
 Table 5 .  

  4. Incorporate data on age-specifi c competing causes of death  
        Gail model: Data on mortality rates were obtained from National Center for Health Statistics vital statistics for all causes except breast cancer. Formulas [found in 
 ( 4 ) ] can be used to calculate absolute risk, taking competing risks into account. These calculations can be found at  http://cancer.gov/bcrisktool .  

  5. Approximate calculation of absolute risk  
     Over short intervals, such as 5 years, the effects of competing risks are small. To approximate absolute risk of invasive breast cancer over a 5-year period, 
multiply four component relative risks from categories A, B, C, and D (in  Table 4 ) to obtain an overall relative risk and multiply this value by the 5-year 
baseline risk of invasive breast cancer. For example, a 42-year-old white nulliparous woman who began menstruating at the age of 12, who has no affected  
fi rst-degree relatives, and who has had one previous breast biopsy with specimens interpreted as benign and no evidence of atypical hyperplasia has an 
overall relative risk of 1.10 × 1.70 × 1.55 × 0.93 = 2.70. From the data on 5-year baseline risk, her projected 5-year risk of invasive breast cancer is 
2.70 × 0.366 = 1.0%.        

http://cancer.gov/bcrisktool
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    Comparing New and Established Risk Models  

  Dr. Michael Kattan (Memorial Sloan-Kettering Cancer 
 Center) discussed the need to determine whether a new model 
being developed was  “ better ”  at risk prediction than were clini-
cally established models. He explained that a metric was required 
to compare the predictive accuracy of the existing against the 
new models and listed several desirable characteristics of such an 
error measure. The measure should be understandable and inter-
pretable to persuade physicians that the new model is superior to 
current risk prediction methods. It also should be amenable to 
improvement, be parameter free, and be unaffected by censoring. 
As an error measure, he favors the concordance index — the 
 probability that, given two randomly drawn patients, the patient 
for whom treatment fails fi rst had a higher probability of treat-
ment failure.  

    Statistical Measures for Determining Risk Model Error  

  Dr. Martin Schumacher (Freiburg University, Freiburg, 
 Germany) focused on the Brier score (the mean-squared error of 
prediction when predictions are made in terms of event or event-
free probabilities). The Brier score can be adapted for competing 
risks and for updating dynamic predictions. He showed how to 
estimate the Brier score nonparametrically for survival outcomes 
in the presence of right censoring by a weighted residual sum of 
squares. These prediction error methods are valuable for detect-
ing over-fi tting, and they yield  R  2  (i.e., explained variation 
 measures) for checking the explanatory power of prediction 
 models. He illustrated the survival outcomes by applying it to 
data from the German Breast Cancer Study Group  ( 54 ) . In 
 addition, he used published aggregate data to show that the 
 prediction error of current breast cancer prediction models was 
only marginally smaller than that of a constant prediction that 
ignores the information on risk factors.  

    I MPLICATIONS FOR  P OLICY AND  P REVENTION   

  Workshop participants repeatedly discussed the use of can-
cer risk prediction models for  “ high-risk ”  versus  “ population ”  
 approaches to cancer prevention. In her presentation, Dr. Beverly 
Rockhill (University of North Carolina at Chapel Hill) explained 
that, unless the relative risks for certain risk factors are high 
(i.e., 20 or more), the probability that a person with a certain risk 
factor profi le will develop even a relatively common cancer 
 (positive predictive value) was low because the lifetime risk of 
developing common cancers was low (e.g., 12% for breast 
 cancer and 5% for colorectal cancer). Therefore, most individu-
als will remain cancer free over a considerable period of time; 
most cancers will arise among individuals from the population 
with close to an average individual risk. She concluded that, until 
it was possible to use models with high discriminatory power to 
accurately identify small groups of individuals who will develop 
a disease, a population prevention strategy of reducing risk factor 
prevalence in the whole population would yield maximum 
 benefi ts. The alternative strategy of targeting high-risk individu-
als on the basis of a specifi c risk factor profi le could miss a 
 substantial number of individuals with disease.  

  The importance of this issue was highlighted by many par-
ticipants, who commented during the course of the workshop 
that, despite current knowledge of risk and protective factors for 

    Table 4.       Relative risks and 95% confi dence intervals (CIs) used to estimate 
the risk of invasive breast cancer for the Gail Breast Cancer Risk Assessment 
Model [model 2 in  ( 49 ) ]   

     No. of fi rst-degree       
  relatives with  
 Risk factor category    breast cancer  RR (95% CI)

  Age at menarche    
        ≥ 14 y      1.00 (referent)  
     12 – 13 y      1.10 (1.02 to 1.19)  
         <12 y      1.21 (1.03 to 1.41)  
  No. of breast biopsies        
         Age at counseling <50 y        
            0      1.00 (referent)  
          1      1.70 (1.40 to 2.06)  
           ≥ 2      2.88 (1.97 to 4.23)  
         Age at counseling  ≥ 50 y        
          0      1.00 (referent)  
            1      1.29 (1.11 to 1.49)  
             ≥ 2      1.64 (1.32 to 2.04)  
  Age at fi rst live birth         
     <20 y   0   1.00 (referent)  
     1   2.61 (1.99 to 3.42)  
      ≥ 2   6.80 (3.96 to 11.68)  
     20 – 24 y   0   1.24 (1.16 to 1.34)  
     1   2.68 (2.23 to 3.23)  
      ≥ 2   5.78 (4.14 to 8.06)  
       25 – 29 y or nulliparous   0   1.55 (1.35 to 1.78)  
     1   2.76 (2.32 to 6.41)  
      ≥ 2   4.91 (3.76 to 6.41)  
        ≥ 30 y   0   1.93 (1.56 to 2.38)  
     1   2.83 (2.22 to 3.62)  
      ≥ 2   4.17 (2.75 to 6.31)  
  Atypical hyperplasia *         
       No biopsies      1.00 *   
         At least one biopsy and no        0.93 *   
  atypical hyperplasia found in any 
  biopsy specimen
         No atypical hyperplasia found and      1.00 *   
  hyperplasia status unknown for 
  at least one biopsy specimen
          Atypical hyperplasia found in at        1.82 *     
  least one biopsy specimen

   *  These values were obtained from the literature and are regarded as constant.     

screening and intervention applications. Using these particular 
criteria can help investigators evaluate their benefi cial as well 
as adverse effects. She found that for some applications, such 
as screening, discriminatory power was much more important 
than for other applications, such as preventive interventions. She 
pointed out that the usefulness of general criteria, such as 
 concordance, depended on the application and that the use of 
 specifi c loss functions could lead to more appropriate model 
 assessments.  

    Validation and Use of Risk Models  

  Dr. Dan McGee (Florida State University) emphasized that a 
model should be validated on the basis of its use. These uses 
include creating clinical risk groups for stratifi cation, inform-
ing patients and their families about the state of the patient’s 
health, and helping patients make treatment and other deci-
sions. Model  “ usefulness ”  is determined by how well a model 
works in practice, so that a model should be validated for its 
specifi c use.  
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chronic disease as well as for certain cancers (e.g., smoking ces-
sation, diet, exercise, and screening), a large proportion of the 
population did not adhere to current cancer control recommen-
dations. Some participants noted that more intensive approaches 
to cancer prevention may be appropriate in certain circum-
stances, such as for individuals who are at high risk of cancer. 
Moreover, certain interventions (e.g., tamoxifen for breast 
 cancer prevention) do not lend themselves to population-level 
strategies and should be reserved for selected groups. Many 
workshop participants thought that both high-risk individual and 
population-level approaches were needed to achieve cancer 
 prevention goals.  

     H IGHLIGHTS OF  S ELECTED  A BSOLUTE AND  G ENETIC  
S USCEPTIBILITY  R ISK  A SSESSMENT  M ODELS   

  Several speakers described established or newly developed 
risk prediction models during their presentations. These models 
illustrate many of the issues discussed in the presentations.  

   The Experience of Coronary Heart Disease 
Risk Prediction Models  

  Dr. Lisa Sullivan (Boston University Statistics and Consulting 
Unit, Framingham Heart Study) outlined the experience of car-
diovascular risk prediction, a fi eld that is further developed than 
cancer risk prediction, and discussed the wide clinical use of 
these risk prediction models. She explained that the Framingham 
Study used readily available risk factors, including blood pres-
sure, serum lipids, age, sex, smoking status, and diabetes status, 
and had developed several models by use of different risk popu-
lations and outcomes. Although the Framingham Study primarily 
follows Caucasian middle-class participants, study investigators 
recalibrated its coronary heart disease risk prediction model, and 
this recalibrated model is now valid in other ethnic cohorts and 
has reasonably good discriminatory power  ( 55 ) .  

  The Framingham models can be used by physicians and their 
patients to make decisions about lifestyle changes or pharmaco-
logic interventions that may reduce coronary heart disease risk 
and to assess changes in risk over time  ( 48 ) . This risk assess-
ment system has been translated into a simple scoring system 
that  assigns integer points to each risk factor category. This scor-
ing system allows physicians and patients to easily compute risk 
 estimates and to then match the nature and intensity of treatment 
(e.g., lowering cholesterol) to the absolute risk of coronary heart 
disease. The Framingham models do not generally discriminate 
between coronary heart disease and coronary death and do not 
correct for deaths from competing diseases. Framingham investi-
gators are currently adding confi dence intervals and risk factors 
(such as nutrition, exercise, and family history) to the model.  

    Breast Cancer Risk Assessment Model Incorporating 
Genetic and Epidemiologic Factors  

  Dr. Jack Cuzick (Imperial Cancer Research Fund) explained 
that, because no single data set combined hormonal, reproduc-
tive, and genetic risk characteristics, his research team had used 
various published data sets to develop one comprehensive breast 
cancer risk prediction model  ( 22 ) . The model fi rst calculates the 
likelihood of a woman carrying mutations in the highly penetrant 
 genetic susceptibility genes BRCA1 and BRCA2, as well as 

 hypothetical low-penetrance genes that are so far unidentifi ed. 
Logistic regression analysis is then performed to modify risk for 
environmental, reproductive, and hormonal factors, such as 
weight, height, ages at menopause and menarche, parity, and 
 hormone use. These factors are incorporated into the model to 
estimate a woman’s individual’s absolute risk of developing breast 
cancer over a 10-year period, as well as over her lifetime. Work 
is under way to incorporate mammographic density. Estrogen re-
ceptor status, which has implications for use of chemopreventive 
agents such as tamoxifen, is another important future component 
of the model, although the factors that specifi cally affect estrogen 
receptor-positive breast cancer risk are still  unclear.  

    Breast and Ovarian Cancer Genetic Susceptibility 
Risk Model  

  Dr. Antonis Antoniou (Cambridge University) discussed the 
latest developments of the Breast and Ovarian Analysis of Dis-
ease Incidence and Carrier Estimation (BOADICEA) suscepti-
bility model  ( 29 , 56 ) . This model was initially developed by use 
of segregation analysis of a population-based series of 1484 
breast cancer patients and 156 multiple-case families from the 
United Kingdom. The model has now been updated with addi-
tional data from two UK population – based studies of breast 
 cancer  ( 57 , 58 )  and family data from the BRCA1 and/or BRCA2 
carriers identifi ed in 22 population-based studies of breast and 
ovarian cancer  ( 59 ) . The combined data set included 2785 fami-
lies, among whom 301 segregated BRCA1 mutations and 236 
segregated BRCA2 mutations. According to the model, suscepti-
bility to breast cancer is explained by mutations in BRCA1 and 
BRCA2 plus a polygenic effect. The latest version includes a birth 
cohort effect on cancer risks and smoothed cancer incidence rates.  

  Dr. Antoniou noted that this model was intended to serve as 
the basis of a risk assessment package that could predict gene 
carrier status and absolute breast cancer risk. Future work will 
focus on incorporating new genetic and environmental factors, 
and validating the model in external data sets.  

    Hereditary Nonpolyposis Colorectal Cancer (HNPCC) 
Genetic Susceptibility Risk Model  

  Dr. Chris Amos (M.D. Anderson Cancer Center) described the 
genetic basis and epidemiology of HNPCC and the diffi culty 
of studying this syndrome because it encompassed a broad 

    Table 5.       Baseline rates used to estimate the 5-year risk of invasive 
breast cancer in whites in the Gail Breast Cancer Risk Assessment 
Model [Model 2 in  ( 49 ) ]   

    Age, y   Baseline 5-y risk, %    

  20 – 24   0.003  
  25 – 29   0.022  
  30 – 34   0.077  
  35 – 39   0.191  
  40 – 44   0.366  
  45 – 49   0.540  
  50 – 54   0.640  
  55 – 59   0.788  
  60 – 64   0.969  
  65 – 69   1.135  
  70 – 74   1.209  
  75 – 79   1.285  
   80 – 84   1.280      
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 spectrum of different cancers in addition to colorectal cancer. He 
discussed the substantial variation in the age of onset of colorec-
tal cancer in HNPCC families and noted that this variation could 
not be explained by the genotype alone, suggesting that addi-
tional unknown genetic and environmental factors must be 
 involved in determining the age of onset. He stressed the impor-
tance and need for the development of genetic susceptibility risk 
models for HNPCC.  

  Dr. Giovanni Parmigiani (Johns Hopkins University) described 
how family history could be used to develop cancer genetic 
 susceptibility risk models for high-risk individuals. These mod-
els can provide valuable information about the presence of a mu-
tation in a breast cancer susceptibility gene and can be used in 
counseling patients and estimating the likelihood of developing 
cancer. He also discussed empirical and Mendelian modeling. 
The former evaluates the probability of a positive genetic test and 
determines associations between genetic testing results and fea-
tures of family history. The latter evaluates the probability of a 
deleterious mutation at a cancer susceptibility gene and derives 
carrier probabilities from genetic parameters. He also described 
the open-source Bayes – Mendel software used in his group for 
Mendelian risk prediction.  

  In an extension of their work on breast cancer susceptibility, 
Dr. Parmigiani noted that he and his colleagues were currently 
developing a statistical model with associated software named 

CRCAPRO. The model uses family history of colorectal and 
 endometrial cancer to assess the probability that an individual 
 carries a mutation of the MLH1 and MSH2 genes  ( 60 ) . Like the 
breast cancer model, CRCAPRO uses a Mendelian approach that 
assumes autosomal dominant inheritance. Age-dependent pene-
trance and prevalences are based on a systematic review of the 
literature.  

     F UTURE  R ESEARCH   

  Workshop participants were divided into four breakout ses-
sions to identify research issues, gaps, priorities, and resources 
needed to advance the fi eld of cancer risk prediction and make 
specifi c recommendations for implementations. These recom-
mendations fell into six broad areas:

 •    Revise existing breast cancer risk assessment models and 
develop new models to improve predictive power 

 •    Encourage the development of new types of risk models 
 •    Obtain data to develop more accurate risk models 
 •    Support mechanisms and resources to validate risk models 
 •     Strengthen model development efforts and encourage 

 coordination within large research and clinical centers 
 •     Promote effective cancer risk communication and 

 decision-making     

    Table 6.       Workshop recommendations for future cancer risk prediction research 

       Revise existing breast cancer risk assessment models and develop new models to improve predictive power   
  Develop new breast cancer absolute and genetic susceptibility risk models that incorporate modifi able risk factors (e.g., alcohol, obesity, breast density), age-

dependent and temporal exposures (e.g., body mass index), subtypes of breast cancer (e.g., estrogen receptor – negative, estrogen receptor – positive, HER2-
positive), biologic markers of risk (e.g., mammographic density, atypia, ductal carcinoma in situ), and somatic and inherited biomarkers (e.g., single-nucleotide 
polymorphisms, proteomics). Incorporating these factors will allow models to more accurately estimate risk, predict effectiveness of chemopreventive agents or 
lifestyle changes, and provide intermediate markers of the effectiveness of interventions.  

   Encourage the development of new types of risk models   
  Develop new risk models to stratify risk of cancers other than breast cancer. Current likely candidates for tailoring screening and surveillance efforts and planning 

chemoprevention trials include colorectal, lung, melanoma, esophageal, bladder, pancreatic, and prostate cancer.  
  Develop risk models with multiple cancer and non-cancer outcomes to enhance benefi t – risk indices for various interventions and in decision-making.  
  Create simple user-friendly models for primary care providers to facilitate the referral of high-risk subjects.  
  Extend existing models by developing them with data sources that include diverse racial and ethnic groups and representation of a broad range of factors that 

infl uence risk, such as age, income, and geographic region.  

   Obtain data to develop more accurate risk models   
  Expand collection of high-quality data on relative and attributable risks for cancer in various racial and ethnic groups to develop accurate risk prediction models in 

these populations.  
  When developing cancer risk prediction models and benefi t – risk indices, obtain accurate data on baseline rates for non-cancer events from diverse representative 

populations so as to understand competing diseases and how prevention intervention may affect these diseases.  

   Support mechanisms and resources to validate risk models   
  Develop innovative new statistical methods for validating and evaluating absolute and genetic susceptibility risk prediction models for various applications.  
  Develop general criteria for appropriate validation and evaluation of risk models.  
  Ensure the availability of population-based biospecimens so that genetic profi les can be validated in large population studies.  

   Strengthen model development efforts and encourage coordination within large research and clinical centers   
  Integrate and strengthen programs dedicated to risk assessment, prevention, and screening.  
  Encourage collaboration by large research centers to combine different components of risk models, including data on epidemiology, screening and imaging, serum/

blood biomarkers, serum banking, and genetic polymorphisms. Screening and intervention programs are valuable sources of data and should be used to refi ne risk 
models (e.g., serial serum measurements) and to provide risk assessment evaluation and information on risk modifi cation.  

   Promote effective cancer risk communication and decision-making   
  Develop and evaluate communication tools for cancer risk assessment and shared decision-making by clinicians and patients.  
  Given the limited time available for patient education in physician-patient interactions, give greater attention to how clinicians communicate risk and patients make 

decisions, how risk models affect those decisions, how those decisions affect patient behavior, and how cancer risk information can be effectively communicated 
outside the doctor-patient relationship.  

   Incorporate patient preferences, utilities, and other critical individual factors into efforts to build models for use in clinical decision-making.      
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  Details of these recommendations are summarized in   Table 6 .  
    Additional information on the Workshop’s agenda, breakout 

sessions, oral and poster presentations, and participant list 
can be obtained at  http://www.cancermeetings.org/Risk Prediction/
index.cfm .  
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