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AUTOMATION TO ACCELERATE THE PRODUCTION OF MEDLINE 
 
1. Background 
 
Containing 16 million citations to the biomedical journal literature, MEDLINE® is accessed 
more than 3 million times a day worldwide. The rapid increase in both the number of journals 
indexed and the number of citations produced are evident from Figures 1.1 and 1.2.  The number 
of journals indexed by NLM has increased by about 130 titles a year (on the average) over the 
past ten years, and now is approximately 5,200. The increase in the number of citations is even 
more dramatic: extrapolating the curve in Figure 1.2 suggests that at the current rate, the number 
of citations produced annually will amount to almost 700,000 in 2008, and exceed a million in a 
few short years, creating possible pressures on NLM’s indexing budget. This has motivated 
research and development toward finding ways to automate the process of acquiring 
bibliographic data, as well as the indexing process itself. Bibliographic data describing the 
articles to be indexed consist of more than 50 fields (e.g., author names, article title, affiliation, 
abstract, journal name, page numbers, etc.), and these are assembled and presented to indexers 
who add keywords and Medical Subject Heading (MeSH) terms. 
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Figure 1.1                 Figure 1.2  

 
There are two ways in which bibliographic data is provided to the indexers. The first is from a 
system (MARS for Medical Article Records System) built and maintained by the Lister Hill 
Center’s Communications Engineering Branch that involves scanning and processing paper 
journals for the automated extraction of four key fields that represent over 90% of the text in the 
citation. The main components of MARS are scanning and OCR, followed by rule-based 
algorithms for page segmentation (zoning), labeling the zones, pattern matching to extract the 
citation data, and reformatting zone contents to adhere to MEDLINE conventions. The 
introduction of MARS allowed NLM to discontinue the manual entry of the bibliographic data, 
the traditional (and expensive) practice followed for decades. 
 
The second way bibliographic data is currently obtained is directly from publishers who send 
these to NLM in XML format. While publishers include much of the required data in their 
submissions, they omit several data-intensive fields (e.g., databank accession numbers, grant 
numbers) presumably because the inclusion of these fields would be highly labor-intensive: the 



publisher staff would have to manually read through every article, and find and record these 
fields. Since manual entry of this data would be equally burdensome for NLM staff, we are 
meeting this challenge by developing the Publisher Data Review (PDR) system to extract these 
fields directly from the online articles on publishers’ Web sites, as well as to correct errors in the 
XML files submitted, thereby considerably reducing the manual effort and accelerating the 
production of MEDLINE citations.  
 
While the focus of this report is our development of supervised machine learning algorithms to 
automatically extract these fields, we may note that the challenge in incorporating these 
algorithms in a production environment also includes the development of an effective work 
distribution system and intuitive user interfaces.  
 
This report is organized as follows. Following a brief statement of project objectives and 
significance, we present in Section 4 an overall description of the PDR system, in addition to 
defining the four items of bibliographic data extracted by PDR. In Section 5, the input and output 
subsystems of PDR are described. In Sections 6 to 8, we describe the algorithmic research and 
design that underlies the automated functions of PDR. Finally, Section 9 summarizes the 
evaluation of our algorithms and Section 10 outlines ongoing and future steps.  
 
2. Project Objectives 
 
The overall goal of the project is to help accelerate the production of MEDLINE citations and 
thereby control their cost. Our specific objective is to employ advanced machine learning 
techniques to automatically extract bibliographic data from medical articles.  
 
3. Project Significance  
 
The placing of MARS in production to automatically extract bibliographic data from scanned 
journals has allowed NLM to realize significant savings by eliminating contracts for the manual 
entry of citation data. Similarly, the implementation of PDR to automatically extract key 
bibliographic data from online journals is expected to result in further savings. Moreover, the 
design of algorithms for the automated extraction of bibliographic data can inform similar 
development of modules in other ongoing projects, e.g., digital preservation of historic 
documents, in which descriptive metadata is key to accessing and using these documents 
preserved for the long term.  The automated extraction of such metadata is essential to making 
digital preservation affordable.  
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4. Publisher Data Review (PDR) system 

4.1 Purpose for PDR 

The PDR system provides operators data missing from the XML citations sent in directly by 
publishers (such as databank accession numbers, grant numbers, granting agencies, and PubMed 
IDs of articles commented on by authors) thereby reducing the burden on operators in creating 
citations for MEDLINE. Correcting the publisher data is currently a labor-intensive process since 
the operators perform these functions manually by looking through an entire article to find these 
items, and then keying them in. 

4.2 PDR System description and overview 

The system consists of five automated subsystems and a client-based “reconcile” (text 
verification) subsystem as shown in Figure 4.1. All subsystems are networked via a LAN and 
communicate through a PDR database server and an XML file server. 

Briefly, the PDR system works as follows. The Get Citations from DCMS Queue subsystem 
periodically retrieves publisher-supplied XML citation files from DCMS (Data Creation and 
Maintenance System), a database maintained by NLM’s OCCS division1. DCMS communicates 
with publisher Web sites over the Internet to receive and store these publisher-supplied XML 
files. The HTML/PDF Files Download subsystem processes these XML files to obtain article 
links which are used to connect to the publisher Web sites and download full text article files. 
This subsystem also converts articles in PDF format to HTML, and validates them as full text 
articles, rather than abstracts or summaries (Section 5). 

The Zone Creation subsystem segments the articles to create zones based on geometric layout, 
the recursive X-Y cut algorithm, and HTML Document Object Model (Section 6). The Zone 
Labeling subsystem labels and ranks these zones with appropriate field labels such as databank 
accession numbers, grant numbers, and grant support, using Naïve Bayesian and Support Vector 
Machine (SVM) algorithms (Section 7). The Bibliographic Data Extraction subsystem discards 
irrelevant contents in the labeled zones, and extracts bibliographic items using a hybrid 
contextual and statistical method and the SVM algorithm (Section 8). Finally, the Client-based 
PDR Reconcile subsystem, which is activated by operators through another NLM subsystem 
named Client-based DCMS, presents the extracted bibliographic data to operators for verification 
before they are uploaded to DCMS and made available to indexers (Section 5). 
 

                                                           
1 DCMS may be viewed as an intermediate database for bibliographic data of articles to be indexed. NLM’s indexers 
view this data, modify items as necessary, and add MeSH and other key terms to complete citations. These citations 
are then transferred to the MEDLINE database from which they are accessed by users through the PubMed 
interface. 
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Figure 4.1. The PDR system 

 

4.3 Definitions of PDR-extracted bibliographic data 

The bibliographic data missing from publisher-supplied XML citations provided by the PDR 
system include databank accession numbers, grant numbers, grant support (funding institutions), 
and PubMed IDs (PMIDs) of commented-on articles. The basic definitions of these bibliographic 
data necessary to understand our algorithms are given here. 

Databank Accession Number (DAN) 

Databanks register molecular sequence data, gene expression data, clinical trial numbers, or 
PubChem identifiers. A “databank accession number” (DAN) is the registration number of an entry 
in one of these databanks. DAN usually appears in an article in close proximity to other information 
such as the name of a databank and/or words such as “deposit”, “submit”, etc. 

A typical example of a sentence containing DANs is “The PGFS and mPGES-1 sequences reported 
in this paper have been submitted to the GenBank database under accession numbers AY863054 and 
AY857634, respectively.”  In this example, “GenBank” is the databank name and “AY863054’ and 
“AY857634” are DANs. 

Figure 4.2 shows examples of articles with DANs. Figure 4.2 (a) shows EMBL as a databank name 
and DQ059548 and U91678 as DANs. Figure 4.2 (b) shows GenBank as the databank, and 
AF022236 and AF071034 as DANs. 
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(a) 

 
(b) 

Figure 4.2. Examples of Databank Accession Numbers. 
In (a) DANs are DQ059548 and U91678. In (b) DANs are AF022236 and AF071034. 
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Databank  Format  Example 
GenBank [1] [one-letter character][five-digit number], 

[two-letter character][six-digit number], 
[three-letter character][five-digit number] 

U12345,  
AF123456 
AFC12345 

NCT (Clinical Trials) [2] NCT+[eight-digit number] NCT 12345678 
GEO  
(Gene Expression Omnibus) [3] 

CCC+[any digit number], 
CCC={GEO, GDS, GSE, GPL, GSM } 

GDS01, 
GSE1234567 

ISRCTN [4] ISRCTN+[eight-digit number], ISRCTN 12345678 
RefSeq  
(Reference Sequence) [5] 

CC_[six-digit number], CC_[nine-digit number], 
CC={ AC, AP, NC, NG, NM, NP, NR, NT,  
           NW, NZ, XM, XP, XR, YP, ZP } 

AC_123456, 
AC_123456789 

OMIM (Online Mendelian 
Inheritance in Man) [6] 

OMIM+$&[five-digit number],  
$ = { *,#,+,%,^, space}, & = {1,2,3,4,5,6} 

OMIM ^123456, 

PDB  (Protein Data Bank) [7] [one-digit number]BBB  
B={ Alphabet character or Arabic number}             

1FA7 

PubChem [8] CCCC+[any digit number],  
CCCC={PubChem, PubChem-Substance, 
               PubChem-Compound, 
               PubChem-BioAssay} 

PubChem/12345,  
PubChem-Substance/ 
123456 

SwissProt, PIR, GDB, 
CSD, HGML, PREFSEQDB [9] 

Free Formats 
 

Free Formats 
 

Table 4.1. Databank names and DAN formats. 

The names of databanks and formats of DANs are shown in Table 4.1. Several examples of DANs 
are shown in the third column.  

Grant Number (GN) 

A grant number [10] published in a journal article indicates a number assigned to the funding 
provided by the institution that supported the research reported in the article. Funding sources 
may be agencies of the U.S. Public Health Service (PHS), foreign governments, or private 
organizations such as the Wellcome Trust. 

A GN in a sentence is usually accompanied by organizational names and/or words such as 
“supported”, “funded”, “financed”, etc. A typical example of a GN sentence is “This work was 
supported by National Institutes of Health Grant GM46904”. In this example, “GM46904” is the 
grant number in which “GM” stands for the “National Institute of General Medical Sciences 
(NIGMS)” at NIH.  

Figure 4.3 shows examples of GNs in articles. Figure 4.3 (a) shows GNs R01-NS43928 and R01-
EB00463 in which “NS” and “EB” stand for “National Institute of Neurological Disorders and 
Stroke (NINDS)” and “National Institute of Biomedical Imaging and Bioengineering (NIBIB)”, 
respectively. Figure 4.3 (b) shows a GN 5R01AI20451-18 in which “AI” stands for “National 
Institute of Allergy and Infectious Diseases Extramural Activities (NIAID)”. In these examples, 
GNs include a two-character identifier representing the name of the specific funding organization 
within NIH.  
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 (a) 

 
 (b) 

Figure 4.3. Examples of Grant Numbers. 
In (a) GNs are R01-NS43928 and R01-EB00463. In (b) GN is 5R01AI20451-18. 
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NIH grant numbers follow a six-part format shown in Table 4.2, each part having a distinct 
meaning: Application Type (a single-digit code identifying the type of application for funding), 
Activity Code (a three-digit code identifying a specific category of extramural activity), 
Administering Organization (a two-letter code identifying the particular institute or center at NIH 
issuing the grant), Serial Number (a five- or six-digit identifier), Suffix Grant Year (a two-digit 
budget period), and Suffix Other (a four-digit code). Table 4.2 shows an example of a GN. Table 
4.3 shows the detailed meaning of each part of the format of a GN and an example of each part is 
shown in the third column of Table 4.3. 
 

Part Application 
Type 

Activity 
Code 

Administering 
Organization 

Serial 
Number 

Suffix 
Grant Year 

Suffix 
Other 

Example 3 R01 CA 12329 04 S1A1 

Table 4.2. An NIH grant number (example). 

Part Explanation Example 
3 R01 CA 12329 04S1A1 

Application Type A single-digit code identifying the type of application received and 
processed. 

3 (a supplemental request for 
additional funds) 

Activity Code A three-digit code identifying a specific category of extramural activity. R01 
Administering 
Organization 

A two-letter code identifying the first major-level subdivision. CA: National Cancer Institute 
LM: National Library of Medicine 

Serial Number A five (or six)-digit number assigned sequentially to a series with an 
institute, center, or division. 

12329 

Suffix Grant Year A two-digit number indicates the actual segment or budget period of a 
project. 

02 (grants in their second year) 

Suffix Other A four digit code signifying a Supplement (S), Amendment (A), or 
Allowance(X). 

S1A1 

Table 4.3. The six parts of an NIH grant number (definitions) 

As mentioned already, besides NIH, grants are also made by other agencies of the U.S. Public Health 
Service, e.g., CDC and AHCPR, as well as private organizations. The grants made by these 
organizations are identified by numbers that follow different formats, all of which must be extracted 
by the PDR system. 

Grant Support (GS) 

GS refers to the category of granting institution [11] as listed in Table 4.4. Authors usually 
acknowledge these organizations in sentences containing organizational names and “support 
words” such as “supported”, “funded”, “financed”, etc. A typical example of a GS sentence is 
“This work was supported by National Library of Medicine Grant LM46904”, where the author 
has identified NLM as the granting institution. PDR must use clues such as these to deduce the 
category of grant support, and automatically provide a check tag for operator verification.  
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Grant Support Category Explanation 
Support-Non US Gov Support from universities, companies, private institutions, foreign countries, etc. 

Support-US Gov Non PHS Support from US government, other than PHS organizations. 

Support-US Gov PHS Support from one of seven PHS organizations such as NIH, FDA, HRSA, CDC, 
OASH, SAMHSA, and AHCPR. 

Support-NIH Extramural Support from an NIH institute or center. 

Support-NIH Intramural Support from one of the NIH organizations for intramural research. 
Support-Wellcome Trust Support from the Wellcome Trust 

Table 4.4. Six categories of GSs. 

Figure 4.4 shows examples of articles acknowledging the funding source. Figure 4.4 (a) shows 
GSs from NIH (Support-NIH Extramural), American Cancer Society (Support-Non US Gov.), 
and Spinal Cord Research Foundation (Support- Non US Gov). Figure 4.4 (b) shows GSs from 
NIH (Support-NIH Extramural). 

 

 
(a) 
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(b) 

Figure 4.4. Examples of Grant Support. 
(a) GS: NIH-Extramural and Non US Gov. (b) GS: NIH-Extramural. 

 

Commented-on Article (CON field in MEDLINE) 

Increasingly, authors cite other people who have previously published articles that address 
related research, and they do so generally in a complimentary way. These “commented on” 
articles are indicated now in a MEDLINE citation field, “Comment-on” or CON. As an example, 
Fig. 4.5(a) is a MEDLINE citation in which this CON information is shown enclosed in a dotted 
box. Also, as shown in Fig. 4.5(b), an author usually provides the bibliographic description of 
such a commented-on article in the reference section.  
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(a) 

 

 (b) 

Figure 4.5.  (a) A MEDLINE citation showing CON information and (b) the corresponding 
reference in the article text. 
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5. Input and output subsystems 
Before describing our algorithm design in Sections 6 and 7, we first discuss the initial process of 
retrieving the publishers’ XML citation data from NLM’s DCMS system and acquiring the 
articles from publisher Web sites (“input”), as well as the final step of displaying the data 
extracted by PDR for verification by operators (“output”).  

5.1 Get Citations From DCMS Queue 

As shown in Fig. 4.1, the input process begins with a module accessing DCMS, and retrieving 
the publishers’ XML files (as shown in Fig. 4.1). Since a list of XML files is released daily by 
DCMS at 5:30pm, our module accesses DCMS at 6:30pm, and downloads any new files. These 
files are saved to a particular file server location, and the module then parses the files for 
information such as “PMID”, “NLM Unique ID”, “Journal Name”, and “Journal Name 
Abbreviation,” and saves this information into a database for article downloading.  Other 
information such as Title, Abstract, Authors, Affiliations, etc. are also saved for later processing 
such as full-text verification and labeling improvement. 

5.2 HTML/PDF Files Download 

This module, also shown in Fig. 4.1, captures and saves the full text of an online article. This is 
done by using the article’s PMID (from the previous module) in NCBI’s E-utility service to get 
the article’s URL and information on the journal and publisher. The module then loads the URL 
and displays the corresponding Web page in Internet Explorer. It then captures the text from the 
IE using detailed information from the article’s Document Object Model (DOM). Since the URL 
provided by the E-utility sometimes links to an abstract or summary rather than to the article 
itself, the module further analyzes the URL and navigates to the precise location of the article. 
To accomplish this, the module removes <script>, <noscript> and <iframe> tags in the captured 
content, and compares the remaining text against the information on the article saved earlier by 
the Get Citations From DCMS Queue module (Section 5.1) to verify that the entity captured is 
indeed the full text of the article.   

We also need to download articles without appearing to be crawling for, and illegally retrieving, 
articles from publishers’ Web site. This could inadvertently trigger a denial of service. We 
comply with the publishers’ recommended 10 second delay between accesses, by setting a 15 
second delay if the articles are from different journal issues, and 30 seconds if they are from the 
same one. Furthermore, the module picks PMIDs randomly from the DCMS queue to minimize 
the chances of accessing consecutive articles from the same journal issue.  

5.3 Text verification subsystem (Client-based PDR Reconcile) 

PDR Reconcile is a graphical user interface (GUI) program to present bibliographic data to 
operators for verification and to transfer the verified data to DCMS. PDR Reconcile consists of 
two major processes, one on the client side and the other on the server side. This allows the 
operator to receive bibliographic data from the PDR database as shown in Figure 5.1. The client 
side system allows operators to verify bibliographic data received from PDR.  The server side 
system provides internal functionalities to process requests from the client side and returns the 
result to the client side using XML and ASP.NET. The client side system is activated by the 
operator. Figure 5.2 shows an example of this system activation for reconciling DAN 
bibliographic data when an operator clicks on a DAN link on the DCMS user interface. Similar 
activation procedures are applied to review the extracted GN, GS, and CON data. 
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Figure 5.1. The PDR Reconcile system functional overview 
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Figure 5.2.  The DCMS interface invokes the PDR Reconcile window containing extracted data 

for verification (in this case, DAN.) 
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6. Page segmentation (Zone creation) 
The purpose of the page segmentation module in PDR is to divide HTML article pages into 
zones of contiguous text to facilitate subsequent information extraction tasks. 

6.1 Previous work in the literature 

Most current Web information retrieval systems regard a Web page as the smallest indivisible 
unit and simply search the information in the entire Web page linearly without trying to 
understand the structure of the page. In the narrow domain of online HTML medical journal 
articles, a Web page usually consists of navigation panels, advertisements, banners, decorations, 
and the article itself. The article text can be logically divided into several zones, containing the 
title, author names, affiliations, acknowledgement, references and so on. As typically done for 
traditional scanned documents, layout analysis (that segments a page into zones) of the HTML 
pages can make subsequent information extraction processes faster and more reliable. 

The most straightforward way to segment a Web page is simply to use the HTML tags as 
indicators. For example, Diao et al. used four types of tags, <P>, <TABLE>, <LI>/<UL> and 
<H1>~<H6> to detect paragraphs, tables, lists and headings [12]. Lin and Ho used only the 
<TABLE> tag to partition a page into several blocks [13]. Similarly, Buyukkokten et al. and 
Kaasinen et al. chose to use several simple tags, such as <P>, <TABLE> and <UL> to divide the 
Web page for subsequent conversion and summarization [14, 15]. One problem with these 
approaches is that the HTML syntax is very flexible, and is designed for displaying and 
manipulating, instead of semantically understanding, the HTML pages. Visually-similar HTML 
pages can therefore be implemented by completely different HTML codes. Thus, using a list of 
predefined HTML tags for layout analysis can produce misleading results. 

Another technique, VIPS (VIsion-based Page Segmentation), analyzes the document’s DOM2 
tree structure, and uses a measure called Degree of Coherence to separate or group the DOM 
nodes, thereby segmenting the page into zones [16]. 

We note that, as in scanned documents, one of the most important cues to understand the 
semantic organization of an online journal article is its geometric layout. Therefore, unlike most 
of the existing methods, which mostly depend on HTML tags or the DOM tree alone, our 
approach relies heavily on the geometric layout of the Web page, while exploiting aspects of 
other techniques. 

Traditional geometric layout analysis on scanned documents has been extensively studied and 
documented in the literature. Most of the algorithms follow either a top-down or bottom-up 
approach. Top-down algorithms recursively divide a whole page into smaller zones. The process 
terminates when certain criteria are met. Typical top-down methods include the X-Y cut [17, 18], 
shape-directed-covers-based algorithms [19] and several others. Bottom-up algorithms start with 
the image pixels, and cluster them into connected components, then into words, lines and finally 
zones. Typical bottom-up methods include Docstrum [20], Block Adjacency Graph (BAG) [21], 
and many others. Hybrid methods combining split and merge strategies have also been proposed 
in [22, 23]. A review of many of these techniques appears in [24]. 

                                                           
2 DOM stands for Document Object Model, and is a well-defined model published by World Wide Web Consortium 
(W3C) for accessing and manipulating HTML documents. 
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Our own research has been reported in detail in [25-27], but here we summarize our zoning 
method in the following subsections. 

6.2 Method 

The DOM tree is the starting point for our HTML zoning algorithm. X-Y cut, primarily based on 
gaps between adjacent blocks, is a simple and efficient algorithm [17, 18]. Its major drawback is 
that it is sensitive to skew and noise, but unlike for scanned documents, this is not a problem for 
online HTML pages, in which the bounding boxes of DOM nodes are straight and clean. We, 
therefore, combine the DOM tree and traditional recursive X-Y cut in our zoning algorithm. 
HTML documents are represented by a zone tree model, which hierarchically organizes the 
regions of the Web page into a tree structure. The gaps between the zones and other visual cues, 
such as background color and font attributes (size, color and typeface), are then used to prune the 
zone tree and appropriately segment the HTML page. 
 

HTML page 

1. Render the page in a Web Browser.
DOM tree is built by the Browser

2. Access DOM tree and extract 
geometric information of DOM nodes 

3. Build a zone tree structure 
using X-Y cut algorithm 

4. Prune the zone tree to  
segment the HTML page 

            Zones  
(Saved in an XML file) 

 
 

Figure 6.1. HTML zoning algorithm  
 
As illustrated in Figure 6.1, our zoning algorithm is a four-step process. It starts with rendering 
the HTML article page in a Browser. We choose to render the HTML document in Microsoft 
Internet Explorer (IE), because it provides simple Application Programming Interfaces (API) to 
create and access HTML DOM trees. Performing a preorder traversal of the DOM tree, we can 
readily extract geometric information (position and size of the bounding box for each DOM 
node) through several IE API function calls. 

We then perform a recursive X-Y cut algorithm on the lowest level nodes, i.e., “leaves” of the 
DOM tree. This top-down process recursively breaks the page into zones based on the gaps 
between the bounding boxes of the DOM nodes. Visually, a zone is a region on a Web page that 
contains one or more DOM nodes. The root zone is the entire Web page and the DOM nodes are 
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grouped into zones at different levels depending on their geometric relationships. This process 
creates a zone tree structure.  

 

 

Figure 6.2. An example of zone tree structure. 

1-1-2 

 

 

Figure 6.2 shows an example of the zone tree structure in a portion of an HTML article. Several 
zones are marked with bounding boxes of the internal DOM nodes and labeled with numbers. 
The root zone, corresponding to the whole page, is broken into Zone 1-1 (not marked in the 
figure) and Zone 1-2. Zone 1-2 corresponds to a right-aligned <TABLE> DOM node. Such 
right-aligned <TABLE> nodes are usually navigation panels with no relevant information, and 
we choose to discard them immediately. Zone 1-1 includes the remaining components on the 
page. The gap between Zone 1-1-1 and Zone 1-1-2-1, being the largest, causes Zone 1-1 to be 
separated into Zone 1-1-1 and Zone 1-1-2. The gaps between adjacent zones from Zone 1-1-2-1 
to Zone 1-1-2-6 are of the same size. Zone 1-1-2 is therefore further divided into these 6 zones. 

Zones 1-2 and 1-1-1 correspond to <TABLE> DOM nodes and have sub-trees under them. Zone 
1-1-2-2 is also not a leaf zone, because it actually contains line-breaks, i.e., <BR> DOM nodes. 
Although containing more than a dozen DOM nodes, Zone 1-1-2-4 is a leaf zone, because none 
of its internal DOM nodes create line breaks. Zones 1-1-2-1, 1-1-2-3, 1-1-2-5 and 1-1-2-6 are 
also leaf zones. DOM and zone tree structures are generally different: DOM tree models the 
HTML syntax, while zone tree models the geometric layout of the HTML page.  

The zone tree model may be formally described as follows. The entire Web page is considered 
the root zone node: .  is a set of DOM nodes inside this zone. The geometric 
position, i.e., upper-left and lower-right rectangular boundary coordinates, of zone 

( ) ( )SNDZ ,= { }idD =

Z  is derived 
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from these internal DOM nodes, i.e., finding the tightest bounding box of the DOM nodes. 
 is a set of children zones of zone { }iZN = Z . ( ){ }ZZZZZsS jiji ∈= ,|,  is a set of separators between 

children zones  and . Recursively, child zone,iZ jZ ( ) ( )iiii SNDZ ,= , has the same structure as Z . 
The leaf zone is the zone with no line-breaks inside. 

For an HTML document, the zone tree generating process finds a set of appropriate separators  
to partition zone 

S
Z  into a set of children zones  at each level of the tree. In our 

implementation, the separators are the gaps between adjacent zones, with one exception: right-
aligned <TABLE> nodes are immediately separated from their siblings, since, as mentioned 
earlier, they are usually navigation panels with no relevant information. 

N

The most important advantage of the zone tree model is that it is independent of HTML tags. We 
believe that this zone tree model is better for organizing the related information within a 
document, and therefore better for information retrieval compared to the DOM tree model. 

The last step of our zoning algorithm is to prune the zone tree to conclude the segmentation. We 
apply a set of rules to each zone tree node to decide whether to prune its offspring. The decision 
is based on the gap and the changes in appearance (whether there are significant changes in the 
background color, font size, font typeface, etc.) among its siblings. The leaf nodes of the pruned 
zone tree represent the zones in the segmented page. 

6.3 Evaluation and results 

Our experimental set consists of 104 articles from 11 journals. These articles are manually 
segmented to provide ground truth for our evaluation. Of the 9,726 zones, the algorithm correctly 
identified 9,376, giving an accuracy of 96.40%.  

Figures 6.3, 6.4 and 6.5 show three examples of segmentation results. The zones are indicated by 
solid red and dotted blue bounding boxes of internal DOM nodes. We alternate the bounding box 
colors to visually distinguish different zones. Note that a single zone may include several DOM 
nodes, and therefore several bounding boxes. The first two pages are regular HTML files, but 
from different publishers and implemented in different styles. The third page is a PDF-
converted-to-HTML file.  

Figure 6.3 shows a segmentation free of errors, which is the typical case. Errors are shown in the 
other two. Figure 6.4 shows a region (indicated by a parenthesis) that should be segmented into 3 
zones, corresponding to author name, affiliation and Email address. Our algorithm, however, 
keeps the region as one zone, because they have the same font attributes, the same background 
color, and a small gap between them. It is difficult to separate the three without text analysis that 
can assign logical labels (e.g. title, author, affiliation, references, etc.) to the zones. We are, 
therefore, extending this research to logical layout analysis, i.e., segmenting HTML articles into 
zones and assigning logical labels to them. 

Figure 6.5 shows an over-segmentation problem in PDF pages that are converted to HTML 
(marked with a thick arrow). This is a consequence of the large gaps between the keywords 
shown. Future work will investigate heuristic rules to correct this problem. 

 18



Figure 6.3. An example of error-free segmentation. Solid and dotted bounding boxes of 
internal DOM nodes alternate to indicate the resulting zones. 
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Figure 6.4. An example of under-segmentation errors (shown by the parenthesis). Solid and 
dotted bounding boxes of internal DOM nodes alternate to indicate the resulting zones.  
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 Figure 6.5. An example of over-segmentation errors (shown by the arrow). 
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7. Zone labeling 
The step following the segmentation of article pages into zones is the labeling of those zones 
containing the bibliographic data of interest. We have developed two labeling techniques, one a 
combination of a Naïve Bayesian and a rule-based algorithm (Section 7A), and the other based 
on the Support Vector Machine (Section 7B). We evaluate these separately but will consider 
combining them eventually. 

7A. Naïve Bayesian and rule-based algorithms for labeling zones 

7A.1 Previous work 

We earlier developed a labeling system using a rule-based algorithm (if-then-else rules) for online 
articles [28-31]. It works reasonably well in general cases.  However, since the rules depend on 
combinations of keywords found in a zone, errors result when authors use unusual or ambiguous 
words. Consequently, the algorithm is found to be case sensitive, sensitive to typographic errors, and 
hence not robust.  

For the labeling module in PDR we adopt the Naïve Bayesian algorithm [32, 33], commonly used in 
text mining and information retrieval since it is simple and efficient. It relies on the occurrence of 
features which are assumed to be stochastically independent of each other. Compared to our previous 
rule-based algorithm, it is more robust, since it can make use of any number of words in a document 
as features, rather than just some of the words. However, we make use of rules in our present method 
as well, as discussed below.  

In this section, we discuss our technique for labeling text zones containing databank accession 
number (DAN), grant number (GN), and grant support (GS) using a combination of a Naïve 
Bayesian algorithm and a rule-based algorithm.  

7A.2 Our approach 

Since the Naïve Bayesian algorithm is based on statistics and can take advantage of several words in 
a zone, it is robust with respect to typographic and other errors. However, training it for a rare case is 
problematic. For example, the databank name “PIR” occurs very rarely and consequently there 
are few training examples. This can be rectified by adding if-then-else rules. Our approach 
therefore is to combine the Naïve Bayesian algorithm and the rule-based algorithm to exploit their 
relative strengths.  

Figure 7.1 shows the workflow of the labeling system. The labeling system reads an XML file 
containing text zones in an article, labels the zones, and saves the labeling results in an XML file. 
Our system is a combination of three different algorithms, one each for labeling the zones as 
containing GN, DAN, or GS. Each one is a Naïve Bayesian algorithm supplemented by if-then-
else rules. 

In the case of GN, the algorithm implements the following steps. First, a zone is split into 
sentences since the algorithm is designed to process at the sentence level. Second, features for 
GN are estimated from each sentence. The algorithm collects some of the most frequently 
occurring words in GN training sentences as features and then checks the existence of these 
features in each sentence. Third, the Naïve Bayesian result for GN is computed for each sentence 
using the estimated features. Fourth, the label assigned to each sentence is determined by four if-
then-else rules which use the following four features as their variables: the Naïve Bayesian 
result, Granting organization, Support word, and GN format. Fifth, the labels of all sentences in 
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the zone are collected and saved. If one of the sentences in the zone is labeled as GN, so is the 
zone. Note that at the current stage of development, we have tested and implemented the Naïve 
Bayesian algorithms, but not the rules as yet. This will be done in the near future. The results of 
the evaluation of the Naïve Bayesian algorithms shown in Section 7A.3, although quite good, are 
expected to only improve with the addition of rules. 

The labeling algorithms for DAN and GS also follow the same steps.  

 

Read zones from an XML file

Labeling algorithm for
GS 

Labeling algorithm for 
DAN

Labeling algorithm for 
GN

Save labeling results in an XML file

Naïve Bayesian algorithm for 
GN

Extract features for GN

Four if-then-else rules using
four features

1. Naïve Bayesian  result
2. Granting organization
3. Support word
4. GN format

Extract features for DAN

Naïve Bayesian algorithm for 
DAN

Five if-then-else rules using 
four features

1. Naïve Bayesian result
2. Databank name
3. Deposit word
4. DAN format

Extract features for GS

Naïve Bayesian algorithm for
GS

Eight if-then-else rules using 
five features

1. Naïve Bayesian result
2. Granting organization
3. Support word
4. GN format
5. Word “Intramural”

Split a zone into sentences Split a zone into sentences Split a zone into sentences

 
Figure 7.1. Labeling system. 

 

7A.2.1 Naïve Bayesian algorithm 

The design of the algorithm assumes that a document is represented by a vector of binary 
features indicating which words do and do not occur. I.e., assume that we have a binary feature 
vector from a sentence x=(x1, x2, x3,… , xm ) where m is the dimension of the vector and  xi= 0 or
1 means absence or presence of the ith feature (word in our case) in the sentence. The selection 
of the words to train the algorithm is important to successful labeling. We seek a condition or 
criterion to identify such words, and this is expressed in Equation (5) below.  

 

n as  

Let us assume the existence of two classes of sentences appearing in a zone. The “relevant” 
class, Cr, contains words that suggest a label (e.g., GN or DAN); the other (“non-relevant”) 
class, Cn, does not. Discrete distribution of the Bayes’ Theorem may be writte

)(
)()|(
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x

x
x

P
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CP ii
i = , i = r, n, where P(Ci) is the prior probability of Ci. 
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The decision function can be written as  

P(x|Cr) P(Cr) > P(x|Cn) P(Cn) .       (1) 

Assume that the features xi in feature vector x=(x1, x2,… , xm) are stochastically independent. Let
us define p

 
i as the probability of occurrence of a word (suitable as a feature) in a sentence that is 

in the relevant class, and qi as the probability of occurrence of such a word in the non-relevant 
sentence. Then, P(x |Ci) can be rewritten as 

ii x
i

m

i

x
ir ppCP −

=

−=∏ 1
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)1()|(x , where pi = P(xi=1| Cr)     (2) 
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)1()|(x , where qi = P(xi=1|Cn)     (3) 

Inserting Equations (2) and (3) in Equation (1), taking logs, and moving the right term to the left, 
we arrive at the following linear decision function G(x). 
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When G(x) is positive, x belongs to Cr (relevant class). If not, x belongs to Cn (non-relevant 
class). 

To determine the selection of features, the following equation is used [34]. 
1|
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−

ii

ii

pq
qp          (5) 

When a feature candidate xi satisfies the condition expressed in Equation (5), we employ xi as 
one of the features in x=(x1, x2, x3,… , xm). That is, this expression is the criterion we use to 
select the words to train the Naïve Bayesian algorithms (Section 7A.3).  

7A.2.2 Rules to supplement the Naïve Bayesian algorithm 

The heuristic rules we devise to supplement the Naïve Bayesian algorithm rely on key words. 
Table 7.1 shows the important word lists used to develop our rules. 
 

Word list Words in the list 

Support word  supported, funded, granted, financed, etc. 

Grant word grant, fund, scholarship, etc. 

Granting organization NIH, FDA, CDC, , OASH, SAMHSA, AHCPR, etc. 

Databank name GenBank, Embl, Ddbj, Swiss-Prot, CSD, GDB, HGML, OMIN, PDB, 
PIR, PRFSEQDB 

Deposit word submit, deposit, register, etc. 

Accession word accession, access, etc. 

No. word No., Number, ID, etc. 

Table 7.1. Word lists. 
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Rules for GN 

In Table 7.2, we show rules for GN to compensate for the weakness of the Naïve Bayesian 
algorithm. 
 

Rule number Naïve Bayesian 
result 

Granting 
organization 

Support word GN format 

1 + O X C 
2 +/- O O C 
3 +/- O O PC 
4 +/- X O C 

Table 7.2. Rules for GN. 

In this table, “+” means the result of the Naïve Bayesian algorithm is positive, “+/-” means “does 
not care about the result of the Naïve Bayesian algorithm”, “O” means “exist”, “X” means “does 
not exist”, “C” means “GN format is correct”, and “PC” means “GN format is partially correct”. 
These rules are made explicit below. 
 
Rule number 1: If ( a sentence has positive Naïve Bayesian result and  
                                                  Granting organization and  
                       correct GN format ),  
                                    then the sentence is labeled as GN. 

Rule number 2: If ( a sentence has Granting organization and  
                      Support word and 
                       correct GN format ),  
                                    then the sentence is labeled as GN. 

Rule number 3: If ( a sentence has Granting organization and  
                      Support Word and 
                       partially correct GN format ), 
                                    then the sentence is labeled as GN. 

Rule number 4: If ( a sentence has Support word and 
                       correct GN format ),  
                                    then the sentence is labeled as GN. 

Rules for DAN 

Rule generation for DAN is similar to that for GN. Five if-then-else rules are created for DAN 
using four features as variables: Naïve Bayesian result, Databank name, Deposit word, and DAN 
format. An example of the rules is given below. 

 
Rule number 1: If ( a sentence has positive Naïve Bayesian result and  
                                                  Deposit word and  
                       correct DAN format ),  
                                    then the sentence is labeled as DAN. 
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Rules for GS 

MEDLINE currently requires the identification of six types of grant support: “Non US Gov”, 
“US Gov Non PHS”, “US Gov PHS”, “NIH-Extramural”, “NIH-Intramural”, and “Wellcome 
Trust”. The rule generation for each GS is similar to that for GN. Eight if-then-else rules are 
created using five features as variables: Naïve Bayesian result, Support word, Grant 
organization, GN format, and the word “Intramural”. One of the eight rules is as follows. 
 

Rule number 1: If ( a sentence has positive Naïve Bayesian result and  
                                                  Support Word and  
                       correct GN format ),  
                                    then the sentence is labeled as GS for NIH-Extramural. 
 

When these rules are applied to a sentence, the results indicate both the existence of a GS, as 
well as its category (type.)  

In contrast, in the case of GN and DAN, the rules only indicate the existence of GN and DAN in 
a sentence, which requires the Bibliographic Data Extraction subsystem in a later step to extract 
the specific GNs and DANs. However, in the case of GS, the rules already identify the GS 
category, and no further processing is needed.  

7A.3. Experiment 

In this section we present experimental results for labeling zones containing GN, DAN, and GS. 
While our module is designed to include both Naïve Bayesian as well as the rules, the results to 
date are only for the Naïve Bayesian algorithms, but an evaluation of the complete subsystem 
will be reported in the future.  

7A.3.1 Naïve Bayesian algorithm 

Grant number (GN) 

To train the Naive Bayesian algorithm, we selected 23,500 sentences from articles cited in the 
MEDLINE database in 2006. Of these, 5,142 have GNs, and 18,538 do not. We also collected 
the 6,870 most frequently occurring words in these sentences, and select 4,721 words as features 
(x=(x1, x2, x3,… , x4,721 ) ) using the criterion expressed in Equation (5).  

In addition, we include three features: “Granting organization”, “Support word”, and “Grant 
word” for a total of 4,724 features for GN. Examples of these additional features (words) are 
shown in Table 7.1.  

In Table 7.5 we list some of these features, and their probabilities of occurrence pi and qi which 
are derived from a frequency analysis of the training set. For example, the word “national” 
occurs in about 66% of the sentences in the relevant class (i.e., containing a GN), while it 
appears in less than 2% of the sentences in the non-relevant class, as shown in the table. 
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Feature pi  qi

Granting organization   [see Table 7.1] 0.86192143 0.01160257 

Support word                [see Table 7.1] 0.89478802 0.00103497 

Grant word                    [see Table 7.1] 0.91579152 0.00076261 

national 0.66297161 0.01803029 

supported 0.81777518 0.00119839 

grant 0.47394010 0.00054472 

health 0.54453520 0.03791263 

work 0.53753403 0.00114392 

institutes 0.46499417 0.00544722 

research 0.32360949 0.06710971 

grants 0.41423571 0.00032683 

Table 7.5. Some word features and corresponding pi and qi used in the Naïve Bayesian algorithm 
for GN. 

 

The results of training and testing the Naïve Bayesian algorithm appear in Tables 7.6 and 7.7 
respectively, and the corresponding performance figures are shown in Tables 7.8. All 
performance measures exceed 98%. 

 
Sentence True False 
Relevant class (W/ Grant)               (Total:  5,142) 5,070 72 
Non-Relevant class (W/O Grant)    (Total:18,538) 74 18,284 

Table 7.6. Naïve Bayesian training results for GN. (Total sentences = 23,500) 
 
 

Sentence True False 
Relevant class (W/ Grant)               (Total:   5,144) 5,120 24 
Non-Relevant class (W/O Grant)    (Total: 18,718) 102 18616 

Table 7.7. Naïve Bayesian testing results for GN. (Total sentences = 23,862) 
 
 

Data Set Precision Recall F-Measure 

Training 98.56 99.53 99.04 

Testing 98.05 99.53 98.78 

Table 7.8. Performance of Naïve Bayesian results of GN. 
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Databank accession number (DAN) 

To train the Naïve Bayesian algorithm for labeling zones containing DANs, we select 9,319 
sentences from articles. 1,322 of these contain DANs and 7,997 do not. We also collect the 2,096 
most frequently occurring words in these sentences and select 1,249 as features (x=(x1, x2, x3,… , 
x1,249) ) using the criterion in Equation (5). In addition, we include words from four word lists in 
Table 7.1: “Databank name”, “Deposit word”, “Accession word”, and “No. word”. We employ a 
total of 1,253 features for DAN. 

Table 7.9 shows examples of these features and their corresponding pi and qi used in the 
experiments. For example, the word “accession” appears in about 63% of sentences in the 
relevant class, while it is virtually absent in sentences in the non-relevant class, as shown in the 
table. 

 
Feature pi qi

Databank name          [see Table 7.1] 0.93773443 0.00587647 
Deposit word             [see Table 7.1] 0.60465116 0.00237559 
Accession word         [see Table 7.1] 0.63540885 0.00012503 
No. word                   [see Table 7.1] 0.75168792 0.14703676 
Accession 0.63015754 0.00012503 
Genbank 0.38484621 0.00012503 
Data 0.42160540 0.02850713 
Deposited 0.44786197 0.00062516 
Sequence 0.28282071 0.01187797 
Protein 0.28807202 0.04601150 
Bank 0.25956489 0.00012503 

Table 7.9. Word features and corresponding pi and qi used in the Naïve Bayesian algorithm for 
DAN. 

The results of training and testing the Naïve Bayesian algorithm are shown in Tables 7.10 and 
7.11, and the corresponding performance appears in Table 7.12. All three measures exceed 
95.50%. 

 
Sentence True False 
Relevant class (W/ Databank)               (Total: 1,322) 1,248 74 
Non-Relevant class (W/O Databank)    (Total: 7,997) 8 7,989 

Table 7.10. Naïve Bayesian training result for DAN. (Total sentences = 9,319) 

 
Sentence True False 

Relevant class (W/ Databank)                 (Total: 1,312) 1,253 59 

Non-Relevant class (W/O Databank)      (Total: 9,302) 22 9,280 

Table 7.11. Naïve Bayesian testing result for DAN. (Total sentences = 10,614) 
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Data Set Precision Recall F-Measure 
Training 99.36 94.40 96.81 
Test 98.27 95.50 96.87 

Table 7.12. Performance of Naïve Bayesian algorithm for DAN. 
 

Grant support (GS) 

From our training and testing data we observe that when a sentence has GNs, it also contains 
GSs. For this reason, our current method uses the Naïve Bayesian algorithm for GN to label 
zones containing GSs, and this is mostly successful. However, since occasionally there are 
sentences containing GSs with no mention of a grant number, we plan to create training and 
testing sets for GS as well, to improve the labeling performance. 

7A.4 Summary 

In summary, the performance of the Naïve Bayesian algorithm is adequate for current work. We 
plan to combine the algorithm with if-then-else rules to improve performance, and also include 
different features (such as formats of DAN and GN). We also plan to explore Decision Tree and 
Random Forest to generate rules automatically and to improve performance. 
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7B. Support Vector Machine used for labeling zones 

In this section, we discuss our SVM method for labeling zones containing databank accession 
numbers (DAN) and grant numbers (GN). We focus on DANs in this discussion, since similar 
considerations apply to GNs. 

One may ask why the zones containing these entities need to be labeled first. Why not extract 
them directly by regular expression matching since their formats are well defined? However, the 
problem is that many other entities can have the same formats. In the case of DANs, these would 
include 4-digit years and page numbers. Straightforward regular expression matching therefore 
would generate a large number of false positives. Errors can also arise from typographical errors 
or when authors do not precisely follow the required formats. 

To evaluate the performance of the brute force regular expression matching approach, we 
conducted an experiment on 617 test articles. Out of a total of 1486 DANs, only 18 DANs are 
missed (false negatives), but there are 36,565 false positives. This indicates that most authors are 
indeed very careful about entering DANs, and due to the rigid DAN formats, the recall rate is 
high, 98.8%. However, because many other entities mimic DAN formats, the precision rate is 
very low, 3.9%. Regular expression matching, therefore, is insufficient for labeling DAN zones. 
Further processing is required to significantly increase the precision rate without greatly 
sacrificing the recall rate. 

7B.1. Related work in the literature 

The identification of DANs falls in the general category of named-entity-recognition (NER), 
which typically involves the identification of locations, person names, organizations, dates, 
times, monetary amounts, etc., and has been well researched. In the newswire domain, the best 
NER algorithm can now achieve 0.95 F-score, which is considered close to human performance 
[35, 36]. 

Biomedical NER, used to identify technical terms in the biology domain (e.g. gene, protein, etc.), 
is of increasing interest [37]. Compared to the newswire domain, however, biomedical NER is 
more challenging. Several machine learning approaches have been proposed for this domain, 
including Support Vector Machine [38] and Conditional Random Field [39], as well as 
combinations of several methods to further improve performance [40]. 

There are two important differences between DANs and most other named entities: (1) the DANs 
have well-defined formats; and (2) they are sparsely located in the text. Most NER algorithms 
model and analyze text at the sentence level. Because DANs occur infrequently, and since most 
zones in an article do not contain DANs and are therefore irrelevant, it is more efficient to take a 
coarse-to-fine approach and conduct a zone level analysis, thereby filtering out most irrelevant 
zones. Then, for the remaining few candidate DAN zones, existing NER methods can be adopted 
to analyze sentences and extract DANs. There are two advantages of taking this coarse-to-fine 
approach. One is that other entities that mimic legitimate DAN formats, such as those shown in 
Figure 7.2, can be safely ignored, and thereby significantly increase the precision rate. The other 
is that due to the significant reduction in the number of candidate zones, sophisticated methods 
can be designed to extract poorly formatted DANs, such as those shown in Figure 7.3, and 
thereby increase the recall rate.  
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(a) 
(b) 
(c) 
(d) 
(e) 
(f)  
(g) 
(h) 

Figure 7.2: Examples of other entities mimicking legitimate DAN formats. Mistaken for a legitimate PDB 
number are (a) 4-digit year; (b) 4-digit page number; (c) file size description; (d) chemical term. Mistaken for 
a legitimate GenBank number are: (e) page number; (f) grant number; (g) foreign contract number; (h) foreign 

zip code. 

 
 

(a)  
(b)  
(c) 

 
(d) 
(e) 

(f) 

(g) 

Figure 7.3: Examples of poorly-formatted databank accession numbers. (a) extra space between prefix and 
number; (b) “_” character replaced by space; (c) non-fully compatible format; (d) extra colon and space; (e) 

missing a digit (incorrect format); (f) extra “0”s; (g) extra parentheses and space. 

Here we discuss our method for DAN zone labeling which we view as a text categorization 
problem. Machine learning approaches for text categorization have been intensively studied for 
more than a decade, particularly the Support Vector Machine [41] and boosting-based classifier 
committees [42]. We chose SVM for our labeling method. 

SVM was originally introduced as a supervised learning algorithm for solving two-class 
classification problems, though it can be easily extended to handle multi-class classifications [43, 
44]. Owing to its superior generalization performance, SVM has been widely used in many 
pattern recognition applications such as handwriting recognition [45], face detection [46], and 
text categorization [47]. 
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Figure 7.4. SVM learning algorithm for nonlinear separable case. 

The basic idea of SVM to solve a non-linear classification problem is to map a non-linear 
separable input space to a linear separable higher dimensional feature space, using a predefined 
non-linear kernel function, and to find the optimal hyperplane that maximizes the margins 
between the classes in that feature space, as shown in Figure 7.4. 

Grant numbers (GN) are also sparsely located in articles and are usually surrounded by distinct 
text as are DANs. Our hierarchical coarse-to-fine method is also applicable here. Figure 7.5 
shows a GN zone marked with a thick red bounding box. Three grant numbers are highlighted 
with solid boxes, and the informative words, which are helpful for GN zone detection, are in the 
dotted boxes. Compared to DAN zones, the text inside GN zones is more consistent and 
distinctive, making the labeling of GN zones an easier task. In the following discussion, we use 
DAN zone labeling to describe our algorithm, but the same considerations hold for GN zone 
labeling as well. 

 

Grant Number Zone

Figure 7.5. An example of GN zone labeling. 
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7B.2 Method 

As shown in Figure 7.6, our SVM-based zone labeling algorithm is a two-step process. First, it 
extracts word frequency features from the zone. These word frequency features are concise 
representation of the zones, so that in the second step, the statistical SVM classifier can be 
trained and then used to classify unknown zones. We discuss the algorithm details below. 

As mentioned, labeling DAN zones may be considered a text categorization problem, i.e., 
classifying zones into DAN zones (the zones containing DANs) and other zones (those without 
DANs). 

The first step in classifying a given zone is to extract useful features to represent it, such as word 
frequency counts. An important question is how to choose the dictionary, i.e., the set of words to 
be counted. After removing stop words and rarely-appearing (less than 10 counts) words, 23,202 
distinct words are collected from our training articles. It is well-known in text categorization that 
the high dimensionality of the word space, i.e., the large size of the dictionary, may lead to poor 
performance due to the so-called “curse of dimensionality.” To avoid this, a dimension reduction 
method is employed to select an optimal word dictionary.  

1. Extract word frequency features from zones

Zoning Result XML File

2. Assign labels to zones via SVM Classification

Labeling Result XML File

Figure 7.6. SVM zone labeling algorithm 
 

 

In a survey of text categorization by Sebastiani [48], the GSS measure [49] is recognized as one 
of the best methods for feature dimension reduction (“GSS” named after the three authors of the 
referenced papers). For our classification process, GSS measures of word  for DAN zone label 

 and “other zone” label , are defined as: 
kt

0c 1c

) (( ) ( ) ( ) ( )01100 ,,,,, ctPctPctPctPctGSS kkkkk −=  

( ) ( ) ( ) ( ) ( )10011 ,,,,, ctPctPctPctPctGSS kkkkk −=  

where, ( ik ctP , )  indicates the probability that, given a random zone, word  does not appear in the 
zone, and that the zone belongs to category . For our two-class classification, we define a joint 
GSS measure for each word : 

kt

ic

kt

 ( ) ( ) ( ) ( ) ( ) . 1001 ,,,, ctPctPctPctPtGSS kkkkk = −

The GSS measure reflects the intuition that the best words are the ones distributed most 
differently in the DAN and other zones. ( )ik ctP ,  and ( )ik ctP ,  can be estimated by counting 
occurrences in the training samples. 
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The 23,202 words in our training data can then be sorted according to their GSS measures. A 
higher value for this measure generally indicates better discriminant ability. Table 7.13 shows 
the 20 words with the highest GSS measures in our sample. It is of interest to find out how many 
words, i.e., the dictionary size, are required to achieve good performance in our DAN zone 
classification. An empirical study is described in Section 7B.3.4 to answer this question. 

 
accession deposited genbank data bank sequence nucleotide coordinates sequences abstract 

text database numbers protein code number reported crossref atomic paper 

Table 7.13. The top 20 words with the highest GSS measures. 

Once the word dictionary is selected, the occurrences of these words in the zone are counted. 
These counts form a word-frequency feature vector, denoted as fi { ( ) ( ) ( )}iniki dtfdtfdtf ,,,,,,,1 LL= , 
where t  is the kk n

kt

th word in the dictionary, is the dictionary size, is a zone, and  is the 
number of occurrences of word  in zone . In order to make zones of different sizes 
comparable, the word-frequency feature vector is normalized by the total number of words in the 
zone. These normalized feature vectors serve to represent the zones, and are used to train the 
SVM classifier which then predicts the labels of the test zones. 

id ( )ik dtf ,

id

A well-known problem with SVM classifiers is that they are sensitive to unbalanced training 
samples, and are biased toward the class label with more training samples. This is a problem for 
us since in a typical journal article, there are far more “other zones” than DAN zones, resulting 
in a significantly greater number of training samples for the former. We address this in an 
empirical study presented in Section 7B.3.3 to find the best combination of DAN and “other” 
zone training samples. 

7B.3 Experimental evaluation 

7B.3.1 Experimental data 

We searched through the MEDLINE 2006 database (citations of articles indexed in 2006) to 
collect 1617 articles containing DANs. 1000 of them were randomly selected as training 
samples, and the remaining 617 as test samples. All articles were segmented into zones by our 
HTML segmentation algorithm briefly described in Section 6 and in detail in our published 
papers [25-27]. Through simple string matching, the zones containing DANs were extracted and 
labeled as DAN zones. The remaining ones were labeled as “other zones”. Table 7.14 
summarizes the statistics of the experimental data used to evaluate our labeling algorithm. 

 
 Articles  DANs DAN Zones Other Zones 
Training  1000 3076 1491 66,458 
Testing 617 1468 877 41,419 

Table 7.14. Experimental data 
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7B.3.2 SVM classifier 

We use LibSVM [50], an open source SVM library developed at National Taiwan University, to 
implement our DAN zone classification. We adopted Radial Basis Function (RBF) as the kernel 
function, and selected the two parameters, C  (penalty parameter of the errors) and γ (RBF 
parameter) through an exhaustive grid-search using cross-validation on training samples. The 
features for representing zone text are the word frequency counts. The DAN zone classification 
is a fast process, taking a few hundred milliseconds to process a typical article on a conventional 
3.40GHz PC equipped with 1GB RAM. 

7B.3.3 Effect of unbalanced training samples 

As previously mentioned, it is a known problem for SVM classifiers that unbalanced training 
data can seriously degrade classification performance. In our collection, there are significantly 
more “other zones” than DAN zones. We conducted an experiment to test how unbalanced 
training samples affect the classification. The 100 words with the highest GSS measures are used 
as the dictionary for estimating word occurrence. The evaluation is on a total of 1877 test zones, 
877 of them DAN zones, and the other 1000 randomly selected from the 41,419 “other zones”. 
There are a total of 1491 training DAN zones, all used as training samples in our experiments. In 
addition, we include 372, 745, 1491, 2982 and 5964 randomly selected “other zones” into the 
training set. These are chosen because they are respectively ¼, ½, 1, 2, 4 times the number of 
training DAN zones, i.e., 1491. Table 7.15 shows the false positive (“other zones” mislabeled as 
DAN zones), false negative (DAN zones mislabeled as “other zones”), and average accuracies. 
 

 False Positive False Negative Average Accuracy 
1491 DAN and 372 other zones 19.9% 5.1% 87.5% 
1491 DAN and 745 other  zones 7.1% 8.3% 92.3% 
1491 DAN and 1491 other zones 3.7% 10.4% 92.9% 
1491 DAN and 2982 other zones 1.8% 13.0% 92.6% 
1491 DAN and 5964 other zones 1.4% 15.2% 91.7% 

Table 7.15. Results of varying the number of training samples. 

This experiment clearly demonstrates that the SVM classifier is biased toward the class label 
with more training samples, and that classification performance is not always improved by 
adding more training samples. Training samples need to be balanced. Since in our problem, false 
negative errors (under labeling) are considered much more serious than false positive (over 
labeling) errors, we choose 1491 DAN and 745 “other zones” as an optimum combination to 
train the SVM classifier. 

7B.3.4 Effect of dictionary size 

Although pointed out by Sebastiani [48] that feature reduction is usually required in machine 
learning-based text categorization, several researchers have also shown that SVM classifiers are 
capable of effectively processing feature vectors of more than 10,000 dimensions [51-53]. The 
feature dimension, i.e., the word dictionary size, however affects not only classification 
accuracy, but also the computation time, which is another critical consideration in our 
operational system. Therefore, it is of interest to find out how dictionary size affects the 
performance of our DAN zone classification. Table 7.16 shows the results of varying the 
dictionary size from 50 to 6400. 
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Dictionary Size False Positive False Negative Average Accuracy 
50 4.7% 10.3% 92.5% 
100 7.1% 8.3% 92.3% 
200 9.8% 7.1% 91.5% 
400 10.7% 6.4% 91.4% 
800 12.9% 6.6% 90.2% 
1600 12.7% 7.2% 90.0% 
3200 11.5% 7.0% 90.7% 
6400 11.6% 7.4% 90.5% 

Table 7.16. Results of varying dictionary size. 

SVM, as found by other researchers, is indeed robust with respect to high dimensional feature 
vectors. The performance drops only slightly even with a dictionary size 128 times larger. Again, 
since we want fewer false negatives, we select a dictionary size of 400 to give an average 
accuracy of 91.4%. This relatively low dimensionality also renders the SVM classifier 
computationally efficient. 

7B.3.5 Labeling performance 

As shown in Table 7.16 (bold line), in the evaluation on a test set of 1000 “other zones”, 107 are 
misclassified as DAN zones, giving a false positive rate of 10.7%. Zones other than these 107 
contain entities mimicking DAN formats. When we discard these, the precision is increased. On 
the test set of 877 DAN zones, 56 are missed, giving a false negative rate of 6.4%. Worth 
mentioning here is that the DANs are often mentioned in several places in the article. Figure 7.7 
shows an example where the same DAN, “2C0W”, is mentioned twice in the article, the top zone 
being classified as an “other zone”. However, this is not a catastrophe, since the DAN may be 
extracted from the bottom zone. This is not a rare case. The 6.4% false negative rate in our DAN 
zone classification, therefore, does not mean that 6.4% DANs will be missed by the algorithm. 
Our final DAN extraction from labeled DAN zones is presented and evaluated in Section 8. 

Compared to DAN, the text inside grant number zones is more consistent and distinctive, as 
mentioned earlier. GN zone labeling is therefore an easier task, and we achieved much better 
performance. In an evaluation on a set of 1224 test GN zones, 1220 are correctly identified, 
giving an accuracy of 99.7%. Usually, there is only one GN zone in an article, so we expect 
about 3 cases of under-labeling in every 1000 articles. Out of 1000 test “other zones”, 999 are 
correctly labeled, for an accuracy of 99.9%. Because in a typical article there is an average of 65 
“other zones”, we expect one over-labeling error in every 15 articles. Our final GN extraction 
from labeled GN zones is also presented and evaluated in Section 8. 
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Figure 7.7: Databank accession numbers may appear in several places in an article. In the top, the PDB 
databank number 2C0W is listed in a table, which is classified as an “other zone” due to the lack of 

contextual information. In the bottom, the same DAN is mentioned again in a paragraph, which is classified 
as a DAN zone, and is therefore correctly labeled. 

 

 

 37



8. Extraction of key bibliographic data 
The step following the labeling of zones in a segmented page is to automatically recognize and 
extract databank accession numbers (DANs), grant numbers (GNs), and articles commented on 
by authors (CON) from the labeled zones. In addition, this step forwards information on grant 
support (GS types and their confidence scores), provided by the preceding step (zone labeling) to 
the PDR reconcile subsystem. We describe two techniques here: in Section 8A, a hybrid 
contextual and statistical method to identify GNs and DANs, and in Section 8B, Support Vector 
Machine to identify CON data.  

8A. Hybrid contextual and statistical method  

8A.1 Issues 

Identifying GNs and DANs is a challenging task due to the following problems: first, authors 
occasionally ignore the predefined formats resulting in many variations and inconsistencies 
(shortened, abbreviated, and slightly altered forms). Secondly, other terms that have a similar 
format such as protein names, non-PHS grant numbers, and even zip codes, often appear 
together. 

Tables 8.1 and 8.2 show examples of GNs and DANs, and their variations. As shown in Table 
8.1, GNs may be expressed in different ways even in a single sentence. In the first example, the 
first GN (1-P50-CA108786-01) has all components in the required format, but hyphens are 
inserted incorrectly between components. The second and third GNs (NS20023 and CA11898) 
include only two components: the administering organization and the serial number. The last GN 
(MO1 RR 30) has some missing components and the letter 'O' (in “MO1”) is incorrectly used 
instead of zero. In examples 2 and 3, NIH and non-PHS (Department of Defense) grant numbers 
appear together. The last example shows a GN (CA97022) and a US zip code (CA 92037) 
having the same prefix and the same number of digits.  
 

No Example text 

1 
Supported by National Institutes of Health Grants No. 1-P50-CA108786-01, NS20023 and CA11898 and by 
Grant No. MO1 RR 30 through the General Clinical Research Centers Program, National Center for Research 
Resources, National Institutes of Health. 

2 Supported by National Institutes of Health (NIH) grant no. CA78657, Department of Defense grant no. 
BC010002, Aging and Alzheimer Research Center grants (A.F.), and NIH grant no. 1CA76274 (R.B.). 

3 

This research was supported in part by DGAPA/UNAM (DirecciÃ³n General del Personal 
AcadÃ©mico/Universidad Nacional AutÃ³noma de MÃ©xico) IN207503-3, IN206503-3 and IX217404, 
CONACyT (Consejo Nacional de Ciencia y TecnologÃ-a) 36505-N, USDA (United States Department of 
Agriculture) 2002-35302-12539 and NIH (National Institutes of Health, U.S.A.) 1R01 AI066014-01.  

4 
Supported by National Institutes of Health Grants CA97022 and GM68487. To whom correspondence should 
be addressed: The Scripps Research Institute, Dept. of Immunology, SP231, 10550 N. Torrey Pines Road, La 
Jolla, CA 92037. Tel.: 858-784-7750; Fax: 858-784-7785; E-mail: klemke@scripps.edu. 

Table 8.1. Examples of GNs (highlighted) and other technical terms (underlined) 
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Many variations in the DAN formats can also be found in the literature. The first example in 
Table 8.2 shows three sentences each of which has a RefSeq DAN (NT_011786, XM 658485, 
and NM177427). As mentioned in Section 4.3, RefSeq DAN must have a two-letter prefix 
followed by an underscore and six- or nine-digit number. However, we can see that the second 
and third RefSeq DANs have no underscore between the prefix and number. In addition, the 
presence of other technical or biological terms significantly increases the complexity of 
identifying DANs, as shown in the second example, in which GenBank DANs (highlighted) and 
other terms (underlined) appear together. 

 
No Example text 

1 

To identify new isoforms of AIF we first analyzed, by an in silico approach, human AIF (NCBI Gene Data Base 
accession number NT_011786, gene ID 9131). 

The nucleotide sequence of the pkcB mRNA were previously deposited as “Aspergillus nidulans FGSC A4 
hypothetical protein” (AN5973.2; REFSEQ accession number. XM 658485). 

We named this newly discovered variant as P2X7-j because previous studies identified splice variants isoforms 
designated P2X7-b-P2X7-h (Ref. 25, accession numbers AY847 (298-304)), and a truncated P2X7 variant 2 (149 
residues) (Ref. 26, accession number NM177427). 

2 

Sequences from this study have been deposited in GenBank under accession numbers CY003847 to CY006042. This 
work was supported by the American Lebanese Syrian Associated Charities, a Cancer Center Support Grant (CA 
21765), the U.S. Public Health Service (grant AI95357), and the Hartwell Foundation. 

Identical sequences were found for five strains: MDA2833, MDA0990, HUMC1166, CCUG38963, and 
CCUG50611. Queries through GenBank BLAST showed that the organisms most closely matched N. meningitidis 
(GenBank accession no. AL162758 and many others) at 95.7% (1,410 of 1,473 bp). 

Table 8.2. Examples of DANs (highlighted) and other technical terms (underlined) 

Moreover, new types of GNs and DANs are added periodically; for instance in 2006 and 2007, 
ISRCTN and PubChem were newly included in MEDLINE. These new types may have 
significantly different formats such as a newly created organizational code in GNs, new prefixes 
in DANs, and/or different numbers of digits in the serial number. 

8A.2 Previous work 

Rule-based methods based on heuristics and domain-specific word/pattern dictionaries are the 
most conventional approach for term identification [54, 55]. However, hand-crafted rules cannot 
readily deal with the many variations and inconsistencies in GNs and DANs due to the lack of 
generalization capability. To overcome the limitation of such rule-based methods, statistical 
approaches based on word distributions have been developed [56, 57]. However, these statistical 
methods often yield unreliable results in the analysis of biomedical text if large and 
representative training datasets are not available, the number of words included in a given test 
sentence or abstract is inadequate, or certain technical words closely related to a specific term 
appear infrequently. At a later stage we intend to investigate machine learning techniques such as 
SVM, Hidden Markov Model (HMM), etc. that have been reported to show a good performance 
in biomedical named entity recognition, although the time-consuming task of building a large 
annotated training corpus would be essential  for this [58, 59]. 
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8A.3 Our approach 

We present a hybrid approach based on contextual and statistical information to automatically 
identify GNs and DANs. Our method first broadly extracts potential candidates for GNs and 
DANs using a rule-based method, and then calculates the confidence score for each candidate 
based on the relative frequency of occurrence of all individual words found in the sentence in 
which the candidate term appears (called “GN sentence” or “DAN sentence”). Such statistical 
information is based on the sentence-level word frequency, i.e., the number of times a given 
word appears in a GN or DAN sentence, and is estimated using a training dataset obtained from 
biomedical articles in NLM’s PubMed Central as well as those downloaded from publisher Web 
sites. This confidence score is positively or negatively weighted depending on morphological 
cues and contextual information (explained later), to offset statistical errors.  

Figure 8.1 illustrates an overview of our method. First, the HTML-formatted body text of an 
article is segmented into text zones, and the zones that contain clues indicating the existence of 
GNs and DANs are located and labeled as “GN zone” and “DAN zone” by the zoning and 
labeling modules described in Sections 6 and 7. Next, we extract candidates for GNs and DANs 
by applying the predefined rules. For each candidate, the corresponding confidence score is 
calculated using contextual and statistical information. The candidates with confidence scores 
exceeding a predefined threshold are submitted to a human operator for final verification.  

Zone
creation & labeling

modules
Extract

candidates
Estimate

confidence score

PDR reconcile

Rules Statistical
information

Contextual
information

Input article
(HTML-formatted)

GNs/DANs

Bibliographic data extraction module

Score > Threshold
Yes

GN/DAN
zones

No

It is not GN/DANOperator verification  

Figure 8.1. An overview of the automated system to extract GNs and DANs 

8A.3.1 Rules for extracting candidates for GNs and DANs 

Potential candidates for GNs are extracted from the GN zones using the following rules 
reflecting the aforementioned characteristics of GNs and their variations. A candidate word or 
word string must:  
1) consist of capital letter(s) and two or more consecutive numerals. 
2) consist of five or more consecutive numerals with/without lowercase letters. 
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3) accept SPACE, ‘-’, and ‘/’ as legitimate components. 
4) be at least four characters long. 
5) have three or more numerals.  

Rules 4 and 5 are applied to the candidates that satisfy rule 1.  

Similar rules apply to the extraction of candidates for DANs. 

8A.3.2 Estimation of confidence score  

Once all potential candidates for GNs and DANs are extracted, their confidence scores are 
calculated based on statistical and contextual information. Statistical information consists of the 
sentence-level frequency of the words in sentences containing GNs or DANs. To estimate this 
word frequency reliably, we first created a large volume of training data consisting of 12,760 
online biomedical journal articles that were indexed by MEDLINE in 2006 and found to have 
GNs/DANs in their body text (11,107 articles for GNs and 1,653 articles for DANs). Next, we 
extract the text zones containing GNs/DANs from the body text of each article in the training 
dataset. Usually, such text zones consist of several sentences of which at least one contains GNs 
or DANs. Finally, we build a dictionary consisting of words appearing in GN/DAN sentences, 
and estimate their frequency of occurrence in the GN/DAN sentences and “other sentences”.  

Now we derive an expression for the confidence score for GN or DAN candidates. Let 
 and be the number of occurrences of word in a GN/DAN sentence class 

and “other sentence” class , respectively. The probability that  has occurred in class  is 
then estimated by the conditional relative frequency: 
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where, . Similarly, , the conditional probability that  has 

occurred in class  is also estimated. The conditional probabilities for a sentence  consisting 
of a set of words,  in class and  are equal to the product of the conditional 
probabilities of individual words by making the Naïve Bayesian assumption that all words in the 
sentence are independent of each other. 
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Assuming that the words closely related to GN/DAN have a high relative frequency score in the 
GN/DAN sentence class, we estimate the confidence score of a given GN/DAN candidate,  
found in the sentence  based on the difference between  and . Finally, the 
confidence score of the candidate,  normalized into the range from 0 to 1 is obtained by 
applying the sigmoid normalization described in [60]. 
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where  and )|(log)( gxgx cSPcl = )|(log)( oxox cSPcl =  are employed to avoid a floating-point 
underflow. This underflow results from the fact that conditional probabilities of all individual 
words in sentence  are less than 1. The factor xS α  is the steepness parameter in the sigmoid 
function whose value is empirically determined. 

Such a confidence score based on word frequency alone can often be unreliable when the 
number of words in the sentence is inadequate, or when certain technical words closely related to 
GNs and DANs occur infrequently, thereby resulting in false rejection errors. To avoid this 
problem, the confidence score is positively or negatively weighted depending on morphological 
and contextual information embedded in GN and DAN zones. Morphological cues are the 
standard format and prefix of GNs and DANs mentioned in the previous section. Contextual 
information depends on specific keywords and phrases strongly suggesting the existence of GNs 
and DANs in a sentence. Examples of these are: “National Institutes of Health”, “supported by”, 
“accession number”, and databank names, etc., which were collected by analyzing our training 
dataset. So a candidate would be positively weighted if it has the correct format and prefix, or its 
surrounding sentence has a word or phrase such as the ones listed above. The highest scoring 
candidates, the ones exceeding a set threshold (a particular score value) are presented to a human 
operator for final verification. 

8A.3.3 Experimental results 

We evaluate the performance of our proposed method in terms of recall rate. A test dataset 
consisting of 10,237 HTML-formatted online articles from over 52 different biomedical journal 
titles is created for evaluating our method. 8,982 articles from this set are used for extracting 
GNs, and the remaining 1,255 articles for the eleven types of DANs. Our experiments show that 
most GNs and DANs can be successfully identified, with recall rates of 99.8% and 99.6%, 
respectively, when the threshold is set to a confidence score of 5. 

Despite this generally good performance, an analysis of the experimental results reveals certain 
types of rarely occurring errors. For example, in Table 8.3 (a), “290-02-0024” was not 
recognized as a GN correctly due to the following problems: a) the sentence containing this GN 
consists largely of words that are not closely related to GNs but commonly found in other parts 
of the body text of many biomedical documents, or as parts of a specific organization name (e.g., 
“Oregon Evidence-Based Practice Center”), thereby generating a low confidence score of 2, and 
b) at the time of this experiment, we had not included the name of the agency shown in our list of 
keywords and phrases (nor the format of GNs issued by this agency). The consequent lack of 
contextual and morphological information in this example results in lowering the confidence 
score. Conversely, other biomedical or technical terms such as “1057” in Table 8.3 (b) can be 
misrecognized with a high confidence score (of 10 in this case), when they follow the accepted 
formats, and when genuine GNs or DANs are also found within the same sentence. 

While high recall rate is critical so as not to eliminate true GN/DAN candidates for operator 
review, the extraction of false candidates (low precision) reduces operator efficiency at the 
verification step. Future work is planned to employ a machine learning method such as SVM or 
HMM to reduce the false alarm errors, thereby improving overall performance and further 
reducing the human labor required for correction. 
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Sentence 
This study was conducted by the Oregon Evidence-Based Practice Center under contract to 
the Agency for Healthcare Research and Quality (Rockville, MD) contract 290-02-0024, 
Task Order 2. 

Candidates 
(Confidence score) 220-02-0024 (2) 

(a) 

Sentence 

We have previously calculated a quasi-atomic resolution model of the echovirus (EV) type 
12Â·receptor complex based on cryo-negative stain transmission electron microscopy and 
image reconstruction of EV12 bound to a fragment of DAF comprising SCR3 and SCR4 
(DAF34) (EM Data Bank code 1057 and Protein Data Bank code 1UPN [PDB] ) (21). 

Candidates 
(Confidence score) PDB/1057 (10), PDB/1UPN (10) 

(b) 

Table 8.3. Examples of (a) false rejection, and (b) false alarm errors 
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8B. Support Vector Machine to identify “Comment-on” (CON) data 

8B.1 Issues 

In this section, we describe research toward the automated extraction of CON data. Currently, 
NLM operators create this data manually, a process that requires an operator to first open an 
input article in a Web browser and read it for linguistic or contextual clues that suggest CON 
data. If these clues are found, the operator identifies the corresponding CON article from the 
reference section of the input article, and uses author names and title (of the CON article) in a 
PubMed search which returns the PubMed ID (PMID) of the CON article. This manual process 
is time-consuming, and success mainly depends on the operators’ linguistic knowledge and 
understanding of scientific expressions and writing styles. 

8B.2 Proposed approach 

In order to minimize the manual effort and to improve accuracy and processing speed, we 
propose an automated identification method based on SVMs. Figure 8.2 shows an overview of 
the proposed method. Note that in a scientific article, all external sources (e.g., journal articles, 
books, or Web links) listed in the reference section are generally cited at least once within 
sentences (“citation sentences”) in the body of the paper. From this observation, our method 
starts with detecting all “citation sentences” in the body text containing hyperlinks or specific 
tags such as square or round parentheses enclosing reference numbers. Next, the “CON 
sentences” that mention CON articles are identified from these “citation sentences” using the 
SVMs. The title and author names of the CON articles are then extracted from the reference 
section and sent to PubMed to acquire the corresponding PMIDs which are sent to the PDR 
Reconcile system for operator verification. The operator is also provided the “CON sentences” 
and the corresponding references to help with a final decision. The detailed procedure for 
identifying the CON list is described in the next section. 
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CON sentences, references

Operator verification
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Figure 8.2. Overall procedure for automated identification of CON data. 
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8B.3 Method 

8B.3.1 Detection of “citation sentences” 

As already noted, each “citation sentence” in a scientific article usually contains a tag (such as 
“(1)” or “[1]”) which we may call an “in-text citation”. These tags point to the bibliographical 
description of the cited source in the reference section. The sentence containing the “in-text 
citation” that specifically indicates the article commented on by the given article is defined as the 
“CON sentence”. A “CON sentence” is therefore a subset of a “citation sentence”. Figure 8.3 
shows an example of an article with three “citation sentences” (dotted boxes) and a separate 
“CON sentence” (solid box). Our method first detects “citation sentences” from the body text, 
and then uses SVMs to identify “CON sentences” from these. 

Very often, in HTML-formatted online articles, an “in-text citation” is hyperlinked to the 
corresponding external source as shown in Figure 8.4(a), the hyperlink consisting of both a 
source anchor (in the body text) and a destination anchor (in the reference section). The source 
anchor specified by “A” HTML element with “href” attribute appears at the “in-text citation” and 
points to the destination anchor. The destination anchor specified by “A” element with “name” 
attribute can be found at the beginning of the reference. The source anchor and its destination 
anchor have the same unique name, in this case, “REF1”. By recognizing this anchor name, we 
can reliably detect the associated “citation sentence”.  

Unlike HTML articles, PDF documents (even when converted to HTML) do not have such 
hyperlink information. In this case, therefore, we detect “citation sentences” by recognizing the 
tags indicating “in-text citations” such as a pair of square or round brackets enclosing reference 
numbers (Figure 8.4(b)), or author names and publication year (Figure 8.4(c)), or by tracking a 
superscript HTML tag pair enclosing reference numbers (Figure 8.4(d)). 
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Figure 8.3. An online biomedical article showing “citation sentences” (dotted boxes) and a 

“CON sentence” (solid box). 
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Hyperlink 
(Source anchor) 

We read with great interest the excellent and informative article<SUP> </SUP>by Dr. Kravets and 
colleagues [<A HREF="#REF1">1</A>] about intraoperative sonographically<SUP> 
</SUP>guided needle localization of nonpalpable testicular tumors.<SUP> </SUP>We found th
contribution to be well written, interesting,<SUP> </SUP>and of important clinical signifi
the management of patients<SUP> </SUP>with nonpalpable testicular tumors. 

eir 
cance in 

Hyperlink 
(Destination 

anchor) 

<OL COMPACT> <A NAME="REF1"><!-- null --></A><LI VALUE=1> Kravets FG, Cohen 
HL, Sheynkin Y, Sukkarieh T. Intraoperative sonographically guided needle localization of 
nonpalpable testicular tumors. <I>AJR</I> 2006; 186:141 -143<!-- HIGHWIRE 
ID="187:1:W123:1" --><a href="/cgi/ijlink?linkType=FULL&journalCode=ajronline&resid= 
186/1/141" ><nobr>[<font COLOR="CC0000">Free</font>&nbsp;Full&nbsp;Text]</nobr></a> 

(a) 

Text symbols of  
in-text citation 

The combination of improved bone marrow transplantation techniques, now called HSC 
transplantation, supportive animal data [2] and coincidental observations (improvement in 
coexisting autoimmune disease after HSC transplantation for conventional indications, such as 
aplastic anaemia, leukaemia and cancer [3]) has allowed the concept to move forward to the clinic. 

(b) 

Author names & 
publication year 

For collections of small families, computer programs such as GeneHunter (Kruglyak et al. 1996) 
and Merlin (Abecasis et al. 2002) calculate the correct variance of the sharing statistic, conditional 
on all observed marker information; therefore, the correct test statistic and P value are computed 

(c) 

HTML tags 
(superscript) 

<SPAN CLASS="ps1p14"><NOBR><SPAN CLASS="ft3">Evidence continues to accumulate 
that children in families where there</SPAN></NOBR></SPAN><SPAN 
CLASS="ps1p15"><NOBR> <SPAN CLASS= "ft3"> is sub- stance &#160;abuse, &#160; 
including &#160;alcohol, &#160;have &#160;a &#160;number of &#160; difficulties. <SPAN 
CLASS= "em1p5"><SUP>1</SUP></SPAN> &#160;The rate &#160;</SPAN></NOBR> 
</SPAN><SPAN CLASS="ps1p16"><NOBR><SPAN CLASS="ft3">of externalizing and 
internalizing problem in children of substance abusers appears 
</SPAN></NOBR></SPAN><SPAN CLASS= "ps1p17"><SPAN CLASS="ft3">to be 
high.<SPAN CLASS="em1p5"><SUP>3</SUP></SPAN> 

(d) 

Figure 8.4. Detection of “citation sentences” using (a) hyperlink information, (b) text symbols of 
“in-text citation”, (c) author names and publication year, and (d) superscript HTML tags. 

 

8B.3.2 Feature extraction  

Once “citation sentences” are extracted, feature vectors are calculated for training and testing 
SVMs. We define a 30-dimension binary feature vector created by combining three types of 
features which have been experimentally found to be effective to represent a “CON sentence”. 
The first feature is a score that quantifies the degree to which a cue phrase (examples shown in 
Table 8.4) matches the words in a “CON sentence”. We have collected 52 cue phrases from an 
analysis of hundreds of samples of “CON sentences”. The matching score for a sentence  is is
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defined as follows: 
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Here,  and  represent the total number of words contained in a cue phrase c and the 
number of words in this phrase that are actually found in , respectively.  is the number 

of words that remain unmatched. Assume that a sentence starts with “I read with
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…” and we have “I read with interest” in our list of predefined cue phrases. This cue phrase 
consists of four words (  = 4) which are all found in  (  = 4). However, this phrase does 
not strictly match the word string in is  which has the additional word “great )( is =1). In 
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Cue phrases 

The article (paper, letter, study, research) by … 
I (We) read with interest … 
In the editorial … 
would like to reply (comment) to … 
In this issue … 
In their recent (article, letter, paper, report) … 
Reply (respond) to the comment (s) 

Table 8.4. Samples of cue phrases 

 
The second feature is based on sentence position, since typically “CON sentences” are located at 
the beginning of the body text. Such position information can serve as a good feature to 
distinguish a “CON sentence” from other “citation sentences”. Position of a sentence is 
expressed as 

N
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where  is the total number of characters in the given document D, and is the number of 
characters located before the sentence . 

ND )( in sD

is

The third and last feature is the frequency of occurrence of the names of authors (term 
frequency) of CON articles, based on our observation that authors of articles commented on are 
more frequently mentioned in the text. The frequency score of author names of external sources 
listed in the reference section is defined as follows: 

),(
),()(

max Datf
DatfaTF i

i =     (3) 
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where  and denote the number of occurrences of author  and the maximum 
number of occurrences of author names in the given document D, respectively. 

),( Datf i ),(max Datf ia

Each of these three features is quantized and normalized to a real value ranging between 0 and 1. 
The normalized real-valued features are converted to a 10-bit binary vector (i-th bit position 
corresponds to real values between i/10 and (i+1)/10). For example, 0.35 is converted to 
“0001000000”. These three 10-bit binary vectors are then concatenated to produce the 30-
dimensional feature vector to be used as input to the SVM to detect “CON sentences”. 

8B.3.3 SVM to identify “CON sentences” 

We implemented two types of SVMs: one with a polynomial kernel function and the other with a 
RBF kernel function using the MYSVM, a free software package for non-commercial use 
developed by Rüping (at University of Dortmund) [61]. These two kernel functions defined in 
equations (4) and (5) below have been most commonly used in SVM-based pattern recognition 
applications. We evaluate their recognition performance using real online biomedical journal 
articles.  

pyxyxK )1(),( +⋅=      (4) 

)exp(),( 2yxyxK −−= γ      (5) 

8B.3.4 “Significance” measure: an alternative approach 

As a slight detour, we introduce an alternative method that recognizes “CON sentences” by 
estimating the “significance of sentence” using a predefined score function, and compare this 
method to the SVM approach. Measuring the significance of a given sentence using a score 
function is commonly done in automatic text summarization [62, 63]. Here, we define and 
implement three types of score functions based on the three basic features mentioned previously, 
namely: the position of sentence, author name statistics, and linguistic and contextual 
information. We also integrate the three individual score functions as a fourth approach. At the 
learning stage, the threshold value of each score function is calculated using the training dataset 
(the same as that used for SVM training). As a result, each score function shows the best 
performance in identifying “CON sentence” for the training dataset using that particular 
threshold. At the recognition stage, any “citation sentence” that has a significance value larger 
than the threshold calculated at the learning stage is labeled as a “CON sentence”. 

8B.3.5 PMID acquisition through PubMed search 

Once the “CON sentence” is identified by SVM, the title and authors of the CON article can be 
extracted from the reference section (we have a list of pairs of “citation sentences” and their 
corresponding external sources in reference section, obtained in the preceding step of extracting 
“citation sentences”). The title and authors are then used in a PubMed search to retrieve the 
PMID of the CON article. However, articles in certain journals such as Proceedings of the 
National Academy of Sciences (PNAS) do not provide titles of external sources in their reference 
sections as shown in Fig. 8.5. In such cases, we extract pagination and publication date instead of 
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article title. In order to access PubMed for sending a query consisting of author names and title 
(or pagination and publication date), and retrieving XML-formatted search results, we employ 
the EUtilities provided by NCBI. The PMID for an identified CON article is finally extracted by 
locating a tag pair of “<CommentOn>” and “</CommentOn>” in the PubMed search result. 

 

 
Fig. 8.5. Reference section of an article in PNAS 

8B.4 Experimental results 

In this section, we provide evaluation results of our approaches to identify “CON sentences”. 
However, the specific implementation to obtain PMID of the identified CON article is currently 
under study and will be reported at a later time. 

To build a dataset for the recognition experiments, we collected 1,236 “citation sentences” from 
175 HTML-formatted online articles. These articles appear in 24 different biomedical journals, 
and their publication types are Letter (62.3%), Review (5.1%), Editorial (4.0%), and 
Commentary (28.6%). Of the 1,236 “citation sentences”, we randomly select 641 to train the 
SVMs, and to calculate the threshold for the score functions. The remaining 595 are used as the 
test set in the experiments. 
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We evaluated the performance of SVMs and score functions (“significance of sentence” 
measure) in terms of precision, recall, and F-measure rates. 

Our experiments show that the SVM with polynomial kernel function yields the best 
performance in terms of recall (97.06%) and F-measure (97.06%) rates, as shown (bolded) in 
Table 8.5. The SVM with RBF kernel function shows lower recall and F-measure rates than the 
score functions, though it yields a slightly better precision rate than the SVM with polynomial 
function. Among the score function-based methods, the integrated method shows the best 
performance overall, as expected. Therefore we conclude that the SVM with polynomial kernel 
function is the most appropriate scheme for identifying “CON sentences”. 

 

 Precision (%) Recall (%) F-Measure (%) 

Score function 1 (sentence position) 65.35 64.71 65.02 

Score function 2 (author name statistics) 83.19 97.06 89.59 

Score function 3 (linguistic information) 85.71 52.94 65.45 

Score function 4 (integrated method) 91.59 96.08 93.78 

SVM with RBF 97.80 87.25 92.22 

SVM with polynomial 97.06 97.06 97.06 

Table 8.5. Precision, recall, and F-Measure rates of SVMs and score functions 
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9. Next steps 
 
In this section we present some ongoing and future activities.  
 
Combine labeling techniques. Two automated labeling techniques, a Naïve Bayesian algorithm 
with if-then-else rules and a Support Vector Machine, have been presented in Section 7. Both 
have been found to perform well, but each has strengths and weaknesses. The goal in this effort 
is to combine them to exploit the advantages of each. 
 
As discussed in Section 7, the Naïve Bayesian algorithm is robust with respect to typographic 
and other errors since it is based on statistics and keywords, but has a problem dealing with rare 
or exceptional cases. This problem can be addressed by the rule-based algorithm used to 
supplement the Naïve Bayesian algorithm, but rules have to be built manually, and at any given 
time may not be adequate. The second technique, the Support Vector Machine, is robust with 
respect to the “curse of dimensionality” as well as to correlated features, but it is biased toward 
the class with more training samples. Since each technique has advantages and disadvantages, 
we plan to combine these techniques, compute confidence values normalized across techniques, 
and select the output (zone label) from the technique that gives the higher confidence.    
 

Collect training data automatically. The success of supervised learning methods relies on the 
availability of adequate training samples. This has been a problem in the case of certain 
bibliographic data, such as grant support information (GS). GS is currently detected by a Naïve 
Bayesian algorithm with if-then-else rules. The algorithm relies on limited features: zones 
labeled as containing grant numbers, and the occurrence of “support words.” In contrast to other 
bibliographic data (titles, authors, DANs, GNs), there are no explicit clues in the GS field in 
existing MEDLINE citations that suggest how GSs were selected. As a result it is difficult to 
create suitable training data to design a reliable supervised learning algorithm for GS detection.   

We therefore plan to use unsupervised learning methods to collect training samples. To select a 
suitable method, we will possibly investigate the K-means clustering algorithm, the self-
organizing map (SOM) and the expectation-maximization algorithm. Our approach will take 
unlabeled zones in articles from different publishers, and use the selected unsupervised learning 
method to group these into clusters. These clusters will be classified as either GS or not based on 
(1) the analysis of clusters’ centroids in the feature space or (2) the majority of members in the 
clusters labeled as GS using the current Naïve Bayesian algorithm with if-then-else rules. The 
GS clusters will then provide the samples to train the supervised learning methods we currently 
use for better detection of grant support information.  

 
Extract Investigator Names listed in the article. A new field has recently been defined in 
MEDLINE: Investigator Name. This is a reflection of the increasingly collaborative nature of 
biomedical research involving many people, possibly from different organizations. While such 
people are not “authors” of the article, they are listed as investigators, particularly when the 
article has a “corporate author,” usually an organization or study group. An example of this is 
from the January 17, 2008 issue of New England Journal of Medicine: 
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The corporate author is the last item above: Etanercept Pediatric Psoriasis Study Group.  The 
text at the end of this article states: “The investigators in the Etanercept Pediatric Psoriasis Study 
Group are listed in the Appendix.” The Appendix containing the investigator names appears in 
the article as: 

 
It is estimated that in 2008 there will be about 5,000 articles with investigator names, with an 
average of 35 names per article, clearly a burden if manually entered. We are collecting samples 
of online articles that have corporate authors and investigators listed. Based on an analysis of 
these samples, we will design algorithms to identify and extract investigator names. A possible 
approach is to use the detected corporate author name and other clues to locate text zones 
containing investigator names, and then to apply a parsing algorithm to these zones using 
punctuation-based templates to extract the names. These templates can be predefined by 
analyzing the punctuation format patterns in samples of investigator names, or they can be 
dynamically created based on the current content of investigator names. 
 
 
Locating and Parsing References in Online Articles. Even though a MEDLINE citation does not 
include references, these can nevertheless provide valuable hints to improve zone detection and 
also to extract key information for MEDLINE citations, such as CON data. References can also 
assist in assigning MeSH terms to an article through an analysis of MeSH terms already assigned 
to referenced articles. Detecting and analyzing references, therefore, is seen as a useful 
preprocessing step. We plan to develop statistical machine learning algorithms for locating and 
parsing references from HTML medical journal articles. 
 
To locate references, we use the following features: (1) They contain distinctive text, e.g., author 
names, abbreviated journal names, pagination, publication years, etc.; (2) They have similar 
geometric features, e.g., occurring near the bottom of the page, having similar width and height, 
etc.; (3) All references are consecutive neighbors, and there must be a line-break between 
adjacent references. We therefore formulate reference detection as a two-class classification. 
After rendering the HTML article in a Browser and segmenting the pages, geometric and text 
features are extracted from the zones, and an SVM classifier is used to classify the zones as 
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either reference or non-reference. The third observation above is a useful constraint which can 
expedite the process and increase its reliability. 
For parsing references to obtain entities, such as author names, journal title, volume, pagination 
and publication year, we adopt a two-step process. The first step is a multiclass classification to 
assign each word in the reference an entity label. This classification requires local features of 
every word.  In order to utilize the important correlation between adjacent words, these local 
features include the attributes of not only the word itself but also of its immediate neighbors. In 
addition, several rules may be formulated, despite many styles and variations found in 
references. Examples of such rules are: (1) The journal title must appear before volume and 
pagination (if these exist); (2) “J”, “J.”, or “Journal” cannot be labeled as an isolated single 
journal title entity; it must be accompanied by at least one of its adjacent neighbors to be part of 
the journal title. These rules are useful as global constraints, with which the label sequence must 
comply. In the second step in our algorithm, labels with low confidence are systematically 
corrected, if the entire label sequence violates the global rules.   
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10. Summary and conclusions 
 
This report documents our development of a system, Publisher Data Review or PDR, that 
extracts bibliographic data (required MEDLINE citation fields) missing from the XML citation 
files that publishers routinely deliver to NLM. The technique relies on the extraction of these 
missing entities from online articles found on publishers’ Web sites. The processing of these 
articles begins with segmenting each HTML page into zones, assigning a label to every zone 
containing data of interest, and then extracting the specific data for operator review and 
verification. The entities of current interest are: databank accession numbers (DAN), grant 
numbers (GN), grant support or category of funding institution (GS), and other articles 
commented on by the author (“commented-on” or CON). 
 
Experimental results from evaluations of all our algorithms to date are summarized here.  
 
Zoning. Our zoning algorithm based on geometric layout analysis by the X-Y cut technique 
correctly identified 9,376 zones out of 9,726 (from 104 articles appearing in 11 journal issues), 
for an accuracy figure of 96.4% (Section 6.) 
 
Labeling. Our Naïve Bayesian algorithms were largely successful in labeling zones containing 
grant numbers (F-Measure = 98.78) and databank accession numbers (F-Measure = 96.87). 
While these results are good, we have devised heuristic if-then-else rules that will be used to 
supplement the Naïve Bayesian algorithms to deliver even higher performance.  
 
We developed a second method for labeling, this one based on the Support Vector Machine. Out 
of 877 test zones containing DANs, this method labeled 821 of these correctly (accuracy = 
93.6%). Reflecting the more consistent text in zones that contain grant numbers, of 1,224 such 
test zones containing GNs, 1,220 were labeled correctly (accuracy = 99.7%). Detailed evaluation 
results for both labeling methods are given in Section 7.  
 
Entity extraction. As described in Section 8, the technique to extract GNs and DANs from the 
labeled zones is based on a hybrid contextual and statistical method, while a Support Vector 
Machine is used to identify CON data. The experimental results for GNs and DANs on a test 
dataset consisting of 10,237 online articles from over 52 different biomedical journal titles show 
that GNs and DANs are extracted with recall rates of 99.8% and 99.6%, respectively. For CON 
data, the evaluation conducted on 1,236 “citation sentences” from 175 online articles shows that 
our algorithm based on an SVM with polynomial kernel function can correctly identify CON 
data with an F-measure of 97.06 (same number for both precision and recall rate as well.) 
 
As shown above, the evaluation of our algorithms indicate reasonably good performance, 
enabling us to complete an initial version of PDR, now in field testing at the NLM’s Indexing 
Section. Early feedback from the testers is positive, but we believe additional improvements are 
possible by pursuing the tasks outlined in Section 9. 
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12. Questions for the Board 

1. For the automated extraction of bibliographic data from online journals, what machine 
learning techniques (other than those we have implemented) may offer higher 
performance?  

2. Are you aware of similar approaches elsewhere for the extraction of bibliographic data 
from online journals? 

3. Do you see any opportunities to extend our current methods to directly assist the 
indexers?  
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Glossary 
 
AHCPR Agency for Health Care Policy and Research 
API  Application Programming Interfaces 
BAG  Block Adjacency Graph 
CDC  Centers for Disease Control and Prevention 
CON  Data related to articles commented on (a MEDLINE field) 
CSD  Carbohydrate Structure Database  
DAN  Databank Accession Number (a MEDLINE field) 
DCMS  Data Creation and Maintenance System 
DDBJ  DNA Data Bank of Japan 
DOM  Document Object Model 
EMBL  European Molecular Biology Laboratory 
FDA  Food and Drug Administration 
FTP  File Transfer Protocol 
GDB  Genome Database 
GDS  Gene Expression Omnibus Data Set 
GEO  Gene Expression Omnibus 
GN  Grant Number (a MEDLINE field) 
GPL  Gene Expression Omnibus PLatform 
GS  Grant Support (a MEDLINE field) 
GSE  Gene Expression Omnibus SEries 
GSM  Gene Expression Omnibus SaMple 
HGML  The Human Gene Mapping Library 
HMM  Hidden Markov Model 
HTML  Hyper-Text Markup Language 
IE  Internet Explorer 
ISRCTN International Standard Randomised Controlled Trial Number 
LibSVM A Library for Support Vector Machines 
MYSVM A Library for Support Vector Machines 
NCBI  National Center for Biotechnology Information 
NCT  National Clinical Trials 
NER  Named-Entity Recognition 
OASH  Office of the Assistant Secretary of Health 
OMIM  Online Mendelian Inheritance in Man 
PDB  Protein Data Bank 
PDF  Portable Document Format 
PDR  Publisher Data Review 
PIR  Protein Information Resource 
PMID  PubMed ID 
PREFSEQDB Protein Research Foundation 
PubChem Database for the biological activities of small molecules 
RAM  Random Access Memory 
RBF  Radial Basis Function 
RefSeq  Reference Sequence 
SAMHSA Substance Abuse and Mental Health Services Administration 
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SVM  Support Vector Machine 
SwissProt Protein Sequence Database 
VIPS  VIsion-based Page Segmentation 
XML  Extensible Markup Language 
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	Sentence 
	Sentence 
	Sentence 
	Sentence 
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	True 
	True 

	False 
	False 


	Relevant class (W/ Grant)               
	Relevant class (W/ Grant)               
	Relevant class (W/ Grant)               
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	72 
	72 


	Non-Relevant class (W/O Grant)    (Total
	Non-Relevant class (W/O Grant)    (Total
	Non-Relevant class (W/O Grant)    (Total
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	18,284 
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	Data Set 
	Data Set 
	Data Set 
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	F-Measure 


	Training 
	Training 
	Training 

	98.56 
	98.56 
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	99.53 
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	Testing 
	Testing 
	Testing 
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	98.05 
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	99.53 

	98.78 
	98.78 
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	Training  
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