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I. INTRODUCTION 

I n  most l a r g e  and many medium-sized econometric models, t h e  number 

of predetermined v a r i a b l e s  exceeds t h e  number of observa t ions  on each 

var iab le .  Est imat ion procedures such as two-stage least squares  and 

o the r  k-class  (k>O) procedures ,  as w e l l  as three-s tage l e a s t  squares  and 

c e r t a i n  o t h e r  fu l l - in format ion  procedures are the re fo re  inapp l i cab le .  

I n  t h i s  paper,  a c l a s s  of modified two-stage least squares  e s t i m a t o r s  

is derived which e x h i b i t s  several d e s i r a b l e  p r o p e r t i e s  i n  comparison t o  

a l t e r n a t i v e  e s t ima to r s  which have been proposed f o r  models w i th  under-

s i z e d  samples. 

11. THE PROBLEM 

The jth s t r u c t u r a l  equat ion  of a l i n e a r  simultaneous equat ion  system 

may b e  w r i t t e n  as: 

+ X B 

y j  

'YY
j j  j j  + E j  (1) 

o r  more convenient ly  as: 

= Z 6  + E
'j j j  j 

where Z 
j 

= (Yj X j ) *  6; = (yi 6i), y j  is t h e  nx l  v e c t o r  of observa t ions  

on t h e  jth dependent v a r i a b l e ,  Y
j 

is t h e  nxL
j 

matr ix  of observa t ions  on t h e  
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j o i n t l y  dependent v a r i a b l e s  which are explanatory i n  t h e  j th equat ion,  

X
d 

i s  t h e  n x K
j 

mat r ix  of observat ions on t h e  predetermined v a r i a b l e s  

e n t e r i n g  t h e  jth equat ion,  y j  and 6 
j 

are parameter v e c t o r s  t o  be  e s t ima ted ,  

and 5j is an nxl v e c t o r  of d i s tu rbances .  The system con ta ins  L j o i n t l y  

dependent v a r i a b l e s ,  and K (>K.) predetermined v a r i a b l e s ;  X i s  t h e  n x K
J 

matrix of  obse rva t ions  on a l l  predetermined v a r i a b l e s  i n  t h e  system. It 

i s  assumed throughout t h e  paper t h a t  t h e  predetermined v a r i a b l e s  are 

"fixed", 5
j 

has  a ze ro  mean and covariance ma t r ix  a j j I  (0 < a j j  e E O ) ,  

t h e  jth equat ion i s  i d e n t i f i e d ,  and t h e  rank of X ' Z j  i s  L +K which
j j  

r e q u i r e s  min(K, n) 2 Lj+Kj. 

Mult iplying equat ion (2) by X' gives:  

X ' Y j  = X'Z.6 
~j 

+ X ' S j  . (3)  

The transformed d i s tu rbance  v e c t o r  X'S.: ha s  mean zero and covariance 
J 

matrix u. .X'X. Assuming X has  rank K (which r e q u i r e s  nlK),  t h e  two-stage
J J  

least squares  e s t ima to r  of 6 j ,  tj, i s  der ived from (3 )  by applying 

Aitken 's  theorem, giving: 

where E = X(X'X)-lX'. When t h e  rank of  X i s  less than K ,  X'X i s  s i n g u l a r  

and t h e  two-stage least  squares  e s t i m a t o r  (as w e l l  as a l l  o the r  e s t i m a t o r s  

which depend on t h e  i n v e r s e  of X'X) f a i l s  t o  exist. The rank of X i s  

always less than K when n < K ,  i , e . ,  when t h e  sample is  undersized. 
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111. ALTERNATIVE APPROACHES TO THE PROBLEM 

A number of e s t ima t ion  procedures have been proposed t h a t  do n o t  

r e l y  on t h e  i n v e r s e  of X'X,  and are t h e r e f o r e  a t  least  p o t e n t i a l l y  

a p p l i c a b l e  when t h e  sample i s  undersized. These procedures w i l l  only b e  

discussed b r i e f l y  he re ;  more ex tens ive  d i scuss ions  may be  found i n  

T h e i l  [9] and Dutta  and Lyttkens [l]. Our primary i n t e r e s t  i s  i n  those 

procedures which are t r u l y  "limited-information' '  - r e q u i r i n g  only 

s p e c i f i c a t i o n  of t h e  jth equat ion and t h e  l i s t  of predetermined v a r i a b l e s  

occurr ing i n  t h e  system. Other procedures,  wh i l e  u s u a l l y  more e f f i c i e n t ,  

have t h e  u n d e s i r a b l e  property of r e q u i r i n g  a more d e t a i l e d  knowledge of 

t h e  e n t i r e  system. Estimation of t h e  jth equat ion i s  t h e r e f o r e  s e n s i t i v e  

t o  m i s s p e c i f i c a t i o n  i n  t h e  remainder of t h e  system. 

Among t h e  l i m i t e d  information procedures ,  t h e  fol lowing t h r e e  are 

widely known and i l l u s t r a t e  t h e  d i f f i c u l t i e s  of e s t ima t ion  when t h e  

sample i s  undersized. 

1. Kloek and Mennes [3 ]  suggested r e p l a c i n g  X w i t h  T = (Xj  d P) where P 

is  a ma t r ix  of p r i n c i p a l  components of  some l i n e a r  combination of some o r  

a l l  of t h e  columns of X. This l e a d s  t o  t h e  e s t i m a t o r :  

A major disadvantage of t h i s  procedure i s  t h a t  t h e  s i z e  of P ,  t h e  columns 

of X from which t h e  f u l l  set of p r i n c i p a l  components i s  der ived,  and t h e  
* 

normalizat ion chosen are a l l  a r b i t r a r y .  Thus, 6 
j 

may be h igh ly  s e n s i t i v e  
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t o  t h e  P m a t r i x  used i n  i t s  es t ima t ion ,  A lesser disadvantage i s  t h a t  

t h e  procedure r e q u i r e s  considerably g r e a t e r  computational e f f o r t  than 

t h e  two-stage least squa res  procedure. Fu r the r ,  as i s  t h e  case wi th  a l l  

o t h e r  l imited-information procedures which w e  are aware o f ,  s h o r t  of 

s p e c i f y i n g  and e s t i m a t i n g  t h e  e n t i r e  system no estimates of t h e  reduced 

form c o e f f i c i e n t s  is  p o s s i b l e  us ing  t h i s  procedure.  Thus, p r o j e c t i o n s  of 

t h e  dependent v a r i a b l e s  included i n  Y cannot be obtained simply on t h e  
j 

b a s i s  of p r o j e c t i o n s  of t h e  predetermined v a r i a b l e s .  

From Takeuchi 's  r e s u l t s  [7] i t  i s  known t h a t  i n  c e r t a i n  cases, 

i f  P is  of  rank r then  t h e  even moments of o r d e r  less t h a n  r - L .  + 3J* of 6 j  ex is t ,  b u t  l i t t l e  else is  known about i t s  s m a l l  sample p r o p e r t i e s ,  

It has  t h e  d e s i r a b l e  l a r g e  sample p rope r ty  of cons i s t ency .  

2 .  	 Applying a g e n e r a l i z a t i o n  of A i tken ' s , t heo rem t o  equa t ion  ( 3 ) ,  

Swamy and Holmes [6]  and Fischer  and Wadycki [ 2 ]  o b t a i n  t h e  e s t ima to r :  

where E- = X(X'X)-X' and (X'X)' i s  any (weak) gene ra l i zed  i n v e r s e  of X'X. 

Normally when t h e  sample is  undersized,  t h e  rank of  X i s  n i n  which case 

-1
X(X'X)-X = I so t h a t  6- = (Z 'Z  ) Z'y , t h e  o rd ina ry  least squares

j j j  j j  
e s t ima to r  f o r  6 

3'  
Since 6 -

j 
becomes t h e  two-stage least  squares  e s t ima to r  

-when n>K (assuming t h a t  t h e  rank of X is t hen  K), i t  does n o t  s h a r e  t h e  

p rope r ty  of i ncons i s t ency  wi th  t h e  o rd ina ry  l ea s t  squa res  e s t ima to r .  

Consistency, however, is a l a r g e  sample p rope r ty ;  i t  is  t h e  small sample 

p r o p e r t i e s  of 6 - which are r e l e v a n t  i n  t h e  p r e s e n t  context .  Mariano [4]
j 
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has shown t h a t  i n  t h e  genera l  case,  t h e  even moments of o rde r  less than  

n-(IC 
j
+L.)+l of t h e  ord inary  least squares  e s t ima to r  exist. However,

J 
Sawa [SI has shown t h a t ,  f o r  an equat ion  wi th  L5"1, t he  o rd ina ry  least 

squares  e s t ima to r  has  a lower mean square  e r r o r  than o t h e r  k-c lass  

(0 < k  51) es t ima to r s  only i n  r a t h e r  s p e c i a l i z e d  circumstances.  Reduced 

form parameters cannot be d i r e c t l y  computed fo l lowing  t h i s  procedure.  A n  

advantage of t he  procedure,  however, i s  i t s  computational s i m p l i c i t y .  

3. 	 P a r t i t i o n i n g  X as (X
j 

! i j ) ,  where zj is t h e  m ( K - K  
j 
) matrix of ob­

se rva t ions  on t h e  predetermined v a r i a b l e s  excluded from t h e  j th equat ion ,  

equat ion (3) may be  wr i t t en :  

Theil's D -class e s t i m a t o r  (a") i s  based on cons t ra ined  e s t ima t ion  from 
j j 

t h e  second subse t  of (3 ' ) ,  us ing  some p o s i t i v e  d e f i n i t e  matrix Q
j jDjin 

p lace  of ujjzigj which is  s i n g u l a r  when n <  (K-K5).; see T h e i l  [9J. The 

c o n s t r a i n t ,  from t h e  sys temat ic  p a r t  of t h e  f i r s t  subse t  of (3 ' ) ,  is  
* * 

J j j '  
Defining C 

j 
= f D -'?; , d 

j 
is  obta ined  by so lv ing := XIZ d 

j j  

where X i s  a v e c t o r  of Lagrangian m u l t i p l i e r s .  I n  p r a c t i c e ,  T h e i l  
j 

sugges ts  t h a t  D be d iagonal ,  wi th  d iagonal  elements taken  from t h e  
j 

diagonal  of z'z . There are several disadvantages t o  t h e  D3- class
j j  
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* estimators. The choice of D .
J 
is arbitrary and d

j 
is sensitive to this 

choice; Theil's suggested choice disposes of a fair amount of information 

contained in X'X, The reduced form is explicitly bypassed, The com­

putational burden is roughly the same as for the two-stage least squares 

estimator. The small sample properties of djf are unknown; Theil shows
J 

that it is a consistent estimator, but since its asymptotic covariance 


matrix differs from that of two-stage least squares it is not efficient 


(in the limited information sense). 


I V .  A PROPOSED CLASS OF ESTIMATORS 

In partitioned form, we have: 

x'x = 

Since XIX is positive definite by assumption, if we "disturb" g!Z
J j  J j  

slightly by adding to it any (symmetric) positive definite matrix A3 
( so  that in Theil's notation, D j  = z!z. + A . )  , a comparison of the

3 J  J 

quadratic forms associated with X'X and 


vj - ( 9 )  

shows that V. is positive definite.J 

The partitioned.inverseof V
j 
may be written: 

. 
v-1 = 

(X!X 
J i 3 j  . J j  

- x*a.x)-~x!E.D?
J j  

- x!c.x )-I I -(x:x 
j J j  J J J  

j -(Dj  - f!E.Z.)'lF!X.(X'X )-1 : (Dj - ?!E g.)"
J J J  J J  j j  J j J  

# 
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where Ej = X (X'X )-4' 
3 fj j j  j and (retaining Theil's notation) Cj = ZaD-'Ztj * 

Using (lo), we define: 

J J J J JNj = XVjmlX' = [X (X!X -X'C X )-'Xj][I-C j]+ [X.(D.-?.E.z.)-l?j] [I-E33. (11)
J j  j j j  

It follows immediately from equation (11) that N
j 
is symmetric and that 

NjXj = Xj' j j  = X'j . The estimator for 6j based on Njtherefore X'N
-
(6j) ,'isobtained by simply replacing E with N

j 
in equation ( 4 ) ,  giving: 

-
The estimator 63 has several desirable properties. It is a true 

limited-information estimator. In terms of computational difficulty, it 

is equivalent to two-stage least squares. Under the usual assumptions 

(see, for example, Theil [8 ,  Chapter lo]), it is also asymptotically 

equivalent to two-stage least squares, assuming plim n -1 = 0 since then
Aj


I 

plim n-lvj = plim n-h'x. 'nus,6 j is consistent, asymptotically efficient 

(in the limited information sense), and asymptotically normally distributed 


with mean 6
j 
and a covariance matrix which is consistently estimated by: 


where 


is; by the above, a consistent estimator for u 


Further, a consistent (but biased) estimate of the reduced form 


parameters of the system (n) is obtained from: 


jj 
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n = v
j 

- l X ' Y  . (15) 

.. N 

L e t  TI.
J 

r e p r e s e n t  t h e  columns of II corresponding t o  Y
j '  

Note t h a t  
,u N -

XII = N . Y  = Y j  , s o  N.2 = ( Y j  ,i X j ) .  Given p r o j e c t i o n s  of t h e  pre-
j 3 5  ~j 

determined v a r i a b l e s  of t h e  system, Xp = (xi  i x! , w e  may P r o j e c t  

Y from 
j 


.. 
Y; = xpn

j 

and then, d e f i n i n g  Zp = (Y: i X;)s p r o j e c t  y from 2's" .J j j j
N 

While t h e  proposed e s t i m a t o r  6 j is  de f ined  f o r  any s u i t a b l e  cho ice  

of A j  i n  practice we sugges t  s p e c i f y i n g  A
j 

= a1 where 0 < a  e = .  

Simpl i c i ty  i s ,  of course,  a major advantage of t h i s  s p e c i f i c a t i o n .  In  

a d d i t i o n ,  our  ( q u i t e  l i m i t e d )  experience w i t h  t h i s  s p e c i f i c a t i o n ,  
.. 

reported below, sugges t s  t h a t  t h e  elements of 8 
j 

are reasonably s t a b l e  

over f a i r l y  l a r g e  ranges of a. Our c u r r e n t  r e sea rch  i s  d i r e c t e d  i n  

p a r t  toward f i n d i n g  t h e  "optimal" va lue  of a f o r  a given equat ion.  A-
second d i r e c t i o n  f o r  r e sea rch  i s  t h e  small sample p r o p e r t i e s  of 6 

j *  

V. ESTIMATION OF KLEIN'S MODEL I - AN ILLUSTRATION 

Although t h e  sample underlying Kle in ' s  Model I i s  n o t  undersized 

(n=21, K=8), i t  has  t h e  advantage t h a t  i t  has been est imated us ing  a l l  

of t h e  alternative procedures p rev ious ly  discussed,  i nc lud ing  two-stage least  

squares ,  s o  t h a t  a numerical  comparison of t h e  v a r i o u s  procedures is 

possible .  The model c o n s i s t s  of t h r e e  behav io ra l  equat ions:  
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where t i s  measured i n  ca l enda r  yea r s ,  C i s  consumption, P p r o f i t s ,  


W t h e  p r i v a t e  wage b i l l ,  W '  t he  government wage b i l l ,  I n e t  investment,  


K c a p i t a l  s tock  a t  t h e  end of the  y e a r ,  and X t h e  output  of t h e  p r i v a t e  


s e c t o r .  The s i x  endogenous v a r i a b l e s  are C, P, I, W, X and K; t h e  model 


i s  closed by t h r e e  d e f i n i t i o n a l  equat ions.  The e i g h t  predetermined 


v a r i a b l e s  c o n s i s t  of  t h r e e  lagged endogenous v a r i a b l e s ,  p-1' K-1' x-1 


and t ,  W', 1 ( the  c o n s t a n t ) ,  T (business  taxes), and G (government nonwage 


expendi ture) .  I n  (17), WW' is considered one endogenous v a r i a b l e .  The 

underlying d a t a  i s  a v a i l a b l e  i n  T h e i l  [ 8 ,  page 4561.  

Poin t  estimates of c o e f f i c i e n t s ,  t h e i r  asymptotic s t anda rd  e r r o r s ,  

and est imated va r i ances  are shown i n  t h e  accompanying t a b l e .  For t h e  

procedure proposed i n  t h i s  paper,  c o e f f i c i e n t  p o i n t  estimates are from 

equat ion (12), s t anda rd  e r r o r s  are squa re  r o o t s  of  t h e  d i agona l s  from 

equat ion (U) ,  var i ances  are from equa t ion  (14),and w e  have s p e c i f i e d  

A3 = aI .  

Using t h e  f u l l  sample (n=21), t h e  proposed e s t ima to r  w i t h  a-1 g i v e s  

r e s u l t s  which are v i r t u a l l y  i d e n t i c a l  t o .  two-stage least squares .  This 

r e s u l t  i s  t o  be expected, s i n c e  when n>K, the  proposed procedure 

converges t o  the  two-stage least squa res  procedure as a+O. With a=21, 

c o e f f i c i e n t s  on the  h i g h l y  c o r r e l a t e d  v a r i a b l e s  P and P-1 i n  equa t ions  (17) 
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and (18) and X and X-l i n  equa t ion  (19) d ive rge  somewhat from t h e  two-

s t a g e  l e a s t  squa res  estimates. Standard e r r o r s ,  however, are q u i t e  s imi la r .  

For The i l ' s  D.-class procedure,  s t anda rd  e r r o r s  tend t o  be  l a r g e r  i n  a l l
3 

equat ions,  and t h e  divergence of c o e f f i c i e n t s  on P and P-l i n  equa t ions  

(17)  and (18) from the  two-stage least squa res  estimates is  g r e a t e r  than 

f o r  t h e  proposed procedure,  b u t  t h e r e  i s  no divergence f o r  any c o e f f i c i e n t  

i n  equat ion (19).  The Kloek and Mennes p r i n c i p a l  components procedure 

performs q u i t e  w e l l  i n  equat ion (18), b u t  t h e  c o e f f i c i e n t  of P i n  

equat ion (17) and of X and X-l i n  equa t ion  (19) d ive rge  somewhat from the  

two-stage least squares  estimates. These r e s u l t s ,  of course,  are no more 

than sugges t ive  of t h e  re la t ive merits of t h e  alternative procedures.  

To i l l u s t r a t e  t h e  proposed procedure when t h e  sample i s  

undersized, K le in ' s  Model I w a s  e s t ima ted  f o r  n=7, where t h e  observat ions 

are those f o r  1922, 25, 28, 31, 34, 37 and 1940. These y e a r s  are f a i r l y  

r e p r e s e n t a t i v e  of t h e  f u l l  21 yea r  obse rva t ion  per iod.  Note t h a t  when 

n<K, as a$ ttie proposed procedure converges t o  o rd ina ry  least  squa res ,  

which normally co inc ides  w i t h  t h e  procedure of Swamy and Holmes [6] 

and F i sche r  and Wadycki [ 2 ] .  
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