JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 104, NO. D12, PAGES 14,321-14,345, JUNE 27, 1999

Uncertainty of measurements of spectral solar UV
irradiance

G. Bernhard® and G. Seckmeyer

Fraunhofer Institute for Atmospheric Environmental Research, Garmisch-Partenkirchen, Germany

Abstract. Most investigations on the nature and effects of solar ultraviolet (UV)
radiation at the Earth’s surface require measurements of high accuracy combined
with well-defined procedures to assess their quality. Here we present a general
evaluation of all relevant errors and uncertainties associated with measurements
of spectral global irradiance in the UV. The uncertainties are quantified in terms
of dependence of the characteristics of the spectroradiometer, the uncertainty of
calibration standards, the solar zenith angle, and atmospheric conditions. The
methodologies and equations presented can be applied to most spectroradiometers
currently employed for UV research. The sources of error addressed include ra-
diometric calibration, cosine error, spectral resolution, wavelength misalignment,
stability, noise, stray light, and timing errors. The practical application of the
method is demonstrated by setting up a complete uncertainty table for the mobile
spectroradiometer of the Fraunhofer Institute for Atmospheric Environmental Re-
search (IFU). This instrument has successfully participated in several international
intercomparisons of UV spectroradiometers. The expanded uncertainty (coverage
factor k = 2) for measurements of global spectral irradiance conducted with this in-
strument varies between 6.3% in the UVA and 12.7% at 300 nm and 60° solar zenith
angle. The expanded uncertainties in erythemally and DNA weighted irradiances
are 6.1% and 6.6%, respectively. These expanded uncertainties are comparable to
uncertainties at the 20 level in conventional statistics. A substantial reduction of
these uncertainties would require smaller uncertainties in the irradiance standards
used to calibrate the instrument. Though uncertainties caused by wavelength
misalignment and noise become prominent in the shortwave UVB, which is the
most important spectral range for UV trend detection, the results indicate that
the accuracy of the IFU radiometer is sufficient to detect long-term trends in UV
arising from a 3% change in atmospheric ozone. The detection of trends caused by
a 1% change in ozone may be beyond the capabilities of current instrumentation.

1. Introduction

Solar UV radiation can be detrimental to terrestrial
and aquatic ecosystems as well as human health. Be-
cause of the decline in stratospheric ozone concentra-
tions observed at high and middle latitudes [Harris et
al., 1994}, it is expected that UV levels at the Earth’s
surface will increase. If current and future risks from
solar UV radiation are to be quantified, measurements
of solar spectral UV irradiance of known quality are an
important prerequisite. This paper focuses on the de-
termination of the uncertainty table for measurements
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of global spectral UV irradiance Eg(A), i.e., the radiant
energy d@Q arriving per time interval d¢, per wavelength
interval dA, and per area dA on a horizontal surface
from all parts of the sky above the horizontal, includ-
ing the disc of the Sun itself:

dQ
dtdAd) @

Eg(X) is the most commonly used spectral quantity for
UV research. However, the measurement of spectral
irradiance in the UV is a demanding task [McKenzie
et al., 1994]. Difficulties arise mainly from the steep
decline of the solar spectrum in the UVB range, which
is due to absorption by atmospheric ozone.

The required accuracy of measurements of Eg()) de-
pends on the intended use of the data. Such uses in-
clude, for example, effect studies on biological organ-
isms, providing information to the public about actual
UV levels, and investigations on the transfer of radia-

Ec(A) =
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tion through the atmosphere and trend detection. For
the last point, in particular, high accuracy is required
because trends in UV are expected to be small.

The overall uncertainty of a UV measurement de-
pends on the specifications of the instrumentation em-
ployed, the uncertainty in the calibration sources, and
atmospheric conditions. All points will be addressed
thoroughly in this paper. Though very important, the
influence of the technical skills of the personnel operat-
ing the instruments will not be discussed. All uncertain-
ties reported are consequently based on the assumption
that instruments are carefully maintained and charac-
terized. This includes the application of a quality con-
trol (QC) plan. In addition, instruments should partici-
pate in intercomparison campaigns to assure their qual-
ity and to detect systematic errors that would otherwise
go undetected. Several such campaigns have been or-
ganized in the past in the framework of national, Eu-
ropean, and international research programs [e.g., Gar-
diner and Kirsch, 1995; Webb, 1997; Seckmeyer et al.,
1998; Thompson et al., 1997; Kjeldstad et al., 1997].
These publications also include valuable information on
the characterization of instruments and on methods to
reduce uncertainties by means of both laboratory inves-
tigations and the application of correction procedures.

Several studies in the past have already addressed
the problem of how to estimate the uncertainty of spec-
tral UV measurements. Most of these examinations
are related to a specific instrument or to radiometry
in general. In contrast, this paper (1) is applicable to a
great variety of instruments currently deployed world-
wide, (2) focuses on the special needs of solar radiom-
etry in the UV range, (3) includes an analysis about
the influence of different atmospheric conditions on the
determined uncertainties, and (4) gives examples of un-
certainties in biologically weighted irradiance derived
from spectral measurements. The results are applica-
ble to scanning spectroradiometers that have a spectral
bandwidth between 0.3 and 5.0 nm, have a wavelength
uncertainty of less than 0.5 nm, use entrance optics with
cosine weighting, and are calibrated with tungsten halo-
gen lamps. Most of the spectroradiometers currently
used for UV research meet these specifications.

It is worthwhile to give some examples of investiga-
tions conducted to estimate the uncertainty of UV mea-
surements. Bener [1960] gives a detailed uncertainty re-
port for measurements of a spectroradiometer deployed
in the 1950s and 1960s in Davos-Platz, Switzerland.
However, since his measurements were carried out at
1590 m above sea level and his equipment was quite
different from current instrumentation, his results can
only partly be transferred to today’s needs.

The instruments that are currently most often used
to measure spectral UV irradiance are Brewer ozone
spectrophotometers [Brewer, 1973; Bais et al., 1996].
A comprehensive characterization and determination of
uncertainties are given by Koéhler et al. [1995]. McKen-
zie et al. [1992] describe the characterization and evalu-
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ation of the errors of a spectroradiometer developed in
New Zezland.

The above studies are only applicable to the particu-
lar instrument under test. In contrast, Bais [1997] gives
a qualitative overview of the errors and uncertainties in-
volved in the measurement of Eg{)). In the framework
of activities of the Scientific Advisory Group (SAG)
on UV measurements established by the World Meteo-
rological Organisation (WMO), a document regarding
guidelines for site quality control of UV monitoring was
published [ Webb et al., 1998]. A standard method of es-
timating uncertainty is proposed, with special emphasis
on comparability between different measurement sites.
According to Webb et al. [1998], the actual uncertainty
of a single measurement at a given site may deviate
from this standard estimate. In contrast, our investi-
gation focuses on the actual uncertainty of individual
instruments.

Recently, a comprehensive textbook on radiometry
was published by Kostkowski [1997]. As an example,
the measurement of direct solar spectral irradiance be-
tween 295 and 315 nm is described. Some errors in
spectroradiometry are addressed more comprehensively
there than can be done here. However, in contrast
to Kostkowski [1997], we focus on the measurement of
global rather than direct irradiance and we also con-
sider the needs of UV effect research and the influence
of the atmosphere on uncertainties.

In section 38, all error sources and uncertainties aris-
ing in solar UV spectroradiometry are described and
quantified in a general way. In section 4, the method is
then applied to measurements of the “mobile spectrora-
diometer” of the Fraunhofer Institute for Atmospheric
Environmental Research (IFU), establishing an uncer-
tainty report for this instrument.

2. Material and Methods

2.1. Method to Express Systematic Errors and
Uncertainties

In spectoradiometry, the simple equation

Sar(A) 2

oy )
is frequently used to determine the spectral irradiance
E(X) produced by the radiation source to be measured.
In (2), Sar(X) is the signal of the radiometer when mea-
suring the source, r(A) is the spectral responsivity of
the instrument, and Exs()) is the measurement result.
In practice, the measured irradiance En(A) will devi-
ate from the “true” spectral irradiance E()) owing to
systematic and statistical errors. Systematic errors de-
scribe the deviation between the “true value” of the
quantity to be measured and the average of a large
number of measurements of this quantity carried out
under repeatable conditions. In contrast, statistical er-
rors express the fluctuation of individual measurements
around the average.

Ey(X) =
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2.1.1. Systematic errors. The deviation of the
measured irradiance Fpr{)) from the true irradiance
E()) due to systematic errors can be expressed by

EM{A} = E<A> R(A* Z1,%22, ---zn} {3}
where the factor R(X, 21,23, ...2, ) takes into account all
sources of systematic error affecting the measurement.
If the different error sources are independent from each
other, which is the case for all errors introduced below
unless stated otherwise, R(A, z1,%2,...z,) can be split
into several parts:

R\, z1,22,...70) =

4
‘RXI 0‘: xi) RXz <A7 272} e R-Xn {’\7 .’i?n}. { )

The factors Rx, (A, z;) with (1 < ¢ < n) represent n

different sources of systematic error X3, Xo, ..., X, and
are defined by

- EX; {)\7 l‘i) =\

R-Xi (AD xz) - E{A) (O}

where, again, E()) is the true spectral irradiance and
Ex. (A, z;) is the idealized irradiance that would be mea-
sured if only the error source X; existed. The variable
z; expresses the parameter that characterizes the source
of error X;. For example, the error source “wavelength
shift” explained in section 3.4 and abbreviated by the
character W is characterized by the magnitude of the
shift AX. Thus Rw{X, AX) = Ew (A, AN)/E(}) is the
factor by which the measured irradiance Ep (A} devi-
ates from E(X) owing to a wavelength shift of A\ ne-
glecting all other systematic errors.

If a systematic error X; can be completely character-
ized, the measured irradiance Ej(A) can be corrected
for this error simply by multiplying Ep()\) with the
correction factor Kx (A, z;) = 1/Rx, () z;). In reality,
systematic errors can never be completely determined
and corrected for, and uncertainties in the measurement
result are therefore unavoidable.

2.1.2. Uncertainties. Throughout this paper,
the way of expressing uncertainties is in accordance with
the International Standards Organization (ISO) [1993].
Here uncertainties evaluated by a statistical analysis of
a series of observations are denoted “type A standard
uncertainites” uy4. Usually, ug is equal to the sample
standard deviation of the mean §

L ®)
where s is the sample standard deviation derived from
m independent measurements of the given gquantity.
Type A uncertainties can consequently be reduced by
increasing the number of measurements.

IS0 [1993] denotes uncertainties originating from (in-
completely corrected) systematic errors as “type B stan-

= § =

Uy

14,323

dard uncertainties.” These are determined by means
other than by the statistical analysis of & series of mea-
surements. According to ISO [1993], the type B stan-
dard uncertainty up related to a systematic error is
= =io(as—a) )
ug = Wi Ay — Q..
where a is the estimated upper limit and a_ is the
estimated lower limit for the quantity being measured.
(This definition is based on the assumption that the
probability distribution for a measurement result is
rectangular; that is, the probability that the true value
lies within the interval e, and g is constant and is
zero outside this interval. This is the usual assumption
if no information about the actual distribution is avail-
able. For details, see ISO [1993] and Kostkowski [1997)).
Type B uncertainties cannot be reduced by increasing
the number of measurements.
Following the recommendations of ISO [1993], all
standard uncertainties of type A, u4,, and type B, ug,,
are combined in quadrature:

— 2 : 2
Ucomb = \/ZUAJ. + Zu&
[

@)
7

Note that (8) is valid only if all uncertainty components

are uncorrelated. If this is not the case, a covariance

term has to be added to (8); see ISO [1993].

The resulting combined uncertainty Ucomy is finally
multiplied by a coverage factor k to derive the expanded
uncertainty U of the final measurement result. In this
paper, the coverage factor is set as k¥ = 2. Thus ex-
panded uncertainties reported herein are comparable to
uncertainties on the “20 level” in conventional statis-
tics.

2.2. Radiative Transfer Model

The studies concerning the dependence of uncertain-
ties on atmospheric conditions are based on model cal-
culations. The model employed is the pseudospherical
version of the radiative transfer model UVSPEC [Dahl-
back and Stamnes, 1991; Mayer et al., 1997}, which has
been shown to agree well with measurements: system-
atic differences between measurement and model were
found to range between —11% and +2% for wavelengths
between 295 and 400 nm and solar zenith angles (SZA)
up to 80° [Mayer et al., 1997]. The model proved to be
accurate enough to be used in this study to determine
the effects of solar elevation (position of the Sun in de-
grees measured from the horizon), total ozone, albedo,
and aerosol optical depth on spectral UV.

3. Sources of Systematic Errors and
Uncertainties
In the following, the different sources of errors in so-

lar radiometry are compiled in the order of decreasing
importance.
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3.1. Radiometric Calibration
With the radiometric calibration, the spectral respon-
sivity 7{X) of a radiometer is determined
SN
r{A) = .
» Er(%)

@)

Ep () is the irradiance produced by a calibration source,
and Sz(A) is the signal of the radiometer when measur-
ing the source. According to (2), the ratio Sp{A)/r(A)
is then the measured irradiance Epr(A).

In solar UV radiometry, tungsten halogen lamps are
usually used as the calibration source. Reference stan-
dards based on these lamps are available from national
standards laboratories such as the National Institute of

tandards and Technology (NIST) in the United States,
the Physikalisch Technische Bundesanstalt (PTB) in
Germany, or the National Physical Laboratory (NPL)
in Great Britain. Further uncertainties in the determi-
nation of the instrument responsivity arise from the ag-
ing of the standards between their calibration and use,
the conditions during lamp operation, and the charac-
teristics of the spectroradiometer.

3.1.1. Uncertainties in the certificates of ref-
erence standards. Table 1 gives an overview of un-
certainties in reference standards reported by different
standards laboratories. In an intercomparison of spec-
tral irradiance standards organized between 1987 and
1990 by the Consultative Committee on Photometry
and Radiometry (CCPR), the irradiance scales of 12

Table 1. Expanded Uncertainties (Coverage Factor
k = 2) of Reference Standards From Different Stan-
dards Laboratories According to Calibration Certifi-
cates

Wavelength, Uncertainty,
nm %

National Institute of Standards and Technology,
United States
Lamp Type: FEL 1000 W, T6, Osram-Sylvania

250 + 1.82
350 + 1.09
654.6 +0.91

Physikalisch Technische Bundesanstalt, Germany
Lamp Type: FEL 1000 W, General Flectric
270 - 400 =3
400 - 800 + 1.6

Physikalisch Technische Bundesanstali, Germany
Lamp Type: FEL 1000 W, T6, Osram-Sylvania

280 - 300 +1.5
300 - 400 = 1.0
400 - 700 + 0.8

National Physical Laboratory, England
Lamp Type: M28, 100 W

280 =40
350 2.5
400 - 695 £ 15
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national standards laboratories were compared [ Walker
et al., 1991]. The double standard deviation (2¢) of the
measurements of all groups was about 4% in the UV.
"This equals or exceeds the expanded uncertainties given
in Table 1.

In order to investigate the differences of standard
lamps, we have compared seven reference standards
of type FEL calibrated by PTB. For none of these
lamps did the burn time exceed 10 hours after cali-
bration at PTB. Three of these lamps were fabricated
by General Electric, and their calibration refers to the
old pyrometer-based spectral irradiance scale of PTB,
which was used until 1995 [Sperfeld et al., 1996]. Four
lamps were of the newer T6 type made by Osram-
Sylvania. Their calibration refers to the new detector-
based PTB scale [Sperfeld et al., 1996]. All lamps
were compared in the IFU calibration laboratory using
the IFU spectroradiometer. For details, see Bernhard
[1997]. For wavelengths between 280 and 700 nm, we
found the calibration of the new T6 type lamps to be
in agreement with each other, to within £0.3%. This is
within the uncertainties given by PTR; see Table 1. In
the wavelength range 530-700 nm, the irradiance scales
of the old and new types were found to agree on the
£0.5% level. However, at 325 nm, both types disagreed
with each other by 4%, which is at the very Limit of
PTB’s uncertainty estimate. A further test with an
M28 type lamp calibrated by NPL showed a discrep-
ancy of more than 6% at 300 nm compared with the
new PTB scale. These deviations indicate that the un-
certainties of lamps disseminated by standards labora-
tories may be larger than specified. From our findings
we conclude that 3.5% is a reasonable estimate for the
expanded standard uncertainty (k = 2) of current refer-
ence standards in the UV. However, this estimate is it-
self subject to uncertainties because our survey is based
on nine lamps only.

3.1.2. Aging of standard lamps. The irradi-
ance produced by standard lamps changes with burn
time. According to PTB, the drift of FEL lamps from
General Electric is 0.03%/hour in the visible range and
0.05%/hour at 300 nm [Sperling et al., 1996]. More-
over, sudden changes (jumps) of up to 1% in the radia-
tion output of these lamps may occur at unpredictable
intervals. NIST seasons FEL lamps for 40 hours and
only lamps that then exhibit a change at 654.6 nm of
less than 0.5% in 24 hours (= 0.02%/h) after this burn-
in period are used for reference standards [ Walker et
al., 1987]. PTB reports that the continuous drift of
the new FEL lamps from Osram-Sylvania is less than
+0.01%/hour at 300 nm [Sperling et al., 1996]. How-
ever, we have seen jumps of about 0.5% with these new
Osram-Sylvania FEL lamps. For both FEL lamp types,
it is therefore advisable to have at least three standards
at place that are regularly compared.

In addition to the deterioration of FEL standards,
we have studied the drift of 100 W lamps of type M28
and of type Halostar from Osram, which are used at
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IFU as working standards. In the visible the deterio-
ration of five lamps was measured with a luxmeter of
PRC Krochmann by continously monitoring their illu-
minance over a period of up to 160 hours. The drift in
the UV was determined with the IFU spectroradiome-
ter and control lamps, which were only shortly in use
for comparison with the test lamps. After a burn-in
time of about 10 hours, the lamp irradiance usually
decreases by about 0.02%/hour in the visible and by
about 0.04%/hour to 0.08% /hour at 300 nm. Although
these drifts are somewhat larger than the drifts of FEL
lamps, the lamps deteriorate in a very predictable (and
thus correctable) manner and exhibit no jumps.

3.1.3. Operation of standard lamps. The
lamp current is the most critical parameter. Accord-
ing to Webb et al. [1994] and Sperling et al. [1996], a
1% change in lamp current leads to a 10% change in
Er(A) at 300 nm. More generally, Kostkowski [1997)]
states that the percentage change in the spectral irradi-
ance of FEL lamps is approximately 5 x (600/)\) times
the percentage change in current, where X is the wave-
length in nanometers. To check whether this relation
is also applicable for our 100 W lamps, we operated a
lamp at 8.5 A (nominal current) and 8.4 A (1.2% be-
low nominal current). The difference in the irradiance
was 10% at 300 nm and 5.5% at 600 nm, which agrees
well with the formula proposed by Kostkowski [1997].
Intercomparison campaigns have uncovered significant
systematic errors in solar UV measurements due to in-
accurate ammeters [Gardiner and Kirsch, 1995]. An
uncertainty in lamp current of less than 0.01% is desir-
able, and this can only be achieved with a high-accuracy
current source.

The second most important parameter is the distance
between the lamp and the reference plane of the ra-
diometer’s entrance optics, measured along the optical
axis (x axis). NIST certificates specify irradiance values
at 500 mm. At this distance the lamp can be regarded
as a point source and therefore Ey () changes with dis-
tance according to the inverse square law: a 1 mm error
in distance results in a 0.4% error in irradiance. For
PTB standards, which are calibrated at 700 mm, the
respective error is reduced slightly to 0.3%.

Sperling et al. [1996] investigated the effect of fur-
ther alignment errors for FEL lamps. For positioning
errors of less than +1 mm in the y and z directions (=
symmetry axis of the lamp), rotations of less than 0.1°
around the y and z axis, and rotations of less than 2°
around the x axis, the standard uncertainty in the ir-
radiance is 0.1%. This accuracy can be achieved only
by laser alignment (for details, see Sperling et al. [1996]
and Kostkowski [1997]). Alignment errors concerning
the entrance optics lead to an additional irradiance un-
certainty of 0.1%.

Another source of uncertainty is stray light. This is
radiation that is reflected or scattered from the walls
of the calibration room or from the table. Stray light
must be suppressed as far as possible, e.g., by baffles
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and black cloths. Methods to determine uncertainties
due to stray light are described by Kostkowski [1997].
Further sources of error resulting from the method of
lamp operation (e.g., the temperature in the laboratory,
vibration, ventilation, change of polarity of the lamp,
and a too short lamp warm-up time) are addressed by
Webb et al. [1994], Sperling et al. [1996], and Kostkowski
[1997..

3.1.4. Influence of the radiometer on the ir-
radiance calibration. The geometry of the radiome-
ter’s entrance optics may lead to several further calibra-
tion uncertainties. For example, if a translucent quartz
plate is used to protect the optics, the optical path of
the incident radiation is reduced by refraction: a quartz
plate (refraction index 1.5) with a thickness of 2.5 mm
reduces the optical path by 2.5 mm — (2.5 mm/1.5) =
0.8 mm, which in turn introduces an irradiance error
of 0.3% for a calibration distance of 50 cm. The error
value may change if a dome rather than a plate is used
for protection, because the spherical geometry of the
dome prevents a rectilinear propagation of the incident
radiation and multiple reflections between diffuser and
dome may occur. A method to calculate the reference
plane for nonplanar diffusers is described by Bernhard
and Seckmeyer [1997].

The irradiance produced by a calibration lamp refers
to the average irradiance on a receiver with an area
specified in the lamp’s certificate. For example, PTB
specifies an area of 20 mm x 10 mm. Since the radiation
field of a FEL lamp is not perfectly isotropic [Sperling
et al., 1996], further errors occur if the actual area of
the entrance optics deviates from that specified. On
the basis of Sperling et al. [1996], we have estimated
this standard uncertainty to be about 0.1% for entrance
optics smaller than 20 mm x 10 mm.

The degree of polarization for FEL lamps is about
3% [Kostkowski, 1997]. This introduces a further uncer-
tainty if entrance optics do not depolarize completely.

3.1.5. Interpolation of calibration values.
Standards laboratories only provide calibration points
in steps of 5 to 20 nm. Because of the curvature in the
lamp’s spectrum, which is similar to the spectrum of
blackbody radiation, linear interpolation may lead to
errors of up 4%. NIST recommends the following equa-
tion to calculate irradiance values between the calibra-
tion points given in a certificate [ Walker et al., 1987]:

EL(A) = [Ao+ A d+..+ AN X% expla+b/)), (10)

where a, b, Ao, A1, ... A, are fit parameters. Spectral
irradiance values predicted using (10) have an uncer-
tainty of 0.5%. We prefer an interpolation based on
cubic splines. In detail, the logarithm of the given cal-
ibration points is calculated, the result is interpolated
to the required wavelength steps using natural cubic
splines, and finally the antilogarithm is applied. Thus
the interpolation is based on values ranging within 1 or-
der of magnitude, which leads to smaller interpolation
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error than the interpolation without forming the log-
arithm. To estimate the standard uncertainty of this
method, we started with a blackbody function similar
to an actual lamp spectrum, selected points at the same
wavelengths as given in certificates of PTB (i.e., be-
tween 250 and 300 nm points are given in 10 nm steps
and in 20 nm steps afterward), performed the interpo-
lation, and finally compared the result with the origi-
nal blackbody function. Except for the region between
the first and second calibration point (i.e., the range
between 250 and 260 nm, which is irrelevant for so-
lar measurements), original and interpolated values lay

vithin =0.1%. This uncertainty estimate is only valid,
however, if lamps have no absorption or emission lines,
which is not necessarily true for FEL lamps [Kostkowski,
1997].

3.2. Cosine Error

The signal of a radiometer for measuring irradiance
should be proportional to the cosine of the angle ¥ be-
tween the direction of the incident radiation and the
normal of the radiometer’s entrance optics. The de-
viation from this ideal response is called cosine error.
The ratio Ro () of the irradiance measured with 2 ra-
diometer, which is affected by the cosine error, to the
true irradiance is

L(,9,¢) C(0,9,0) sin(9) a9 d
Ro(\) = =&

2

L{A,8,¢) cos(¥) sin(¥) dd dyp

(27)

(1D
where ¢ is the azimuth angle of the incident radiation,
L{X,¢,9) is the spectral radiance at the radiometer’s
entrance optics, and C(A, 9, ) is the angular response
of the entrance optics, normalized to 1 at ¥ = 0°. Ide-
ally, C(X, ¥, ) should be equal to cos(s).

When global spectral irradiance Eg()) is the measur-
and, (11) can be split in two parts, separating the contri-
butions from the direct Sun and the diffuse (i.e., scat-
tered) sky radiation [Seckmeyer and Bernhard, 1993;
Grébner et al., 1996; Bais et al., 1998]:

C(A: ﬁSun: @Sun}
COS(ﬁSun)

Re(A) = o)) + [1-¢(N] DY),

(12)
where the angles sy, and @sup are solar zenith and az-
imuth angle, respectively, and g()\) is the ratio between
direct irradiance Ep()A) and global irradiance Eg()).
(Ep(A) is the irradiance produced by unscattered radi-
ation on a horizontal surface. The difference between
global and direct irradiance is denoted sky irradiance
Es(A): Es(\) = Eg(A) — Ep(\)).

D(X) is the ratio of the sky irradiance measured with
a radiometer that has a cosine error to the true sky
irradiance Es(A). D(X) is calculated with (11), where
the integration range excludes the solid angle of the
Sun.
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UV measurements can be corrected for the cosine
error by multiplying the measurement result with the
correction factor Kc(A) = 1/Rc(X). Because of the
uncertainties in g(A), C(A,Fsun,Psun), and D(X), the
accuracy of the correction is limited. The standard un-
certainty up.(A) of Ro(X) is expressed by

105
vre (V) = [(Bew,)” + (Buc)’ + (Bsup)’]

-2

— ;C(A/&S .7@533} 2
- { |l z;(,\}J u2
. _

- Qg)\) 2
‘ {Cosiﬁsxm) e

8.5
Sl-a )

(13)
where u,, uc and up are the standard uncertainties
of g(A), C(X, Fsun, Ysun), and D(X), respectively. The
magnitudes of these uncertainties depend very much on
the instrument specifications and the prevailing atmo-
spheric conditions, as discussed below.

3.2.1. Range and uncertainty of C(A,9,¢).
Many UV spectroradiometers currently deployed ex-
hibit deviations from the ideal cosine of more than 10%
at ¥ = 60°. For larger ¥ the deviation may be even
greater [e.g., Gardiner and Kirsch, 1995; Webb et al.,
1994; Webb, 1997; Seckmeyer et al., 1998]. Therefore
the cosine error is one of the most important sources of
error in solar spectroradiometry. However, entrance op-
tics with smaller cosine errors are now available [Bern-
hard and Seckmeyer, 1997; Bais, 1998].

The cosine error may also depend significantly on
wavelength and azimuth angle and, additionally, can
change with time. For example, instruments that have
an integrating sphere may have a pronounced azimuthal
dependence [McKenzie et al., 1993; Webb, 1997] and the
coating of the sphere may age. This complicates the ap-
plication of correction algorithms.

C(A, ¥, ¢) may also depend on the polarization of the
incident radiation. Since sky radiance and the radiation
of an FEL lamp are polarized, further uncertainties have
to be considered. To estimate their magnitude, mea-
surements of the radiance distribution of sky radiation
on dependence of polarization are required. Although
this is possible [Coulson, 1988; Liu and Voss, 1997; Voss
and Liu, 1997], these measurements are rather elaborate
and are probably too time-consuming to be performed
within a spectrum of global irradiance. A more satis-
factory solution is to choose entrance optics with low
dependence on polarization.

The usual method to determine C (A, 9, @) is to mount
the radiometer on a turn table with its axis going
through the center of the reference plane of the radiome-
ter’s entrance optics. The radiometer then measures
the irradiance of a fixed lamp as a function of 9, ¢,
and A. To reduce uncertainties in the determination
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of C(A,9,p), the integration time of the radiometer
must be sufficiently long. For details, see Seckmeyer
and Bernhard [1993], Kostkowski (1997, Feister et al.
(1997}, and Webb et al. [1994].

Uncertainties in the determination of C(\, 9, ¢) arise
mainly from misalignment. For example, if the zero po-
sition of the turntable is wrong by 1°, C(\,9,¢) is in
error by 3% at ¥ = 60° and by about 20% at ¥ = 85°.
The standard uncertainty of the zero position of our
facility to measure the angular response of entrance op-
tics is 0.08° the uncertainty in positioning the cen-
ter of the entrance optics above the resolving axis is
0.8 mm in both relevant directions. These uncertainties
in alignment lead to a standard uncertainty (k = 1) in
C(X, 9, ¢) of 1.1% at ¥ = 60° and 2.8% at 80°.

3.2.2. Range and uncertainty of g(A). The
ratio g(A) = Ep(A\)/Eg()) depends on all the parame-
ters that affect UV radiation at the Earth’s surface. The
ideal method to determine ¢(A) is to measure Ep())
and Eg(X) simultaneously with two independent spec-
troradiometers. If Ep(A\) and Eg()) are measured al-
ternately with one instrument, a time-interpolation is
necessary, and changing atmospheric conditions (e.g.,
moving clouds) lead to higher uncertainties compared
to the simultaneous schedule.

The ratio g(A) can also be approximated by a ra-
diative transfer model, as suggested by McKenzie et al.
[1992] and Seckmeyer and Bernhard [1993]. We have re-
calculated this ratio with the more accurate UVSPEC
model introduced in section 2.2 for a variety of SZAs
and three different aerosol optical depths 7()\). The re-
sults are shown in Figure 1. Further input parameters
of the model were: total ozone 320 Dobson units (DU),
Angstrém’s turbidity parameter « = 1, surface albedo
= (.05, altitude = 730 m. Clearly, the ratios depend
on solar zenith angle and aerosol properties, and these
parameters are therefore necessary for a meaningful es-
timate of g(A). Fortunately, ¢(A\) depends only slightly
on total ozone [Zeng et al., 1994].

For overcast conditions, when the Sun is always hid-
den, g(X) is effectively zero resulting in Ro()\) = D(A).
For broken cloud situations the application of current
one-dimensional models is not appropriate and simulta-
neous measurements of Ep(\) and Eg{)\) may be nec-
essary.

Feister et al. [1997] use global and diffuse irradiance
measurements of two broadband UVB sensors to deter-
mine g(A) and, based on that, correct measurements of
a Brewer spectrophotometer for the cosine error. The
advantage of this method is that diffuse and global data
are available simultaneously without the need of oper-
ating two expensive spectroradiometers. Feister et al.
[1997] include a comprehensive uncertainty estimate of
the method and a parameterization of ¢()) as a function
of A, Usun, and (350 nm).

3.2.3. Range and uncertainty of D(A). To
estimate the diffuse ratio D(A), it is often assumed
that the sky radiance L(A,¥,¢) is isotropic; that is,
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Figure 1. Ratio ¢()) between direct and global spec-
tral irradiance in dependence of wavelengths for dif-
ferent zenith angles ¥sun and aerosol optical depths
7(A). The values are based on UVSPEC model cal-
culations assuming a total ozone column of 320 Dobson
units (DU). Aerosol optical depths at 300 nm are (top)
7(300 nm) = 0.0; (middle) 7(300 nm) = 0.5; and (bot-
tom) 7(300 nm) = 1.0.
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L(X,9,¢) does not depend on ¥ and . In this case,
D()) simplifies to

x/2
Duo®) = 2 [ COA0,9) sn@) 0. (19
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Grébner et al. [1996] have investigated the deviation
of Disotr(A) from the true factor D(A) for cloudless
skies by measuring sky radiance L{\,¥,¢) in addition
to their global measurements of Eg(\). The study takes
into account cloudless sky situations for varying atmo-
spheric and geographic conditions (SZA between 10°
and 80° and aerosol optical depths at 320 nm between
0.03 and 0.6). For their instrument, Disorr(A) is 0.883;
that is, irradiance produced by isotropic sky radiance
is underestimated by 11.7%. The true factor D(\) de-
rived from the radiance measurements is 0.833 % 0.03
at 310 nm, 0.880 % 0.03 at 320 nm, 0.870 £ 0.035 at
350 nm, and 0.86 = 0.05 at 400 nm. The plus/minus
ranges of D(\A) are maximum variations caused by the
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dependence of D(\) on the SZA and atmospheric con-
ditions. The deviation of D(X) from Dises-{)) increases
with the inhomogeneity of sky radiance. In the study
of Grobner et al. [1996] the inhomogeneity was highest
at a high-altitude station and increased with increasing
wavelength.

All the values given above are valid only for the en-
trance optics used by Grébner et al. [1996]. For a dif-
ferent instrument we propose to use its diffuse ratio
Disore(A) for all atmospheric conditions, if no further in-
formation on the radiance distribution is available. The
systematic error of this approach is AD = Digper — D.

The exact calculation of AD requires the knowledge of

the radiance distribution. For a rough estimate we as-
sume that AD is proportional to the difference of Digosr
from 1. The data of Grébner et al. [1996] can then be
used to estimate AD:

%1 - D’:sotr@‘)%
11~ Disotr,c(A)]

where Disotr, (M) is 0.833 and ADg()\) is the difference
of Disotr,c(A) and Dg()\) reported by Grébner et al.
[1996]. Equation (15) and its underlying assumption
are reasonable because AD()\) approaches zero, when
the cosine error vanishes, and approaches ADg()) in
the case of the instrument by Grébner et al. [1996].

3.2.4. Implementation of cosine corrections
and the effect of clouds. All the above consider-
ations refer to cloudless sky situations. To study the
effect of clouds, Bernhard and Seckmeyer [1997) have
carried out measurements with two almost identical
spectroradiometers. One was equipped with a diffuser,
which had a relatively high cosine error (Disesr(N) =
0.903), and the second instrument used newly devel-
oped entrance optics with low cosine error (Disosr(A) =
0.981). For a day with cloudless sky the difference be-
tween the uncorrected measurements of both instru-
ments was up to 12%. This difference was explained
by the cosine error, and, consequently, correction fac-
tors Ko(A) = 1/R¢(X) were applied to the measure-
ments. These were calculated with (12), where g(A)
was derived from a model and D{}) was approximated
by Disot:(A). For a day with cloudless sky, K¢ (350 nm)
of the instrument with the diffuser varied between 1.073
and 1.134, depending on the SZA. K¢ (350 nm) for the
second instrument was between 1.00 and 1.04. After
the correction the results of both instruments agreed to
within 2% at 350 nm. This good agreement gives confi-
dence in the way the correction factors were calculated
for the particular cloudless day chosen by Bernhard and
Seckmeyer [1997].

Bernhard and Seckmeyer [1997] set g(\) = 0 for over-
cast situations, and assumed that the sky radiance is
isotropic. Again, the difference in the results of both
instruments can be explained. This indicates that the
assumption of isotropic sky radiance is valid, although it
can be expected that under homogenous clouds, zenith

AD(N) ~ ADe(\) (1)
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radiance is likely to be greater than that originating
near the horizon [Grant and Heisler, 1997).

For the day with broken cloud chosen by Bernhard
and Seckmeyer [1997], the ratio of the uncorrected mea-
surements of both instruments alternates between the
ratio for clear sky and overcast sky, in dependence of
whether the Sun is visible or not. If no information
about Sun visibility exists, we suggest setting K gwdy =
1/2(Kge> + Kgeresst) where KS'Y, Kde()), and
Krereast(A) are the correction factors for broken cloud,
clear-sky, and overcast situations (i.e., ¢(A) = 0), re-

spectively. We propose to set the uncertainty uj ® of

KoY a5 follows:

. 1 : 3
ue ™ = ugE = KGN (V) - KFTe ()], (16)

23

where u§®® is the uncertainty of the correction factor
for cloudless sky, calculated with {13). The second term
in (16) describes the additional uncertainty introduced
by cloud variability; its formulation is based on (7).
Since it cannot be expected that both terms in (16) are
independent, they are added rather than combined in
quadrature. As a consequence of the underlying data
set, which does not allow appropriate statistics, the pro-
posed method to estimate uﬁ?ﬁ‘dy is itself the subject of
considerable uncertainties and may therefore not be ap-
propriate for all conceiveable cloud situations.

3.3. Spectral Resolution

The entrance and exit apertures of 2 monochromator
have finite widths. As a consequence, not only do pho-
tons with the desired wavelength Ay pass through the
monochromator but also those with wavelengths inside
a certain interval around Ag. When the monochroma-
tor is set to a fixed wavelength Ao, its transmittance
as a function of wavelength is called the slit function
f(A). The width of the slit function is usually quan-
tified by the full width of the function at half of its
maximum (FWHM) and is denoted the bandwidth B
of the monochromator. In practice, the slit function is
usually determined by scanning a monochromatic ra-
diation source (e.g., a selected line from a low-pressure
Mercury lamp or a laser) by the spectroradiometer. Ne-
glecting changes in the spectral responsivity over the
scanning range, the slit function is the mirror image
of the recorded spectrum with the mirror plane at the
wavelength of the incident radiation.

Typical bandwidths of current UV spectroradiome-
ters are between 0.3 and 2.0 nm FWHM [Webb, 1997].
Since most Fraunhofer lines of the solar spectrum are
narrower than 0.01 nm (see Figure 2), the Fraunhofer
structure is smoothed out considerably by these instru-
ments. The measured irradiance Eg(}, f) is the true
irradiance E(A) convolved with the instrument’s slit
function f(A):
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Figure 2. High-resolution solar spectrum in the region
of the calcium doublet obtained with the Fourier trans-
form spectrometer at the McMath/Pierce Solar Tele-
scope situated on Kitt Peak, Arizona. The thin line
represents the spectrum in original resolution, while the
thick line denotes the spectrum convolved with the slit
function of the mobile Fraunhofer Institute for Atmo-
spheric Environmental Research (IFU) spectroradiome-
ter of 0.574 nm full width at half maximum (FWHM).

/ BN £ = N dN
[ o0 ax

In the example of Figure 2 a high-resolution solar
spectrum is compared with the same spectrum con-
volved with the slit function of the mobile IFU spectro-
radiometer, which has a FWHM of 0.574 nm, thus mim-
icking a spectral measurement of the IFU instrument.
The high-resolution spectrum was obtained with the
Fourler transform spectrometer at the McMath/Pierce
Solar Telescope situated on Kitt Peak, Arizona [Kurucz
et al., 1984]. The resolution of this instrument is about
0.01 cm™* in the UV, corresponding to 0.00012 nm at
350 nm. Since most Fraunhofer lines are broader than
0.001 nm [Moore, 1966], the reproduction of the Fraun-
hofer structure is hardly influenced by the resolution of
the Kitt Peak spectrum.

The ratio of both data sets in Figure 2 reaches val-
ues of up to 14. There is some controversy as to
whether this deviation should be regarded as an error
or whether it is better denoted as an instrumental fea-
ture: it has to be named an error i the quantity to be
measured is global spectral irradiance Eg(A) as defined
in (1). Obviously, the problem disappears if the measur-
and is “spectral irradiance referred to the instrument’s
slit function.” The more suitable definition of the mea-
surand depends on the application of the data. For ex-
ample, for a meaningful comparison of measured spec-
tra with a model it is advisable to convolve the model
results with the instrument’s slit function before form-
ing the ratio of both spectra [Mayer et al., 1997]. The
comparision is then free from the influence of the in-

Er(\f) = 17
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strument’s resolution. If measurements of instruments
with different resolution are intercompared it may also
be useful to normalize their results to a common resolu-
tion by means of deconvolution techniques [Slaper et al.,
1995]. On the other hand, if the measured data are used
to calculate values of biclogically weighted irradiance
(e.g., erythemal irradiance), the resolution is no longer
negligible. For example, owing to the strong decline of
the solar spectrum in the UVB, the bandwidth causes a
systematic overestimate of spectral irradiance, leading
to results of biologically weighted irradiance that are
too high. This will be quantified in the following.

3.3.1.  Errors in measurements of biologi-
cally weighted irradiance due to the resolution
of the spectroradiometer. These errors are guan-
tified with the factors Rp pio(B), which are defined as
the ratio of biologically weighted irradiance determined
from measurements of a spectroradiometer with a slit
function f{A) to the respective values from an ideal in-
strument with an infinitesimal bandwidth:

f{;o Er(A, f) Aio(A) dX
fooo E()\) Apio(N) dX

Rrpio(B) = (18)

where Apio(A) is the relevant biological action spectrum
and B is the FWHM of the slit function f(A). Two ac-
tion spectra were considered. One is the Commission
Internationale de 'Eclairage (CIE) action spectrum for
erythema Agry(X) [McKinlay and Diffey, 1987]; the sec-
ond is the action spectrum of DNA damage Apna{A)
[Setlow, 1974}, parameterized according to Bernhard et
al. (1897

Apxa(A) =
5@%% exp Ezs.sz (WA‘M”"}L A< 370 nm
0 ,A> 370 nm
(19)

The ratio Rp pio(B) depends not only on bandwidth
B but also on the spectral shape of the underlying solar
spectrum E(A). With model sensitivity studies based
on the UVSPEC model we have confirmed that from
all parameters determining biologically weighted irra-
diance at the ground, mainly solar elevation and to-
tal ozone column affect Rppio(B). The variation of
Rpg Bio(B) introduced by changes of surface albedo be-
tween 0 and 1, aerosol optical depth 7(320 nm) between
0 and 1.8, and altitude between 0 and 3000 m is about
a factor of 15 smaller than the variation introduced by
solar elevation and ozone. Also, the influence of thin
clouds is negligible. However, the attenuation of spec-
tral irradiance by convective clouds with high optical
density (e.g., thunderstorm clouds) is significantly en-
hanced in the UVB relative to the UVA [Mayer et al.,
1998], which leads to changes of Rg pio(B) as well.

To quantify the influence of solar elevation and total
ozone on Rp pio(B), model spectra were calculated for
solar elevations between 0° and 90° and ozone values
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between 250 and 400 DU. From the modeled irradi-
ance E(A), Er(), f) was calculated for triangular slit
functions with bandwidths ranging from 0.3 t0 5.0 nm
FWHM. Finally, the factors Rr pio(B) were calculated
for the DNA and erythema action spectra. The DNA
weighted ratios Rg pxa(B) are shown in Figure 3 as a
function of solar elevation and ozone column. For the
slit function of bandwidth 2 nm, R pna(2nm) varies
between 1.028 and 1.040. The respective values for the
erythemal weighting range between 1.007 and 1.013.
Thus DNA weighted irradiance can be overestimated
by up to 4%, if the bandwidth of the spectroradiometer
is 2 nm FWHM and no corrections are applied.

The factors Rp sio(B) were found to depend almost
quadratically on bandwidth B and thus can be approx-
imated by R} p;,(B):

i*z,Bio(B) = 1+ gRR,BioG nm) - 1: Bz: (20}
where B is in nanometers. For bandwidths between
0.5 and 2.0 nm, [Rg,pna(B) — 1] and [Rf paa(B) = 1]
agree to within £5%. To illustrate the good agreement,
R% pna(2nm) is drawn in Figure 3 as well.

In Table 2, Rgp~xa{lnm) and the analogous quan-
tity for erythemal weighting, Rp zr(1nm), are given
for several solar elevations and ozone values. With (20)
these values can be estimated for triangular slit func-
tions with bandwidths in between 0.5 and 2.0 nm with
an accuracy of better than £5%.

3.3.2. Spectral irradiance errors caused by
the resolution of the spectroradiometer. Thera-
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Figure 3. Effect of resolution on DNA weighted irra-
diance. Shown are ratios Rg pna(B) of measured and
“true” DNA weighted irradiance as a function of solar
elevation and total ozone for four different bandwidths
between 0.3 and 2.0 nm. For each solar elevation a
subset of seven data points is drawn, referring to the
ozone values of (left to right) 250, 280, 300, 320, 340,
370, and 400 DU. The ratios R pya(2nm) approxi-

mate R pna(21nm) according to equation (20).

tio of spectral irradiance measured with a spectrora-
diometer with slit function f(X) and the “true” spectral
irradiance is Rr(X, B) = Er{}, f)/E()\), where, again,
B is the bandwidth of the slit function f(\). Owing
to the Fraunhofer fine structure, these ratios vary on
a 0.001 nm scale. Because of this spectral structure,

Table 2. Parameters to Calculate Errors Caused by Finite Resolution of a Spectroradiometer® and Wavelength
Shifts® on Dependence of Solar Elevation (Sh) and Total Ozone {Oz)

Sk Oz, DU  Rppxa(inm) Rpg eey{lnm) CR,1 ¢r,2  Rwpoxa(0lnm) Rwen (0.1nm) cw,1 w2
10 250 1.00866 1.00252 265.26  9.16 1.0319 1.0148 255.43  15.42
10 320 1.00846 1.00225 27400 7.88 1.0300 1.0133 263.71 13.83
10 400 1.00751 1.00196 281.70  6.33 1.0271 1.0118 269.48 12.76
30 250 1.00943 1.00325 282.77 4.86 1.0845 1.0186 274.61 9.21
30 320 1.00992 1.00313 287.39  4.22 1.0349 1.0177 278.91 8.51
30 400 1.01004 1.00204 290.99 3.69 1.0344 1.0167 281.63 8.18
50 250 1.00835 1.00320 283.25 3.94 1.0331 1.0195 274.03 8.51
50 320 1.00912 1.00331 28546 3.91 1.0343 1.0192 276.69 8.28
50 400 1.00969 1.00327 287.36  3.88 1.0349 1.0186 279.01 8.08
70 250 1.00753 1.00299 28108 4.06 1.0319 1.0164 271.31 8.86
70 320 1.00835 1.00322 283.52 3.98 1.0333 1.0195 274.56 8.46
70 400 1.00915 1.00332 285.01  4.08 1.0343 1.0192 276.62 8.36
90 250 1.00725 1.00290 280.84 3.88 1.0314 1.0103 271.07 8.77
90 320 1.00806 1.00317 283.23 3.91 1.0330 1.0195 273.96 8.50
90 400 1.00893 1.00331 284.52 4.06 1.0341 1.0183 276.46 8.24
Mean® 1.00888 1.00305 1.0333 1.0180

Standard 0.00077 0.00034 0.0016 0.0020

deviation®

2See section 3.3.
bSee section 3.4.

“Means and standard deviations of the parameters are given over the whole ranges of solar elevations (10° - 90°) and

ozone colums {230 - 400 DU).
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Webb et al. [1998] conclude that uncertainties caused
by the slit function cannot easily be defined. In order
to parameterize the systematic overestimate of the true
solar spectrum at short wavelengths caused by the slit
function, we have fitted exponential functions R (A, B)
to the ratios Rgp(), B). With these fits the general slope
of Rr{\, B) at the ozone cutoff and the dependence of
this ratio on solar elevation and total ozone are illus-
trated:

(0 B) = 1+ {expllcas — N/eral} B, (21)
where cg,; and cr» are coefficients depending on solar
elevation and ozone, respectively, and A and B have to
be set in nanometers; cg,; and cg 2 are given in Table 2.

The definition of smooth fit functions is reasonable
because systematic errors in biologically weighted irra-
diance calculated with these functions agree well with
the correct calculation using (18): for a bandwidth
of 1 nm the avarage value of Rppna(lnm) calcu-
lated with (18) is 1.00888 = 0.00077 (see Table 2).
If Eg(), f) in (18) is substituted by the approxima-
tion E(\) R5()\, 1nm) and Rppna(lnm) is calculated
again, the result is 1.00991 £ 0.00137.

In Figure 4, R5()\, 1nm) is shown for three different
solar elevations and ozone columns between 250 and
400 DU. Generally, the ratios increase strongly when A
decreases: at 300 nm, 30° solar elevation, and 400 DU,

(A, 1nm) is 1.087, whereas at 315 nm the ratio is
almost 1. With increasing solar elevation or decreasing
ozone the curves are shifted toward shorter wavelengths.
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Figure 4. Effect of bandwidth on spectral irradiance.
Shown are ratios of measured and true spectral irra-
diance approximated by the exponential fit functions
R%(A, B), which are given in equation (21). The ratios
were calculated with a triangular slit function of 1 nm
FWHM and are shown for three different solar eleva-
tions and ozone columns. The shaded areas refer to
solar elevations of 10°, 30°, and 90°. The left bound-
ary of each area refers to 250 DU; the right boundary
refers t0 400 DU. For 10° and 30° the shortwave ends of
the shaded areas refer to a spectral irradiance E(A) of
0.01 mW/(m? nm); for 90° solar elevation the boundary
spectral irradiance is 0.1 mW/(m? nm).
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3.3.3. Effect of nontriangular slit functions.
Up until now, only symmetrical slit functions of tri-
angular shape were considered. Slit functions of ac-
tual spectroradiometers usually deviate from this ideal
shape and are a mixture of triangular and Gaussian
functions. Sensitivity studies have shown that the con-
clusions drawn above remain valid when the slit func-
tion is of Gaussian shape [Bernhard, 1997]. For exam-
ple, at 70° solar elevation and 320 DU, Rg pxa(lnm)
is 1.00835 for a triangular slit function of 1 nm FWHM
and 1.00801 for a slit function of the same bandwidth,
but of Gaussian shape. However, if the slit function
of an instrument appears to deviate significantly from
either shapes, the measurement errors have to be cal-
culated explicitly with (17) and (18). In particular, in-
struments with an asymmerical slit function have to
be treated with special care. Here the influence of slit
function is mixed with the wavelength misalignment.

3.4. Wavelength Misalignment

Because of the strong decline of the solar spectrum in
the UVB, small errors in the wavelength alignment of a
spectroradiometer lead to significant errors in measured
spectral irradiance. If a wavelength shift at a specific
wavelength is well defined, the resulting systematic er-
rors can be corrected. However, in practice, the shift
is only known within certain limits (e.g., =0.05 nm),
leading to uncertainties in irradiance readings.

Usually, the wavelength setting of a spectroradiome-
ter is calibrated by measuring the spectrum of a line
source, e.g., a low-pressure mercury lamp, the line po-
sition of which is known to within =0.001 nm [Lide et
al., 1990.. Comparing measured and actual line posi-
tions, a wavelength scale is assigned to the monochro-
mator. For several reasons, there still remain uncertain-
ties in the wavelength calibration after this procedure:
(1) Since the wavelength calibration is based only on
several lines, the calibration for wavelengths in between
may be in error if, e.g., the wavelength drive of the
monochromator exhibits nonlinearities. (2) Owing to
mechanical or temperature dependent instabilities, the
wavelength setting of the monochromator may change
with time. (3) If the slit function is asymmetrical, the
center of the line is ambiguous.

As an alternative to the use of spectral lamps, the
wavelength calibration can be carried out by correlat-
ing the Fraunhofer structure in segments of the mea-
sured spectra with the respective structure in refer-
ence solar spectra, e.g., an extraterrestrial spectrum
derived from satellite data or high-resolution ground-
based data. Possible implementations are described
by Huber et al. [1993], Slaper et al. [1995], and Mayer
[1997]. Note that these methods require the knowledge
of the slit function of the instrument and may not be
suitable for instruments with array detectors, where a
measurement of the slit function is not always possible
[Seckmeyer et al., 1998]. The accuracy of such methods
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is limited by the wavelength accuracy of the reference
spectrum. However, if an appropriate spectrum is used,
wavelength uncertainties can be reduced to =0.02 nm
for wavelengths above 310 nm [Webb, 1997]. Below
310 nm the accuracy may be limited because the struc-
tures in the ozone cross section interfere with the Fraun-
hofer structure. Appropriate reference spectra are the
Kitt Peak spectrum [Kurucz et al., 1984], introduced in
section 3.3, or the extraterrestrial spectrum measured
by the Solar Ultraviolet Spectral Irradiance Monitor
(SUSIM) on board the Atmospheric Laboratory for Ap-
plications and Science (ATLAS 3) platform [Kaye and
Miller, 1996]. The spectrum is available from the ftp
server susim.nrl.navy.mil (personal communication, M.
VanHoosier, 1996).

Although wavelength errors can be reduced by ap-
propriate methods, intercomparison campaigns of UV
spectroradiometers carried out in the past have re-
vealed wavelength shifts of up to 0.5 nm [Bais, 1998;
Seckmeyer et al., 1998]. The consequences of such
shifts are quantified in the following. For this purpose,
Ew,r(A, AX) is defined as the measured irradiance of a
spectroradiometer, which has an error in the wavelength
setting of AX. Egr(}) is the respective irradiance read-
ing of an identical instrument with no wavelength shifts.
The error ratio Rw gr(A, AX) of both measurements is
then

Ewa(\AN _ Ep(A+ AN
Er(\) Er()

Note that Eg(}\) is the irradiance convolved with the
instrument’s slit function. Thus (22) describes the in-
fluence of wavelength misalignment on a practical in-
strument with finite resolution. Since Egr()\) depends
on bandwidth so does Rw,z(A, AX): for an instrument
with small bandwidth, the ratios contain more noise
than those for an instrument that has a broad slit func-
tion. Owing to this noise, procedures similar to those
in section 3.3 are necessary to quantify the effects of
wavelength shifts on spectral irradiance in the ozone
cutoff and to quantify errors in measured biologically
weighted irradiances.

3.4.1. Errors in measurements of biologically
weighted irradiance caused by wavelength shifts.
In analogy to section 3.3.1, the quantity Rw sio(AN) is
defined to study the effect of wavelength shifts on bio-
logically weighted irradiance. Ryw,mio(AA) is the ratio
of biologically weighted irradiance measured with an in-
strument with wavelength shift AX to measurements of
an identical instrument with no shifts:

T2 Bw,r(X, AX) Apio(X) dA
Jo" Er(X) Asio(X) dA

Rwr(A AN =

(22)

Rwpio(AX) =

(23)

The error ratios for DNA and erythemal weighting are
denoted Rwpna(AX) and Rwzsry(AX), respectively.
Apart from the dependence on AX, Rwgio(A)) de-
pends mainly on solar elevation and total ozone.
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Figure 5. Effect of wavelength misalignment on mea-
surements of biologically weighted irradiance. The top
curve shows the error ratio Ry pna(0.1nm) of mea-
sured and true DNA weighted irradiance as a function
of solar elevation and total ozone for 0.1 nm wavelength
shift. The bottom curve is the ratio for erythemal irra-
diance. For each solar elevation a subset of seven data
points is drawn, referring to the ozone values of (left to
right) 250, 280, 300, 320, 340, 370, and 400 DU.

For AX < 0, Rw,sio is usually smaller than 1; for
AX > 0 the ratio is larger than 1. This is in contrast
to Rpio(B), since the influence of the slit function
always leads to an overestimate of weighted irradiances
near the ozone cutoff.

In Figure 5, the error ratios for DNA and erythemally
weighted irradiance are shown. For a shift of 0.1 nm
the DNA weighted ratios vary between 1.027 and 1.035,
depending on solar elevation and ozone column. The
respective values for the erythema ratios are 1.012 and
1.020. Thus a wavelength uncertainty of £0.1 nm may
lead to an uncertainty in DNA weighted irradiance of
up to =3.5%.

The ratios Ry sio(AX) depend almost linearly on the
wavelength shift A\ and can be approximated by the
functions Rjy g, (AN):

* r . AN
W,Bio(AA) = 1 -+ }_RR,BiO<O'1 nm} - 1} (O 1 nm) .

(24)
For shifts below 0.3 nm the relative differences be-
tween [Ryw,5io(AA) —1] and [R3y g, (AX)— 1] are smaller
than £4% for DNA weighting and =2% for erythemal
weighting, respectively. For shifts as large as 0.5 nm
the approximation may be wrong by about 7% (DNA
weighting) and 4% (erythema weighting). In Table 2,
Rwpxa(0.1nm) and Rw ey, (0.1nm) are given for sev-
eral solar elevations and ozone values. With (24) these
values can be calculated reasonably well for shifts of up
to 0.3 nm.
The dependence of Er(A) on bandwidth leads also to
small variations in Rw gio(AN). However, in practice,
these changes are negligible: the maximum difference
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in Rwpna(0.1nm) calculated separately for 0.3 and
2.0 nm bandwidth is smaller than 0.0003 for all solar
elevations and ozone columns considered.

3.4.2. Spectral irradiance errors caused by
wavelength shifts and the Fraunhofer structure.
The ratio Rw r(A, A)) shows a large wavelength de-
pendence because of the Fraunhofer structure. The av-
erage variability in a given wavelength interval [Xo —
S\, Ao + 68X is quantified by the standard deviation
or{Ag, 6A):

1
or(h0,00) = |—— > [Rwgr(,AN -1
\ Ai€[AobN]

(23)

where the ratios Ry r(A;, AN) are calculated at discrete
wavelengths A;. Since the Fraunhofer lines are not uni-
formly distributed, or{(\o,6A) depends on the center
wavelength g and the width of the interval. For exam-
ple, op is larger in the vicinity of the calcium doublet
at 395 nm than in the region of 382 nm [Bernhard et
al., 1998.

The standard uncertainty of E{)\) caused by wave-
length shifts and the Fraunhofer structure is described
here by ur(A) = op (X, 8X) E(A), where o (A, )) is cal-
culated over a 10 nm interval; that is, 6A = 5 nm. Thus
the standard uncertainty up()) is a smooth function
of wavelength and is therefore comparable to other un-
certainties in solar measurements. An example of the
magnitude and wavelength variability of up is given in
section 4.4 and Figure 8.

3.4.3. Spectral irradiance errors caused by
wavelength shifts in the ozone cutoff. Inorderto
quantify the influence of wavelength shifts on UV mea-
surements in the ozone cutoff, we use similar ft func-
tions as proposed in the last section. These fit functions
are denoted Ry (A, AA) and are defined by

. AN
Riy (% AX) = 1+{expl(ewi —N)/emal} 57azs (26)

where cw,; and cw, are coefficients depending on so-
lar elevation and ozone, respectively. cw,; and cwpe
are given in Table 2. The approximation is applicable
for wavelength shifts smaller than +0.8 nm and band-
widths below 2.0 nm. For larger bandwidths the effects
of wavelength shifts and the slit function can no longer
be treated independently.

In Figure 6, Rjyp(A,0.1nm) is shown for three
different solar elevations and ozone columns between
250 and 400 DU. In all cases the error ratios increase
strongly when A decreases. With increasing solar eleva-
tion or decreasing ozone column, the ratios are shifted
to shorter wavelengths.

Errors in DNA weighted irradiances estimated with
the proposed fit functions Rjy (A, AX) agree well with
the correct error ratios Rwpxa{AX): for a wavelength
shift of 0.1 nm the average value of Ry pna(0.1nm)

14,333
. 3 H k3 E k] k]
P EX T T T T I ™
" Solar elevation |
112 w0 -
= i 0 30° i}
E i @ 909 .
o 1.08 i~ -
6 1.06 — o
[~

Ex: % e
*x 1.04 o '
1 Boosss i
1 — s

o, N | ST SERTTUN NS AT !

290 300 310 320 330

Wavelength [nm]

340

Figure 6. Ratio of wavelength-shifted and -unshifted
spectral irradiance approximated by the exponential fit
functions Rjy (A, AX) given in (26). The ratios were
calculated for a wavelength shift of 0.1 nm and a band-
width of 1.0 nm FWHM and are shown for three differ-
ent solar elevations and different ozone columns. The
shaded areas refer to solar elevations of 10°, 30°, and
90°. The left boundary of each area refers tc 250 DU;
the right boundary refer to 400 DU. For 10° and 30° the
shortwave ends of the shaded areas refer to a spectral
irradiance E{)) of 0.01 mW/(m? nm); for 90° solar ele-

vation the boundary spectral irradiance is 0.1 mW/(m?
nm).

calculated with (23) is 1.0333=0.0016 (see Table 2). If
Ew r(X, AX) is substituted in (23) by the approxima-
tion Er(X) Ry r(X, AX), and Rw,pxa(0.1nm) is recal-
culated, the result is 1.0334 £0.0022. The deviation of
both calculations is less than 1%. This demonstrates
that the definition of a smooth fit function is meaning-
ful, although this approach neglects the influence of the
Fraunhofer structure.

3.5. Radiometric Stability

Possible reasons for instabilities of the radiometer’s
spectral responsivity include contamination of the en-
trance optics, change of the detector’s responsivity, and
change of the monochromator throughput. Instabilities
in the monochromator/detector part are often caused
by changes in the environment, namely temperature,
humidity, magnetic and electrostatic fields, power cuts,
or ground loops. Changes in temperature can also alter
the monochromator’s wavelength alignment. A thor-
ough laboratory characterization of a spectroradiome-
ter’s temperature dependence with respect to both ra-
diometric and wavelength stability has been compiled
by T. M. Thorseth (Proceedings of the first internet
conference on Photochemistry and Photobiology, Nov
17 - Dec 19, 1997, http://www.photobiology.com/v1/
thorseth/index.htm, 1997). However, temperature coef-
ficients derived in the laboratory can change with time,
e.g., due to mechanical wear and tear, and therefore
2 good temperature stabilization with low temperature
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gradients inside the entire enclosure of the radiometer
is desirable.

If the radiometer’s detector is a photomultiplier tube
(PMT) operated at high currents, a continuous drift of
the responsivity with time and hysteresis is likely to
occur. In the latter case the responsivity of the PMT
depends on its recent history, i.e., incident flux and ap-
plied voltage [Krochmann, 1963; Kostkowski, 1997]. We
have seen 2 PMT that needed 1 week to reach a stable
responsivity after setting the high voltage.

In addition to drifts at high signal levels, the respon-
sivity of a PMT can change at low signals because of
drifts in the PMT’s dark current. It may be neces-
sary therefore to determine the dark current for each
measurement and subtract it from the signal. By chop-
ping the radiation falling on the PMT and using a lock-
in amplifier or by operating & PMT in photocounting
mode, such offset drifts can be effectively suppressed
[Kostkowski, 1997].

An internal lamp to regularly monitor the responsiv-
ity of a radiometer is helpful to track instrument drifts
caused by monochromator or detector [Booth et al.,
1994]. However, in our experience, the main contribu-
tion to instabilities in a high-quality spectroradiometer
originates from contamination of the entrance optics.
Only by regular calibration of the whole system (e.g.,
on a weekly basis) can these drifts be quantified.

The standard deviation of the calibration records al-
lows an assessment of the stability of the instrument
over a specific time period (e.g., a year). However,
since only drifts between two calibrations contribute
to the uncertainty at a particular time, the standard
uncertainty arising from radiometric instabilities is the
standard deviation of the difference of consecutive cali-
brations; see section 4.5.

3.6. Nonlinearity

The signal of a radiometer should be proportional to
the incident flux. The ratio Ry (A) of spectral irradiance
measured with a radiometer, which exhibits nonlineari-
ties, to the true irradiance can be determined with two
light sources, L; and Lo, of different but known radia-
tive power. The irradiances By and Es of these sources
produce instrument signals S; and S,. If E; is the irra-
diance at the calibration level of the instrument, Ry (A)
is then calculated according to

_Ei(N) S0
TS B2(A)

To minimize errors in the determination of Ry (A, Sa),
L1 and Ly should differ only in their radiative power;
their spectral distribution and the geometries of their
radiation fields must resemble each other. A point
source set at two different distances fulfills this require-
ment. The inverse square law can then be used to
determine Ry (A) by varying the distance between the
point source and the radiometer and measuring simul-

R.N<A7 SZ) (27}
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taneously Sy(A) [Kostkowski, 1997]. A comprehensive
overview of other methods to determine and to correct
nonlinearities has been complied by Sanders [1972]. An
automatic linearity tester was introduced by Saunders
and Shumaker [1984].

Nonlinearity is of special concern in solar UV radiom-
etry because the level of solar radiation deviates much
from the level of calibration sources: for wavelengths
above 330 nm the solar spectrum irradiance is typically
2 to 3 orders of magritude higher than the irradiance
of an FEL lamp. In contrast, for wavelengths below
300 nm the solar spectrum can be lower than the lamp
by more than 3 orders of magnitude.

The main cause of nonlinearity is saturation of the
detector. For PMTs, significant nonlinearity usually
occurs if the anode current is higher than 1 pA.

Nonlinearities may also appear if a PMT is operated
at different high voltage within a spectrum or if the gain
of the detector electronics is switched during a scan. In
these cases, sudden changes in linearity may occur, see
section 4.6. Polynomial fit functions, which are usually
applied to correct nonlinearities [Kostkowski, 1997], are
not applicable in these cases. A method to detect such
nonlinearities in data of solar irradiance was described
by Bernhard et al. [1998].

3.7. Noise

Owing to noise in the radiometer signal, several mea-
surements of the same irradiance will lead to different
results. Usually, the signal-to-noise ratio S/N, which is
the ratio of the radiometer’s average signal divided by
the standard deviation of this signal, is used to quan-
tify the influence of noise. For a spectroradiometer with
a PMT detector, the noise is mainly caused by “shot
noise,” which results from the discrete nature of the
electrons leaving the PMT’s cathode. For signal levels,
where the dark current of the PMT is negligible, S/N
is determined by Poisson statistics resulting in

S/IN ~ /®,Q¢ts,

where $, is the incident photon flux, @ is the quan-
tum efficiency of the PMT’s photo cathode, and ¢ is
the sampling time. In this case, S/N is proportional
to the square root of the radiometer’s signal. Other
sources of noise, such as noise from the dynodes of the
PMT, noise introduced by the amplifier, or digitization
noise, can slightly increase the S/N ratio given in (28).
For more information, see Kostkowski {1997, where the
noise for photodiode and multichannel detectors is also
estimated.

The S/N ratio can be derived from consecutive mea-
surements of a stable light source. By varying the dis-
tance to the source, S/N can be measured at different
signal levels.

The standard uncertainty unx(\) in a measurement of
spectral irradiance that is due to noise depends on the
noise during calibration and during the measurement of

(28)
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the unknown source. Using (2), (9), and the definition
of the signal-to-noise ratio, unx{(\) is given by

o) = (B8] {8}
2>1/2

Sm (N EL (X Sr(2)
+ [ g1y ] {‘“S/s\T“’?sL(/\SE
(29)

where Er()\) and Ex(\) are the irradiances produced
by calibration lamp and unknown source, respectively;
Sp(A) and Sy (X) are the corresponding signals; and
S/N[S(A)] and S/N[Sar(A)] are the signal-to-noise ra-
tios at both signals.

If biologically weighted zrradzances Eg;io are calcu-
lated from spectral measurements, the uncertainty due
to noise is significantly reduced. Epj, can be approxi-
mated by the sum

Esio =y E(\) AR) (s

- )\z) ? (30)

where Ag;io(A) is the relevant action spectrum and the
sum is over all discrete wavelengths \; measured by the
spectroradiometer. The standard uncertainty ung,;, of
Eg;o is then

UNgsy = \f}: {un(A) AQ) iz = W)Y, (31)

where ux();) is the standard uncertainty at wavelength
A;, calculated with (29). By summing over the wave-
lengths, ung,/Fric is significantly reduced compared
to un/E(X).

The detection limit of a speciroradiometer is limited
either by stray light (see next section) or by noise, if the
integration time is fixed. In the latter case the detection
limit is reached if S/N(A\) = 1. The minimal irradiance
that can be measured at a wavelength A is the “noise
equivalent irradiance” (NEI) that is defined by the ratio
of the standard deviation opayx of the radiometer’s dark
signal to the responsivity r()) at wavelength X

NEI(A}) = opa/r(N) (32)

3.8. Stray Light

Stray light is radiation at wavelengths outside the
wavelength range of the slit function that is detected
together with radiation inside this range. Since the
wavelength limits of a slit function cannot be unam-
bigously defined, some authors introduced the term
“slit-scattering function,” which comprises both the slit
function (in the meaning of the previous sections) and
its long-wavelength wings (or background), which con-
tribute to stray light [Kostkowski, 1997]. For good
double monochromators this background level is more
than 9 orders of magnitude below the peak of the slit-
scattering function. The measurement of stray light
9 orders of magnitude below the maximum is a de-
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manding task: it requires a sufficiently powerful line
source (e.g., a HeCd laser operating at 325 nm) and ad-
ditional facilities to suppress the radiation continuum
of the source.

According to the Commission Internationale de UEc-
lairage [1984], the amount of stray light in a spec-
troradiometer depends, among other factors, on the
quality and cleanness of all optical surfaces (mirrors
and gratings), bandwidth, wavelength, the spectral re-
sponse of the detector, the spectral transmittance of the
monochromator and all auxiliary optics, and the spec-
tral distribution of the source. In the presence of stray
light the measured solar spectrum does not follow the
steep decrease in the ozone cutoff down to the radiome-
ter’s noise level but turns into approximately constant
values at short wavelengths. Although such behavior
can also be caused by an electronic offset, the effects
can be distinguished by covering the entrance optics: if
the signal in the shortwave end of the spectrum remains
constant, the offset is caused by the electronics.

In the case of stray light the ratio Rge:(\) of measured
to true irradiance E(}X) is

Estr ()‘} -+ E(A)
EQ)

EStrO‘)

=1t EN

RStr (}‘} = <33}

where Eg;.(X) is the contribution to the measured irra-
diance at wavelength A that originates from radiation
at wavelengths outside the range of the slit function.

Below 285 nm, virtually no radiation reaches the
Earth’s surface owing to ozone absorption. Conse-
quently, if measurements of solar spectral irradiance be-
low 285 nm are above the noise level of the instrument,
they originate from stray light. Thus measurements
at wavelengths below 285 nm can be used to estimate
Es::(\). The extrapolation of Esi:(\) to wavelengths
above 285 nm allows a correction to the measurement
result to be made. This method has been applied to
single Brewer spectrophotometers [Kéohler et al., 1995;
Bais et al., 1996]. Since stray light is usually wave-
length dependent, the accuracy of corrections based on
extrapolation procedures is limited.

Instead of using the solar spectrum, stray light can
also be determined with an artificial light source and
cutoff filters. With several filters of different cutoff
wavelengths the spectral distribution of stray light can
be roughly determined [Commission Internationale de

Eclairage, 1984]. Results from those characterizations
can only be transferred to solar measurements if the fil-
tered artificial spectrum is similar in shape to the solar
spectrum.

3.9. Timing Errors

Since computer clocks are often inaccurate, the time
that is assigned to each wavelength of a solar spectrum
may be in error. This problem can be solved by in-
stalling radio clocks or using the time signal from a
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Figure 7. Effect of time shifts on spectral
measurements. Shown are ratios Rp(A,£,30s) of

shifted /unshifted spectral irradiance at 300 and 400 nm.
The shift applied was 30 s. The solid lines are
based on measurements conducted on July 22, 1996,
in Garmisch-Partenkirchen. The dotted lines represent
the corresponding modeled ratio.

Global Positioning System (GPS), but time shifts exist
in many measurements. They can be quantified only if
the magnitude of the shift Af is known. The ratio of
measurements that suffer from an incorrect clock and
the true irradiance is

E(Xt + At)

N\ —
Rr(\t, AL B0

(34)

Figure 7 shows ratios Rp(A,£,30 s) for 2 time shift
of At = 30 s applied deliberately to spectral measure-
ments of the mobile IFU spectroradiometer conducted
on the clear-sky day, July 22, 1996, at 300 and 400 nm.
Figure 7 also shows the ratios obtained with the model.
It is clear from the plot that measurements at 300 nm
are affected more by time shifts than measurements
at 400 nm. This is because shorter wavelengths show
a stronger variation with solar zenith angle, owing to
the wavelength dependence of ozone absorption and
Rayleigh scattering. For 300 nm the time shift of 30 s
results in systematic errors of =2% at 0700 and 1700
CET for the given day.

3.10. Other Sources of Uncertainty

If an array detector is used instead of a PMT, cross
talk between array cells must be considered. A good
summary of the characteristics of array detectors is
given by Kostkowski {1997.

Ideally, the signal Sp(A) of a radiometer should fol-
low instantaneously the change of the incident radia-
tion. Practical detectors and amplifiers have a time
constant 7o. A sufficiently long waiting time is therefore
required before the measurement at a new wavelength
starts.

In order to correct for a potential electronic offset
(that is, the signal deviates from zero if no radiation
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is falling on the instrument), the offset must be de-
termined before a spectral scan and then substracted
from the signal. If the offset changes with time, the
measurement is associated with an uncertainty. Offset
drifts caused by a PMT mainly influence measurements
at low signals, namely, measurements of solar spectra at
short wavelengths or near the detection limit. Drifts are
therefore less critical during calibration. By measuring
the offset before and after the scan of a solar spectrum,
the standard uncertainty in the measured irradiance can
be estimated with (7).

For several reasons, e.g., interference between differ-
ent parts of the electronics, randomly scattered spikes
can appear in a radiometer’s signal. A method to de-
tect such features has been proposed by Bernhard et al.
[1998].

A further source of error, which has consequences
similar to the cosine error, is incorrect leveling of the
entrance optics at the measurement site. This error
arises mostly from the wrong weighting of direct irra-
diance rather than sky irradiance. With a good spirit
level the optics can be adjusted to within a standard
uncertainty of £0.1°. For 60° SZA, 400 nm, and no
aerosols, this leads to a standard uncertainty of 0.2% in
the irradiance. For shorter wavelengths the uncertainty
decreases owing to a smaller contribution from direct
irradiance.

3.11. Combined uncertainty

On the basis of a thorough instrument characteriza-
tion, the different uncertainties of solar UV radiometry
described in the last sections can be determined and, -
nally, the combined uncertainty eomb Can be calculated
with (8). By multiplying the result with the coverage
factor k = 2, the expanded uncertainty U is obtained.

4. Uncertainty of Mobile IFU
Spectroradiometer

The methodologies to derive the overall uncertainty
of UV spectroradiometers introduced in the last sections
are now applied to the mobile IFU spectroradiome-
ter, referred to hereafter as “IFU radiometer.” This
instrument uses newly developed entrance optics, de-
scribed by Bernhard and Seckmeyer [1997], which are
coupled by a quartz fiber to a Bentham DTM300 dou-
ble monochromator. The (measured) bandwidth of the
instrument is 0.574 nm FWHM. Radiation leaving the
monochromator is chopped, detected with a PMT, and
amplified using the lock-in technique. The system is
temperature stabilized and under full PC control. The
data are routinely corrected for the cosine error. The
IFU radiometer has successfully participated in several
international intercomparisons of UV spectroradiome-
ters [Webb, 1997; Bais, 1998; Seckmeyer et al., 1998].
More details on the instrument were compiled by Seck-
meyer et al. [1996], Bernhard et al. [1997), and Bernhard
et al. [1998].
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4.1. Radiometric Calibration

Field calibrations of the IFU radiometer are made
with 100 W M28 working standards. These lamps
are calibrated before use with a collection of four FEL
1000 W reference standard lamps of type T6 that have
certificates issued by PTB. The IFU radiometer is used
in the laboratory of IFU to transfer the calibration from
the collective standard to the 100 W lamps. Conse-
quently, uncertainties in the field calibration of the in-
strument comprise uncertainties arising from the trans-
fer and from the use of the working standards. In Ta-
ble 3, all contributions to the calibration uncertainty
are compiled and are further explained in the following
references:

1. Reference 1 is the uncertainty caused by the spline
interpolation of the calibration points of reference stan-
dards to wavelengths in between these points (see sec-
tion 3.1.3).

2. The 100 W working standards are calibrated at a
distance of 50 cm but used at a distance of 37 ¢m in &
specially designed lamp housing. The irradiance values
referring to 50 cm are scaled with the inverse square law.
Separate measurements of the lamp at both distances
have confirmed that the scaling factor is accurate to
within +=0.3%.

3. The entrance optics of the instrument are based
on a non planar diffuser. The location of the reference
plane of this diffuser, which is relevant for the mea-
surement of the correct distance between diffuser and
calibration lamp, is uncertain by £0.4 mm. This leads
to a standard uncertainty of 0.2% in the irradiance {sec-
tion 3.1.4).

4. The instrument’s entrance optics are protected by
a quartz dome. The refraction of incident radiation at

Table 3. Standard Uncertainties (k = 1) in Radiomet-
ric Calibration of the Mobile IFU Spectroradiometer

Ref. Error Source Uncertainty,

%
1 interpolation of certificate 0.2
2 scaling of distance 0.3
3 reference point of entrance optics 0.2
4 influence of the quartz dome 0.2
5  area of receiver 0.1
6  distance alignment FEL lamp 0.1
7  distance alignment 100 W lamp 0.1
8  alignment of FEL lamp 0.1
9 alignment of 100 W lamp 0.1

10 alignment of entrance optics
11 lamp current FEL lamp

12 lamp current 100 W lamp
13 stability collective standard

COOO0
U QUL bt ok oot

14  stability working standard 5
15  linearity of spectroradiometer 0.3
16 drift of spectroradiometer 0.2
17  uncertaioty of collective standard 1.8

The combined uncertainty of references 1-16 is 1.0%.
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the dome was calculated and causes an uncertainty of
0.2% (section 3.1.4).

5. PTB’s calibration certificates refer to a receiver
area of 20 mm X 10 mm. The area of the diffuser used
in the laboratory to transfer the calibration of the PTRB
reference standards to the working standards has a di-
ameter of only 5 mm, causing an uncertainty of 0.1%.

6. References 6 and 7 concern the distance between
lamp and reference plane of the entrance optics, which
can be measured only to within £0.3 mm, causing a
standard uncertainty of 0.1% for both the FEL reference
standard and 100 W working standard.

7. References 8-10 give the uncertainty caused by
further alignment errors of the lamps or the entrance
optics. The uncertainties are similar to the values de-
scribed by Sperling et al. [1996); see section 3.1.3.

8. In references 11 and 12, although a high-quality
current source is used, the lamp current of both FEL
reference lamps and 100 W working standards can only
be set to within =0.01%, resulting in a standard uncer-
tainty in the irradiance of 0.1% (section 3.1.3).

9. In reference 13, each lamp of the IFU collective
standard is in use for about 2 hours per year. Since
the lamp drift is estimated to be less than 0.01%/hour
(section 3.1.2), the irradiance scale at IFU should be

table on a 0.1% level for the next 5 years. By regular
cross-checks of the four lamps of the collective, the sta-
bility is further assured. However, sudden jumps in the
irradiance (section 3.1.2) were also observed for lamps
of the collective, increasing the standard uncertainty to
0.5%.

10. In reference 14, the IFU radiometer has two work-
ing standards at its disposal. One standard is used reg-
ularly to calibrate the instrument. The second standard
is used to check the calibration of the first one at cer-
tain intervals. When deviations between both standards
become clear, they are recalibrated. Furthermore, the
illuminance of both standards is monitored regularly.
With this quality control plan the uncertainty due to
drifts of working standards is kept below 0.5%.

11. In reference 15, since the irradiance of 1000 W
FEL reference standards and 100 W working standards
differ by a factor of approximately 4 at their calibration
distances, nonlinearities of the IFU radiometer (sec-
tion 4.6) used to calibrate the 100 W lamps lead to
a standard uncertainty of 0.3%.

12. In reference 16, small short-term drifts of the
IFU radiometer during the transfer of calibration to the
100 W lamps lead to a standard uncertainty of 0.2%.

13. Reference 17, based on the considerations in sec-
tion 3.1.1, concludes that the uncertainty in the cali-
bration points of the four reference standards used in
the collective is about 1.8%.

In addition to the 17 error sources described above,
uncertainties in the radiometric calibration may arise
from stray light and temperature variations in the cali-
bration laboratory or ventilation of the lamps. For the
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Table 4. Parameters to Quantify the Effect of the Cosine Error on Spectral Measurements of the IFU Radiometer
for Wavelengths 300, 350, and 400 nm and for solar zenith angles (SZA) 30° and 60°

Parameter SZA=30° SZA=60°

300 nm 350 nm 400 no 300 nm 350 nm 400 nm
C(A, 8, 0) 0.869 0.869 0.868 0.471 0.471 0.471
aN) 0.49 0.62 0.75 0.2 0.42 0.6
D(X) 0.981 0.981 0.981 0.981 0.981 0.981
ue 0.003 0.003 0.003 0.004 0.004 0.004
Ug 0.05 0.06 0.06 0.05 0.07 0.08
up 0.007 0.007 0.007 0.007 0.007 0.007

Rc{X) and Its Uncertainty for Cloudless Sky
Re(A) 0.992 0.995 0.998 0.973 0.965 0.958
ure (A) 0.004 0.004 0.003 0.006 0.006 0.006
ure (N) / Ro(N), % 0.4 0.4 0.3 0.6 0.6 0.6
Ro{A) and Its Uncertainty for Cloudy Sky

Rc(A) 0.987 0.988 0.989 0.977 0.973 0.969
ure (A) 0.007 0.008 0.008 0.009 0.011 0.014
ure (A) /[ Re(A), % 0.7 0.8 0.8 0.9 1.1 1.4

The parameter Rc(\) expresses the deviation of measurements with the IFU radiometer from the true irradiance due
to the cosine error of this instrument. See text for additional parameter definitions. The aerosol optical depth 7(300) used
for the calculation of g{)) was set as 0.1 = 0.1. All uncertainties are based on a coverage factor of k= 1. |

IFU radiometer these contributions have been reduced
to an insignificant level.

The combined uncertainty of references 1 to 16, as
calculated with (8), is 1.0%. Reference 17 is separated
to demonstrate that the uncertainty of the reference
standards exceeds the combined uncertainty of all other
sources of error in the radiometric calibration.

4.2. Cosine Error

In section 3.2 the variable Ro()) was introduced. It
is the ratio of irradiance measured with a radiometer
that is affected by a cosine error to the true irradi-
ance. Rc()) is calculated from the parameters g()),
C(X, Fsun, Psun), and D(A) according to (12). The
standard uncertainty ug.(X) of Ro()) is calculated
with (13).

The cosine error of the entrance optics of the IFU
radiometer is +0.3% at 30° incidence angle (C(30°) =
0.869) and —5.9% at 60° incidence angle (C(60°) =
0.471) [Bernhard and Seckmeyer, 1997]. The uncertain-
ties of these values are caused mainly by misalignment
of the equipment used to measure the angular response
(section 3.2.1) and by a slight dependence of the error
on the azimuth angle ¢. The dependence of the er-
ror on wavelength is insignificant [Bernhard and Seck-
meyer, 1997]. We find that the standard uncertainty
uc of C(¥) is 0.003 for ¥ = 30° and 0.004 for ¥ = 60°.
The relative uncertainty uc/C(9) is 0.3% for 30° and
0.8% for 60°.

In section 3.2 the variable D()\) was defined as the
ratio of sky irradiance, measured by a radiometer with

cosine error, to the true sky irradiance. If sky radi-
ance is isotropic, D(A) couid be replaced by Disosc(A)
as defined in (14). For the IFU radiometer, Digoir(X)
is 0.981, which means that isotropic sky irradiance is
underestimated by 1.9%. On the basis of the consider-
ations in section 3.2.3, the uncertainty up that is due
t0 also using Digorr(A) for a real clear sky with inhomo-
geneous radiance distribution is estimated to be 0.007
for the IFU instrument.

The third parameter needed to calculate Ro{)\) and
uge (A) is the ratio of direct to global irradiance, g(}\).
For cloudless sky, ¢(A) depends mainly on SZA and
aerosol optical depth v; see Figure 1. For the uncer-
tainty estimate presented here, 7 is set t0 0.1£0.1. The
corresponding ratio g(A) and its uncertainty u, were
calculated with the UVSPEC model.

The data from Bernhard and Seckmeyer [1997] sug-
gest that, for days with scattered clouds, Ro()) varies
approximately between its value for clear sky and its
value for overcast sky. This was only demonstrated for
one particular day, however, and this finding therefore
may not be true for all cloud situations. In the absence
of additional data, we assume that a reasonable esti-
mate of Ro(A) for cloudy skies is to set Rg()\) as the
average of its values for clear and overcast sky. The un-
certainty up, of this estimate is calculated with (16):
URc is the sum of the uncertainty for clear sky and the
uncertainty arising from the varying atmospheric con-
ditions under cloudy skies. ’

In Table 4, Ro(A) and its uncertainty are presented
for cloudless and cloudy skies as a function of wave-
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length and SZA. For cloudless skies, R¢(\) varies be-
tween 0.958 and 0.99. Without cosine correction the
measurements of the IFU radiometer would therefore
be too low by as much as 4.2%. The uncertainty of
the correction is about 0.4% for 30° SZA and 0.6% for
60° SZA. For cloudy skies the uncertainty ur. is about
twice as large as for the clear-sky case. For all calcu-
lations above, an aerosol optical depth of 0.1 £ 0.1 was
assumed. If no information about the aerosol is avail-
able, ug, becomes larger.

4.3. Spectral Resolution

The fine structure of the solar spectrum caused by
the Fraunhofer lines is smoothed out considerably by
the finite resolution of the IFU radiometer, see Fig-
ure 2: the ratio Rg(A, B) of measurements with the
IFU instrument to the true global spectral irradiance
Eg(X) may reach values of up to 14. However, if bi-
ologically weighted irradiance is derived from spectral
measurements, the errors caused by the instrument’s fi-
nite bandwidth are mainly a result of the slope of the
solar spectrum in the UVB cutoff rather than the fine
Fraunhofer structure.

The ratio Rp pio(B) of biologically weighted irradi-
ance measured with the IFU radiometer to the true
irradiance was calculated with (18). For SZAs of 30°
and 60° the measurements of the IFU radiometer were
found to be too high by 0.1% (erythemal irradiance)
and 0.3% (DNA weighted irradiance). Compared with
other sources of error, these systematic errors are neg-
ligible and are not routinely corrected.

Systematic errors in spectral irradiance caused by
the resolution in combination with the steep increase
of the solar spectrum in the UVB were quantified in
section 3.3.2 by the fit functions RE(A,B). For the
bandwidth of the IFU radiometer, R (X, B) is 1.006 at
30° SZA, 320 DU, and 300 nm. At 60° SZA the ratio is
1.017. Systematic errors estimated with these fit func-
tions neglect completely the influence of the Fraunhofer
structure, but the functions provide useful information
about the effect of the ozone cutoff on measured solar
spectra.

4.4. Wavelength Misalignment

The wavelength uncertainty of the IFU radiometer is
0.04 nm if the calibration is checked on a weekly basis.
This was determined from regular measurements of line
spectra from low-pressure mercury lamps and correla-
tion methods, where the Fraunhofer structure is used
to determine wavelength shifts [Slaper et al., 1995].

Uncertainties in biologically weighted irradiance due
to wavelength shifts are calculated with (23). For the
IFU radiometer the standard uncertainty in erythe-
mal irradiance caused by the wavelength uncertainty
of 0.04 nm is 0.7%; the respective uncertainty for DNA
weighted irradiance is 1.4%. Both uncertainties depend
only weakly on SZA and total ozone; see Table 2.
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Figure 8. Uncertainty of the IFU radiometer, caused
by wavelength shifts and the Sun’s Fraunhofer lines.
The thin line (left axis) is the ratio Rw r(A,AX) of
a model spectrum, which was deliberately shifted by
0.04 nm to longer wavelengths, to the unshifted spec-
trum. The applied wavelength shift of 0.04 nm is the
wavelengh uncertainty of the IFU radiometer. The
thick line (right axis) is the relative standard uncer-
tainty up/E(A) caused by this wavelength shift accord-
ing to (25).

As proposed in section 3.4.2, uncertainties in spec-
tral measurements caused by wavelength shifts in com-
bination with the Fraunbofer structure are quantified
with the standard deviation op, defined in (25). To
study the influence of the Fraunhofer structure indepen-
dently from the effect of the ozone cutoff, we modeled a
spectrum by setting the model parameter “total ozone
column” to 0, convolved the spectrum with the slit
function of the IFU radiometer, shifted the spectrum
by the wavelength uncertainty of the instrument (0.04
nm), and, finally, formed the ratioc Rw z(),0.04 nm) of
shifted and unshifted spectra. By applying (25), the
uncertainty up(A) was determined. The result is shown
in Figure 8. The relative uncertainty up(A)/E(\) varies
between 0.7% and 2.8%.

Systematic errors in spectral measurements caused by
wavelength shifts in combination with the steep increase
of the solar spectrum in the UVB were quantified in
section 3.4.3 by the fit functions Rjy (A, AX). For the
wavelength uncertainty of the IFU radiometer the ozone
cutoff leads to uncertainties in the measured irradiance
at 300 nm of 2.1% (30° SZA, 320 DU) and 3.3% (60°
SZA, 320 DU).

4.5. Radiometric Stability

The radiometric stability was determined from cali-
bration data of the stationary IFU spectroradiometer.
This is almost identical to the mobile instrument but, in
contrast to the mobile instrument, is operated uninter-
rupted over long time periods. The stationary instru-
ment is calibrated weekly. The difference of consecutive
calibrations follows a normal distribution [Mayer, 1997].
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The standard deviation of the differences between cal-
ibrations was found to be 1.1% at 400 nm and 1.9%
at 300 nm. These values will also be used as the stan-
dard uncertainties of the mobile instrument caused by
radiometric instabilities.

4.6. Nonlinearity

The nonlinearities of the IFU radiometer were deter-
mined using the inverse square law method introduced
in section 3.6. The entrance optics were placed at vari-
ous distances between 20 and 360 cm in front of 3 small
100 W quartz halogen lamp, and the deviation of the
measured radiometer signal at 365 nm from the inverse
square law was then calculated. The distance range al-
lows nonlinearities to be determined over only about
2.5 orders of magnitude. To cover the whole dynamic
range of the system, measurements were conducted at
different light levels. With four overlapping measure-
ment series the nonlinearity was determined over 7 or-
ders of magnitude. The result is shown in Figure 9.
The nonlinearity was measured separately for each am-
plifier stage of the system. The result for each stage is
depicted with a different symbol. For signal levels be-
tween 10° and 107, deviations from linearity are smaller
than +1%; the corresponding standard uncertainty is
0.6%. Nonlinearities affect both calibration and solar
measurements. The combined uncertainty is therefore
V2 x 0.6% = 0.8%.

Below a signal level of 10%, the measurement becomes
affected by noise. Especially for measurements in the
most sensitive amplifier stage (below a level of 10%),
noise prevents a correct assessment of nonlinearities.

For signal levels above 107, the PMT current of the
IFU radiometer is too high. The operation of the instru-
ment is therefore restricted to levels below 107. The de-
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Figure 9. Nonlinearity of the mobile IFU spectrora-
diometer. The curves show the ratio Rx (365 nm, S) of
measurements of the IFU instrument to the true irra-
diance, which would be measured by a perfectly linear
radiometer. Ry is displayed as a function of the signal
S of the IFU radiometer. The different symbols refer to
measurements at different amplifier stages (see legend).
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viation from linearity of the IFU radiometer depends on
its ammplifier stage. Polynomial it functions, which are
usually applied to correct nonlinearities [Kostkowski,
1997], cannot correct for these features.

4.7. Noise

The signal-to-noise ratio, of the IFU radiometer can
be closely approximated by the function

S/NIS(N)] = 125300,

where S(X) is the signal of instrument in the units
given by the radiometer’s software. By combining (29)
and (35), the standard uncertainty of the noise contri-
bution, un(}), is calculated for the wavelengths 300,
350, and 400 nm and for solar zenith angles of 30° and
60°. The signal-to-noise contribution from the calibra-
tion, S/N[SL(\)], was scaled in (29) by a factor of v/2,
because 2 calibration of the IFU radiometer is based on
the average of two calibration scans. For a solar zenith
angle of 30° and wavelengths above 295 nm, uy(\)
is dominated by calibration noise. At smaller wave-
lengths, un(XA) is mainly affected by the noise during
the recording of a solar spectrum. The relative uncer-
tainty un(A)/Eq(\) varies between 4% (300 nm and
60° SZA) and 0.6% (400 nm and 30° SZA).

"The uncertainty due to noise in biologically weighted
irradiances, ung,,, was calculated with (31). The rela-
tive uncertainty ung,, /Esic is 0.3% for erythemal irra-
diance and 0.4% for DNA weighted irradiance.

The detection limit of the IFU radiometer is limited
by noise. With (32) the noise equivalent irradiance of
the instrument was found to be NEI= 7x 10™* mW/(m?
nm) for the instrument’s bandwidth of 0.574 nm.

33)

4.8. Stray Light

Stray light in the signal of the IFU radiometer is be-
low the detection limit, and so no uncertainty arises
from stray light.

4.9. Timing Errors

The system is equipped with a radio clock, and this
keeps the time correct to within 1 s. Timing errors are
therefore negligible.

4.10. Further Sources of Error of IFU
Radiometer

Uncertainties due to the time constant of the lock-
in amplifier are kept small by introducing a sufficiently
large waiting time after setting a new wavelength. The
remaining uncertainties are 0.3% in spectral irradiance
and 0.2% in weighted integrals.

A small amount of hysteresis is present in the respon-
sivity of the PMT. This is caused by the rapid change in
signal when a new spectrum starts at low signal levels
after the high signal levels prevailing at the end of the
previous spectrum. This hysteresis leads to an uncer-
tainty of 0.5%.
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Table 5. Uncertainties of the Mobile IFU Spectroradiometer

zenith angles (SZA) 30° and 60°
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for Wavelengths 300, 350, and 400 nm and solar

Ref.  Contribution Relative Standard Uncertainty u/E(X), %
SZA=30° SZA=60°
300nm 350nm 400nm Ery DNA 300nm  350nm  400nm  Ery  DNA
1 calibration 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
2  collective normal 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8
3  cosine error 0.4 0.4 8.3 0.4 0.4 0.6 0.8 0.6 0.6 0.6
4  leveling 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.1 0.1
5 Ashift UVB 2.1 0.0 0.0 0.7 1.4 3.3 0.0 0.0 0.7 1.4
6 A shift + Fraunh. 2.0 1.1 2.0 e e 2.6 11 2.0 e e
7 stability 1.9 1.5 1.1 1.8 1.8 1.9 1.5 1.1 1.8 1.8
8 nonlinearity 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8
9 noise 2.6 1.0 0.6 0.3 0.4 4.0 1.0 0.6 0.3 0.4
16 lock-in 8.5 0.5 0.5 6.2 0.2 0.5 0.5 0:5 0.2 0.2
11 PMT hysteresis 0.5 0.3 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Combined uncertainty 4.9 3.2 3.3 3.0 3.3 6.3 3.2 3.4 3.1 3.3
Expanded uncertainty 9.9 6.3 6.6 6.1 6.5 12.7 6.4 6.7 6.1 6.6

The uncertainties in erythemally weighted irradiance (Ery) and DNA weighted irradiance (DNA) are shown as well for
both zenith angles. The uncertainties refer to measurements under cloudless sky with an aerosol optical depth of 0.1 and a

ozone column of 320 DU. Calibrations are performed weekly. The two last rows

uncertainties, calculated with Equation (8).

4.11. Combined uncertainty of the IFU
radiometer

On the basis of the different contributions described
in the last sections, the combined uncertainty of the
IFU radiometer was calculated with (8). The result is
shown in Table 5. The values refer to measurements
under cloudless skies with an aerosol optical depth of
0.1 and an total ozone of 320 DU.

Reference 1 of Table 5 contains the uncertainties aris-
ing from the radiometric calibration as compiled in Ta-
ble 3. The uncertainty in the calibration of the four
reference standards of 1.8% is listed separately in refer-
ence 2. Reference 5 gives the uncertainties caused by the
wavelength uncertainty of 0.04 nm in combination with
the steep slope of the solar spectrum in the UVB. Ref-
erence 6 contains the uncertainties caused by the wave-
length uncertainty in combination with the Fraunhofer
structure of the solar spectrum. (The uncertainties in
erythemally and DNA weighted irradiance due to the
Fraunhofer structure are addressed in reference 5; see
section 4.4). Reference 10 lists the uncertainties arising
from the time constant of the lock-in amplifier.

For 30° SZA the expanded uncertainty (last row of
Teble 5) varies between 9.9% at 300 nm and 6.3% at
350 nm. For 60° SZA the expanded uncertainty at
300 nm is 12.7%. For longer wavelengths the uncer-
tainty is almost independent of solar zenith angle. The
expanded uncertainties in biologically weighted irradi-
ances are 6.1% (erythema) and 6.6% (DNA).

give the combined and expanded (k = 2)

5. Discussion and Conclusions

In section 3, all sources of error affecting measure-
ments of global spectral irradiance were thoroughly in-
troduced and methods were presented to quantify sys-
tematic errors and uncertainties depending on the char-
acteristics of a spectroradiometer (e.g., its bandwidth
and wavelength error). The methods and equations
proposed are not restricted to a specific instrument but
can be applied to most of the spectroradiometers cur-
rently deployed for UV research. With the help of model
calculations the effects of different atmospheric condi-
tions were included in the error analysis. Some errors
are nearly independent of the state of the atmosphere.
However, uncertainties arising from the cosine error de-
pend significantly on the distribution of sky radiance
and on the ratio g(A) between direct and global irradi-
ance (section 3.2 and Table 4). Uncertainties at short
wavelengths depend additionally on solar zenith angle
and total ozone (Table 2). If clouds lead to a significant
reduction of the irradiance, the uncertainties caused by
noise are enhanced. Since the signal-to-noise ratio is
dominated by the calibration, the influence of clouds on
noise is significant only for UVB wavelengths or when
the solar elevation is small.

Some uncertainty estimates (for example, the uncer-
tainty in cosine correction factors under cloudy sky,
u‘j?’cudy ) may themselves be the subject of uncertain-
ties, because the underlying data set does not allow for
appropriate statistics. Also in these cases, however, un-
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certainty values are given. This is preferable to ignoring
an error source completely.

On the basis of the general considerations in section 3,
a complete uncertainty table of the mobile IFU spectro-
radiometer was established in section 4. One goal of this
examination was to show how the methodologies devel-
oped in the first part can be applied to a real instru-
ment. The uncertainties of the instrument are compiled
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The uncertainties caused by instabilities in the radio-
metric calibration were derived by evaluating the cali-
bration record of the stationary IFU radiometer. This
procedure is justified because both the stationary and
the mobile system have similar configurations. How-
ever, the mobile instrument is mainly deployed in cam-
paigns where the calibration is often checked on a daily
basis. Under these circumstances, uncertainties arising

in Table 5 for different wavelengths and solar zenith
angles. The expanded uncertainty (k = 2) of measure-
ments of global spectral irradiance conducted with the
IFU radiometer vary between about 6.3% in the UVA
and 12.7% at 300 nm and 60° solar zenith angle. The
expanded uncertainties in biologically weighted irradi-
ance are about 6.3%.

At 300 nm the most important sources of error are
wavelength misalignment and noise. At longer wave-
lengths and in weighted integrals the calibration un-
certainties of the reference standards used to determine
the spectral responsivity of the instrument become most
important. Here instabilities of the instrument also sig-
nificantly reduce its accuracy.

Noise at short wavelengths originates from the solar
measurement rather than from the calibration. This
cannot be reduced without extending the scan time. A
reduction of noise at longer wavelengths is possible, for
example, by averaging over more than two calibration
scans or by using 1000 W calibration working standards
rather than 100 W lamps. However, this will not lead
to a substantial improvement of the accuracy because
noise contributes only little to the overall uncertainty
in the UVA.

The wavelength uncertainty of 0.04 nm of the IFU ra-
diometer is already rather good compared with similar
instruments [Bais, 1998; Seckmeyer et al., 1998]. This
value of the wicertainty is valid if the wavelength align-
ment is checked weekly. If it is inspected daily (which
is the case during specific campaigns), the wavelength
uncertainty can be reduced further to 0.02 nm. Alter-
natively, an uncertainty of 0.02 nm can be reached by
correlating the structure of the measured spectra with
the respective structure in a reference solar spectrum
[Webb, 1997]. At short wavelengths, however, where a
small wavelength uncertainty is most important, the ac-
curacy of such methods is limited owing to interference
between structures in the ozone cross section and the
Fraunhofer lines.

Although efforts have been made in the past to reduce
the uncertainties of standard lamps disseminated by
national standards laboratories [Sperling et al., 1996],
the lamps are still an important source of uncertainty.
Our investigations have confirmed that these lamps may
suffer from abrupt changes in their radiation output.
We therefore suggest that standards laboratories fur-
ther improve the calibration transfer, for example, by
selecting lamps that are more stable or by establishing
detector-based calibration standards for the UV.

from radiometric instabilities can be reduced to 0.5%.

Intercomparison campaigns in the past have shown
that the cosine error is one of the most important
sources of uncertainty [Webb, 1997; Bais, 1998]. The
systematic errors arising from the cosine error of the
IFU radiometer are corrected routinely. Correcting fac-
tors range between 1.00 and 1.05. The remaining un-
certainties after the application of the correction algo-
rithm are below 0.6% for cloudless sky and below 1.4%
for cloudy skies. This small contribution of the cosine
error to the overall uncertainty of the IFU radiome-
ter can be attributed to the good characteristics of the
newly developed entrance optics [Bernhard aend Seck-
meyer, 1997.

Spectra measured with finite bandwidth instruments
overestimate the value of broadband irradiances. For
the IFU radiometer the corresponding systematic error
of this effect is only 0.1% for erythemal irradiance and
0.3% for DNA weighted irradiance. At 300 nm and 60°
SZA the error is 1.7%. Though these errors are small,
they depend quadratically on bandwidth and will there-
fore be substantial for an instrument with a broad slit
function. These errors are neglected if spectral measure-
ments are normalized to a common bandwidth, e.g., by
deconvolution techniques [Slaper et al., 1995].

The uncertainty of the IFU radiometer may be com-
pared with some uncertainty estimates published else-
where. Bener [1960] used a prism double monochroma-
tor to measure solar UV radiation and conducted an
uncertainty analysis of similar detail to that performed
in this paper. At 300 nm and 40° SZA he reports a 20
uncertainty of 13% for his instrument; at 60° zenith an-
gle the uncertainty is 17%. These values are comparable
to the expanded uncertainties of the IFU radiometer.

A further substantial examination of uncertainties in
solar measurements is presented by Kostkowski [1997].
The instrument described herein is designed for direct
rather than global irradiance measurements and was
only deployed for 1 day.  The uncertainties given by
Kostkowski [1997] arising from noise, radiometric in-
stabilities, and the entrance optics are therefore much
smaller than in our case. The expanded uncertainty re-
ported is 3.2% at 295 nm and 7° SZA. However, if we (1)
base our uncertainty estimate on the optimal operation
conditions during campaigns {wavelength uncertainty
0.02 nm, uncertainty due to instabilities 0.5%); (2) set
the uncertainty of the reference standards to 0.8% as it
is done by Kostkowski [1997]; (3) reduce the noise level
by a factor of v/10, which takes into account the differ-
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ence in throughput of global and direct optics; and (4)
neglect the uncertainties introduced by the cosine error,
the expanded uncertainty of our radiometer becomes
4.3% at 300 nm and 30° SZA. This uncertainty is nearly
the same as the uncertainty of the instrument described
by Kostkowski [1997]. This example demonstrates that
great care must be taken if uncertainty specifications
of two instruments are compared: it is meaningless to
give a combined uncertainty without an explanation of
its derivation.

The desired uncertainty of a radiometer depends on
the intended use of its data. For trend detection, in
particular, a low uncertainty is required. For example,
for UV spectroradiometers deployed in the Network for
the Detection of Stratospheric Change (NDSC) the un-
certainty should be small enough for a long-term change
in UV resulting from a 1% change in ozone to be de-
tected [McKenzie et al., 1997]. The authors conclude
that this goal can be reached only if the overall cali-
bration uncertainty of NDSC spectroradiometers is less
than 5%, their detection threshold is of the order of
107% W/(m? nm), and the wavelength uncertainty is
less than £0.05 nm. Though the mobile IFU spectro-
radiometer meets these requirements, the ultimate goal
of the NDSC, namely, detecting a 1% ozone change in
UV data, is still difficult to achieve.

In Figure 10 the percentage change in global spectral
irradiance caused by a 1% and a 3% change of total
ozone is compared with the expanded (k = 2) uncer-
tainty of the IFU radiometer. Three scenarios are con-
sidered. The uncertainties of scenario A are the same
as presented in Table 5 (30° SZA, wavelength uncer-
tainty 0.04 nm, weekly calibrations). For scenario B
the wavelength uncertainty was reduced to 0.02 nm be-
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Figure 10. Percentage change in global spectral irra-
diance caused by a 1% and 3% change of total ozone
compared with the expanded (k = 2) uncertainty of
the IFU radiometer. The change in irradiance was cal-
culated for 30° solar zenith angle and 300 DU (right
axis). The uncertainty of the instrument (left axis) is
given for the three scerarios A, B, and C described in
the text.
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cause this uncertainty can be reached by postprocess-
ing of the data. Additionally, the uncertainty of the
reference standard was set to 0 because the absolute
scale is not important to detect relative trends. Sce-
nario C is based on the same assumptions as scenario B.
In addition, the uncertainty introduced by noise is set
to O because the influence of noise in individual spec-
tra averages out partly if long-term series are analyzed.
This assumption is not applicable near the detection
limit, however. The relative uncertainty of scenario C
near the detection limit is parameterized by NEI/E(}),
where the noise equivalent irradiance (NEI) is set to
7 x 107* mW/(m? nm). Thus scenario C is the lower
limit of the uncertainty relevant for the detection of
trends over sufficiently large time periods.

Figure 10 shows that for all three scenarios a change
in UV due to a 1% change in ozone cannot be detected:
the expanded uncertainties are higher than the relative
change in UV (except scenario A at 293 nm). However,
the consequences of a 3% change in ozone should be
detectable by all scenarios by analyzing the change in
UV below 300 nm.

Ozone-related midlatitude trends in UV are expected
to be only a few percent per decade [McKenzie et al.,
1994]. Figure 10 indicates that trends of this mag-
nitude have only a possibility of being detected with
spectroradiometers. Broadband UV instruments (e.g.,
Robertson-Berger meters) are not sensitive enough at
wavelengths below 300 nm, which are affected mostly
by ozone changes.

The uncertainty of an instrument is not the only pa-
rameter to judge whether trend detection is possible or
not. Other important parameters are the time span
of available data; the natural variability of UV radia-
tion, which masks trends efficiently; and the autocor-
relation of noise in the data [ Weatherhead et al., 1998..
Work still needs to be done to determine the magnitude
of trends that can be unambiguosly detected with cur-
rent instrumentation. A thorough uncertainty estimate
forms the basis for such a work.
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