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FOREWORD

Sponsorship of the Public Health Conference on
Records and Statistics is one of the ways the National
Center for Health Statistics fosters improved health
information systems in the United States. A most im-
portant accomplishinent of the biennial conferences is
providing a national forum where organizations and
individuals concerned with health data can exchange
ideas and discuss current issues.

The value of the conferences is indicated by the
growth in attendance over the years and by the
broader sponsorship which the recent meetings have
attracted. With the 17th national meeting of the Con-
ference, for which our co-sponsors were the Bureau of
Health Manpower, and the Bureau of Health Plan-
ning and Resources Development, Health Resources
Administration, registration exceeded 1,000 persons
for the first time.

Given that sponsorship, the 17th national meeting

focused on the relationships between health planning,
manpower, and statistical information systems. A par-
ticular goal was that the conference be useful to health
planners at the State and local levels.

The agenda was planned to facilitate consideration
of many different aspects of the development and
utilization of health data. Topics for individual ses-
sions included the technical—the State or Local Area
Health Interview Survey, and Status and Effects of the

Uniform Reporting and Classification System—and -

the conceptual—Data Needs for Health Resources Pol-

icy, and Environmental Factors and Measures of
Health,

We live in an era of ever-increasing needs for com-
prehensive, high quality data that can aid decisionmak--
ing about health in our country. Many of the needs and
issues discussed at this meeting have been explored in
earlier conferences as well, and some of them remain
unfilled or unresolved. But the conferences have also
devised and led the way in implementing strategies to
fill some needs for data in a manner least costly and
burdensome to all concerned.

It is our hope that the communication and under-
standing fostered by the 17th national meeting of the
Public Heal’th ‘Conference on Records and Statistics
will continye in the future. Publication of these pro-
ceedings is a step in that direction and hopefully will
contribute to more rapid implementation of the com-
prehensive statistical systems and programs needed
today. Our thanks to all of those who by their partici-
pation, whether in planning the sessions, preparing
papers, or contributing to discussions, helped to make
this meeting an informative, well-structured, and ben-
eficial interchange.

DOROTHY P. RICE
Director
National Centgr for Health Statistics
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THE PUBLIC HEALTH
CONFERENCE ON RECORDS AND
STATISTICS

What it is—What it is for

The Public Health Conference on Records and Statistics (PHCRS) has been
sponsored by the National Center for Health Statistics as a Biénnial Meeting

since 1958. This year, 1978, the Bureau of Health Manpower and the

Bureau of Health Planning and Resources Development are co-sponsors of

the PHCRS. The PHCRS brings together workers in the field of Public

Health from State agencies, local health departments, Federal agencies and
a variety of private organizations. The Conference enables the participants
to discuss current and future problems of a major concern to them and to
consider recommendations for practical solutions with a view to improved
services to health programs, to the public in general, and to the nation.

The theme of the 17th National Meeting of the PHCRS is “The People’s
Health: Facts, Figures, and the Future.” In keeping with this theme, subject
matter for this Conference will include health status indicators, data on
utilization of health services, health expenditures data, health resource data,
health interview survey, utilization of ambulatory care data and environmen-
tal and occupational health data.

As has been customary, the American Association for Vital Records and
Public Health Statistics (AAVRPHS) will hold its national meeting in con-
junction with the PHCRS and has scheduled its independent sessions on
June 8 and 9. These sessions, with the exception of the business meeting on
Friday morning, are open to all Conference participants who wish to attend.
Agenda items for this meeting will be available at the Registration Desk. ’

In essence, the PHCRS provides a valuable forum for the delineation and

discussion of problems in maintaining a coordinated and uniform health °

information system to guide decisionmaking regarding health care in the
United States.
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CALL TO ORDER

Robert A. Israel, Deputy Director, National Center for Health Statistics, Hyatisville, Maryland

I would like to call the 17th National Meeting of the
Public Health Conference on Records and Statistics to
order. First of all, let me point out that I am Bob Israel,
the Deputy Director of the National Center for Health
Statistics. There is a slight change in your program. Dr.
Robey is not here this morning.

The first meeting of this Conference actually was
held in 1942 in St. Louis, Missouri. It was a meeting of
registration executives who were discussing problems
and solutions to better the registration of vital statistics
in the United States and in Canada. The first meeting
under the Public Health Conference on Records and
Statistics title was in 1958 when the old National Office
of Vital Statistics, one of the forerunners of the Na-
tional Center for Health Statistics, sponsored the meet-
ing.

We began co-sponsorship with interested sister
agencies in 1974. The first in 1974 was with the Na-
tional Institute of Mental Health. They held their an-
nual national conference on mental health statistics in
conjunction with the Public Health Conference on Re-
cords and Statistics. In 1976, the meeting was co-
sponsored with the Bureau of Health Planning and
Resources Development, in recognition of the close
interrelationships between health statistics and plan-
ning. You will be hearing a lot more about that during
the course of this meeting.

This meeting continues that emerging tradition of
co-sponsorship with again the Bureau of Health
Planning and Resources Development and the Bureau
of Health Manpower joining with the National Center
for Health Statistics for a three way co-sponsorship of
this meeting.

The theme, as you can tell from your program, is
“The People’s Health: Facts, Figures and the Future.”
Since all of our labors are, in the final analysis, for
improving the health of the people, we will be talking
about a wide range of facts and figures dealing, for
example, with vital events, measures of health status,
utilization of health services, health expenditures,
health manpower and facilities, environmental and
occupational health measures, and so forth, in ways
which will- hopefully impact on the future, the future
plans, programs and related activities, as they in turn
relate to the people’s health.

In the past, this conference has provided an oppor-
tunity for the attendees to exchange ideas about cur-
rent and anticipated problems and to consider rec-
ommendations for practical solutions. So, the Bureau
of Health Planning and Resources Development, the
Bureau of Health Manpower and the National Center
for Health Statistics hope that this 17th Conference
will do the same.

As you can see, many people have come to attend
this first plenary session and the sessions to come.
What you cannot see so easily is that they represent a
broad range of backgrounds and professions which we
think is all to the good. Some come from afar while
some are local, perhaps even natives of Washington,
D.C. The registration is at an alltime high. We have
somewhat in excess of 1,100 persons registered at this
time. The previous high for a Public Health Confer-

.ence has been in the neighborhood of 850. So, you can

see that we continue to grow.

Without trying to be exhaustive, because there is
always the problem of omitting somebody and feeling
very bad about it, nevertheless I do want to mention
some of those distinguished guests who have come
from far away places.

We have in attendance today Mr. K. Uemura, the
Director of the Division of Health Statistics from the
World Health Organization in Geneva. We have Mr.
Francis Beecham, the Deputy Registrar of Births and
Deaths from Ghana, West Africa; Mrs. Vera Carstairs,
Assistant Director of Information Services Division of
the Scottish Health Services from Edinburgh. We have
Mr. Rokucho F. Billy; Public Health Statistics, United
States Trust Territory, Saipan, Mariana Islands in the
Pacific; Mr. Keith Callwood, the Director of Health
Planning and Resource Development of the Depart-
ment of Health, St. Thomas, United States Virgin Is-
lands; Mrs. Ruth Gonzalez, Director of the Office of
Statistics from the Puerto Rico Department of Health;
Mrs. Edith Leerdam, the Acting Director of Research
and Statistics of the Virgin Islands Department of
Health; Miss Nilsa Perez, a demographer and coor-
dinator of Vital Statistics Component of the Puerto
Rico Department of Health; Dr. Edgar Reid, Director
of the Division of Public Health from Pago Pago,
American Samoa; Mr. Tony Saliceti, Director of the

" Cooperative Health Statistics Program from Puerto

Rico; Mrs. Julita Santos, the Territorial Registrar from
Guam; and a large group of neighbors who have come
not quite so far from qur neighbor to the north,
Canada.

We have Mr. John Silins from Statistics Canada; Mr.
Douglas Angus from Statistics Canada; Mr. Don
Brothers, also from Statistics Canada; and a number of
persons from the various provinces: Mr. W.D. Bur-
rowes, Director of Vital Statistics for British Columbia,
Canada; Mr. Val Cloarec, Director of Vital Statistics
from Saskatchewan; Mr. Harvey Hersom, Director of
Vital Statistics, Alberta; Mr. H.I. MacKillop, Director
of Data Development and Evaluation Branch, Ministry
of Health, Ontario; Mr. Dedan Mundee, who is an in-
formation system coordinator from New Brunswick,




Canada; and, Dr. Frank White, Director of Com-
municable Disease Control, Social Services and Com-
munity Health in Edmonton, Alberta, Canada.

For any other visitors from afar or from any of our
close neighboring countries that I have omitted, my
apologies, but you are all more than welcome.

Now, I will turn the microphone to Mrs. Ruth Hanft,

who will give us greetings and a few opening remarks.
You know, at the last Public Health Conference on
Records and Statistics, some of you may recall that the
National Center for Health Statistics was in a different
organization or location than it is now. It was part of
the Health Resources Administration. Since that time,
there has been a change and we have been moved to
the Office of the Assistant Secretary for Health, and,
more specifically, under the direct supervision of Mrs.
Hanft, who is the Deputy Assistant Secretary for
Health Policy, Research and Statistics in Dr. Julius
Richmond’s office.

Mrs. Hanft has attended school in a number of
places. I am not going to recite all of her background,
but I do want to give you some idea of the experience
that she does bring to her job. Ruth, I will not go
through the whole list, of course, but let me pick a few
of the more recent things that you have done.

She has served as a Special Assistant for Health Care
Financing in the Office of the Assistant Secretary for
Health. She has been a senior research associate and
study director at the Institute of Medicine/National
Academy of Sciences. She was the director of two Con~
gressionally mandated studies, the Medicare/Medicaid
Reimbursement Policies and Cost of Education in the
Health Professions. She has been and still is a visiting
professor at Dartmouth Medical School, Dartmouth
College. She has done freelance consulting in health
caré management, financing and manpower. As I have
said already, she carries the title of Deputy Assistant
Secretary for Health Policy, Research and Statistics.




OPENING REMARKS

Ruth S. Hanft, Deputy Assistant Secretary for Health Policy, Research and Statistics, Washington, D.C.

It gives me great pleasure to welcome you on behalf
of the Assistant Secretary for Health and myself. Dr.
Richmond regrets very much that he was not able to be
with you, but he is on an official government mission to
Egypt at the moment. I think that Mr. Israel and Mrs.
Rice would tell you, as would others in this audience,
that he is an appreciative user of health data and a
strong supporter of statistical and research programs
in the health field. ‘

Over the years, these conferences have produced
some thoughtful and stimulating ideas for the gather-
ing and utilization of health data. I am sure that this
one, with the theme of the “The People’s Health: Facts,
Figures and the Future” will be no exception.

Recently, we in the Public Health Service completed
our own look at health in the United States and devel-
oped priorities for the next few years. I would like to
take a few minutes to summarize these priorities for
you.

The three program areas represented in the spon-
sorship of this conference, statistics, planning and
manpower, are an integral part of those objectives.
The immediate context of our examination is the Pres-
ident's commitment to national health insurance and
to cost containment and his broader policy of assuring
not only a financing mechanism, but comprehensive,
high quality health coverage for all Americans.

Public health policies of system reform and disease
prevention clearly affect public health policies. Too
often in the past, each set of policies has been devel-
oped without regard to the other, independently on
different tracks. In consonance with national goals, we
propose the following priorities. This time, we have
tried to bring together the financing priorities in the
planning process with the public health goals in the
planning process.

The priorities are as follows:

The first is to develop additional service delivery
capability to meet the nation’s health care needs, par-
ticularly those of children, adolescents and the medi-
cally underserved, who live beyond the reach of exist-
ing services, usually in the innermost part of our cities
and in the rural areas. We will rely heavily on data, on
prevalence and incidence of certain illnesses, indi-
cators of medical underservice to target on the highest
needs. I am sure you will hear later about how we have

"developed, for example, the index that we use to
target, for example, community health center grants
to areas of highest need. We are going to be doing a lot
more focusing not only on the kinds of indicators that
we should be using to determine need, but to target
our programs much more directly in relation to indi-
cators of need.

Secondly, we need to improve the distribution and

encourage cost effective delivery of health services by
redirecting health manpower policies to improve geo-
graphical and specialty distribution and increasingly to
use other health professionals in medicine and den-
tistry.

We are also seeking to expand community health
centers and other systems’ reform efforts, particularly
HMO’s and State and local planning authorities. We
are seeking to reshape our mental health programs to
integrate more fully with general medical services. In
the last few weeks, we gave 57 grants to community
health centers to integrate mental health services with.
the general physical health services in those centers.
They are called linkage grants and we are going to do-
far more of that in the next several years.

We also want to increase the tlexibility in meeting
local needs and in the spgcial needs of children, ado-
lescents, women, the elderly and minorities.

Third, we want to make substantial advances in pre-
ventive health and in preventive medicine by imple-
menting known and effective prevention and promo-
tion practices. Along these lines, but going even fur-
ther, we expect to have a new charge to expand our
environmental knowledge and our ability to deter-
mine which environmental factors affect the health of
Americans. The National Center for Health Statistics
will be given a very large environmental charge in the
renewal of the legislation that is up before the Con-
gress at the moment.

Fourth, we seek to develop a process for establishing
research priorities to better address perceived needs
for research and to capture research opportunities
that will improve health status,

Fifth, we have a new program and a new office in the
Office of the Assistant Secretary for Health, the Office

-of Health Technology. This office will be managing a
systematic assessment and transfer of health care
technology.

I think you can see the reasoning and thé need
behind these priorities. A financing program alone
will not insure service capability where it does not exist,
nor will it automatically increase resources where they
are inadequate, and certainly it will not change health
status unless we know more about how to change
health status and we target the financing program to
help us in problems of health status.

By supplementing the building of health services
resources with targeted programs for delivery of ser-
vice for the young, the poor and the medically under-
served, we can achieve great advances in health status
and at the same time help to reduce long term reliance
on aid from the public sector. By assuring adequate
controls on the expansion of health care facilities and
service through systematic integrated planning at




State and local levels, we can contribute to containment
of health care costs and improve the quality of our
services. Through prevention and health education,
we can foster in our people a new sense of re-

sponsibility for their own health and an understanding

of the inherent limitations of organized medical care.
We can further dampen demand for unnecessary
health services.

This is not to say that either the Assistant Secretary
for Health or the' Administration plans to rely only on
changes in personal behavior and will withdraw its
programs. That is not the intent at all. The intent is to
bring the awareness of the American people that they
can do much for thliemselves outside of traditional
health care programs either to improve their own
health or to delay the onset of illness.

These are very challenging agendas. I believe these -

agendas have particular importance for this meeting.
A comprehensive and usable data base will increas-
ingly be a resource in our decision making. You cannot
target unless you have adequate data. We will need
better small area data and this is one of the things that
we are working to expand jn the National Center for
Health Statistics, the capabﬁlty to produce small area
data. We need this data to indicate need and also to
indicate  health status.

We will need environmental data and better data on
the incidence and prevalence of environmentally
caused or environmentally contributed-to illness. We
will need measures of the effectiveness of individual
programs conducted under these priorities and mea-
sures which show us the directions in which we need
revision and reform or expansion. Data will be needed
on trends in health status and the incidence and preva-
lences of disease, disability, the accessibility of use, the
costs of services and resources, and on the sources of
funding and on the quality and acceptability of care.
These data are needed by the policy offices of PHS and
HEW, by State and local area planning agencies as
well, and by various private organizations who wish to
use data to improve or redirect their own program.

The agencies established under the National Health
Planning and Resources Development Act and the
nationwide network that is now established cannot
carry out their mandate for planning at the local level
without data for their areas. We will be asking more of
these areas in terms of planning for specific services,
for specific population groups. For example, we are
working on child health strategy at the moment. An
integral part of that strategy is a role for the HSA’s to
assess the need for maternal and child health services
in every area and to seek to act as the catalyst to get
those services in place.

Over the past year, I have had the opportunity to

work closely with the National Center for Health -

Statistics and the National Center for Health Services
Research. As you know, these Centers were trans-
ferred to the Office of the Assistant Secretary for
Health in the last reorganization. The move has given
us in the Office of the Assistant Secretary for Health a

direct link to timely research data, to health statistics,
and to the analytic capability by which health issues
and their social and economic considerations are un-
derstood, addressed and resolved. We intend to sup-
port the functions of these organizations to the fullest
extent possible. A great deal of health data, planning
and hard work are required if we in PHS, in HEW and
in the government are fo carry out our priorities for
healtn and to support you in the States and local areas,
as we wish to support you.

I am pleased to see so many of you here for this
meeting where we can all exchange ideas on how best
to achieve our national goals.

Thank you, Mrs. Hanft. I know that you cannot stay.
I know you ‘want to. Mrs. Hanft will be attendmg as
much of.the Conference as the demands of her time
will allow her, We certainly do appreciate her coming
this morning.

Next, we have what we would consider to be the
keynote presentation, to be given by Dr. Kerr White.
Dr. White, formerly the Director of the Institute for
Health Care Studies of the United Hospital Fund, is
the Chairman of the United States National Commit~
tee on Vital and Health Statistics, which is the principal
public advisory committee to the Secretary and to the
Assistant Secretary on matters of health statistics and
related subjects.

Dr. White was born in Canada, but he is an Ameri-
can citizen now. So, I am sure that he is as pleased as
the rest of us are that we have so many Canadians
attending the meeting. Dr. White has had a long and
distinguished career. Again, I will not embarrass him
by trying to recite long pieces of it. But you should
know, for example, that he has been an Associate Pro-
fessor of Preventive Medicine at the University of
North Carolina. He has had a Commonwealth Fund
Advance Fellowship at the University of London., He
has been Chairman and Professor of the Department
of Epidemiology and Community Medicine at the
University of Vermont College of Medicine. For many
years, he was Departmental Chairman and Professor
of Medical Care in Hospitals at the Johns Hopkins
University School of Hygiene and Public Health, He is
a member of many professional organizations, He
holds memberhip on a long series of committees. If 1
told you how many publications are attached to his
curriculum vitae, you would be surprised. It is a very
long list.

But, enough of the background, because Dr. White's
topic is “The People’s Health: Progress, Problems and
Prospects.” Many of you have heard Dr. White before,
so I think you know what is coming. There is another
“P” in that alliteration of “Problems, Progress and
Prospects,” or at least I would be very surprised if there
was not at least one more, and that is “provocative.” Dr.
White.
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THE PEOPLE’S HEALTH: PROGRESS, PROBLEMS

AND PROSPECTS

Kerr L. White, M.D., Division of Health Sciences, Rockefeller Foundation, New York, New York

Itisasking rather a lot of this conclave to suggest that
many of you sit through yet another keynote address
from me. Since 1966, I seem to have assumed this role
every six years, but I can assure you that it was only
under considerable duress that I agreed to inflict my
views on you one more time.

My two previous talks were entitled “Improved
Medical Care Statistics and the Health Services Sys-
tem” given 1966,' and “Priorities for Health Services
Information” given in 1972.2 On the subjects discussed
on those occasions, I have little néw to say, although I
will make a couple of references to one or two items as
we move on. However, I believe there may be some
virtue in taking stock of some of the many factors that
have influenced and currently characterize the pres-
ent status of our nation’s health information and
statistical systems. First, I will review briefly the sub-
stantial progress that has been made during the past

decade. Second, I will comment on some of the for-.

midable problems that face the nation’s health statisti-
cians. Third, I want to consider how information gen-
erated by our statistical systems can be expressed in
ways that will assist policy-makers and managers to
. grasp its full implications more readily. Finally, I will
dwell on some fanciful prospects that are probably in
store for the future evolution of health information
systems—at least as I see them. Hence, I have taken as
the title for this oration, The People’s Health: Prog-
ress, Problems and Prospects.

At the outset, let me declare my biases. The only

reason that any society creates and supports a health
care system is in the faith and belief that somehow,
sooner or later, it will help to contain, ameliorate or
‘even prevent the health problems that beset individu-
als and populations. The health care enterprise, con-
sisting as it does, of doctors, nurses and other health
care personnel, administrators, and managers and
other worthy participants in the health-industrial
complex, including health statisticians, is not estab-
lished to provide for our employment and welfare. Itis
created, and should be designed solely, in the words of
Chairman Mao, “to serve the people.” If this assump-
tion is correct, we should be concerned, as we guide the
evolution of our health statistical systems, primarily
with people and their problems, as individuals and as
groups: people both singly and collectively. This clear
focus on people’s problems should always remain a
highly personal concern meriting as much trust, on the
part of the public, in health statisticians as in other
health care personnel who prov1de individual services
on a one-to-one basis. As the “quantitative om-

budsmen” of the people’s health, our concerns should
be directed at relating measures of events, services,
activities and expenditures to the resolution of the
public’s health problems as they perceive them indi-
vidually and collectively. At least, that is where I start,
when I think about health statistics.

Now what progress have we made in the furtherance
of this mission? First, we have had two editions of an
annual volume entitled Health: United States and a third
is in active preparation.® Each includes selected pre-
sentations of data on health status and its deterini-
nants, on health care and its use, and on health ex-
penditures. These, together with selected topics for
special treatment each year are characterized by an
increasing emphasis on counts of people, rather than
on abstract tabulations reporting the volumes of
events, activities and services. Again, it is the people
and their health problems, and the impact of contem-
porary health measures on the resolution of these
problems that counts, not how much activity or even,

.commotion, there is on the part of the health care -
_system and its components.

Starting in January 1979 we will have one, and-only
one, Clinical Modification of the Ninth Revision of the
International Classification of Diseases,* rather than
the previous four or more. We now have a national
capability for rational comparisons of mortality and
morbidity statistics and of procedures across geo-
graphic areas, among institutions and over time. The
ICD-9CM to be used in the United States permits
comparisons with the slightly more restricted, but en-
tirely compatible, ICD-9 published by the World
Health Organization. In addition, plans zre well under

_way for the Tenth Revision of the IGD which, it is

hoped, will be entitled the International Classification
of Health Problems. My hope is that it will consist of a
family of classification modules, rangi‘;’lg from those
terms used by lay persons for their health problems to

“those used at the level of primary care, including rea-

sons for visiting health professionals, terms used at the
level of hospital care, and classifications involving in-
creased refinements by biomedical scientists and
superspecialists at the physiological and molecular

‘levels. All of the classification modules would be linked
-by a common three-digit core classification which

probably may involve some modest evolution or
change from the current set of 17 disease categories. If
we are indeed to focus on the problems of people, we
should be guided by their concerns, that is, their com-
plaints, and by the incidence and prevalence of those
problems in the populations, and not solely by the
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interest of nosologists, statisticians or specialized in-
vestigators. In other words, we need more detail for
the common problems and less for the rare. We know
too little about the common problems of the living,
otherwise they would not be common. On the other
hand, we may have placed undue emphasis on the rare
problems of the dead, which, in any event, usually
require ad hoc studies for thorough investigation.

We also have almost completed the critical review
and conceptual coordination of five Uniform Mini-
mum Data Sets. These include the much discussed and
widely used Uniform Hospital Discharge Data Set, and

“also the Uniform Minimum Data Sets for Ambulatory
Medical Care, Long-Term Care, Manpower and
Facilities. Work has been initiated also on a Minimum
Mental Health Data Set. These are all in addition to
their prototypes, the data sets promulgated for the
recording of vital events: births, deaths, marriages and
divorces.

There is further good news to report. In contrast to
the state of affairs in 1966, statutory authority now
exists for a Cooperative Health Statistics System
(CHSS) linking local, State'and Federal statistical en-
tities in ways that should reduce respondent burden
and increase comparability, timeliness and utility in
the aggregation and use of statistics at each appropri-
ate level. This development is especially important at
the Health Systems Agency and other small area levels.
Although many of the data elements in the Coopera-
tive Health Statistics System are now being collected
adequately, there is, unfortunately, little in the way of
progress to report with respect to the creation of or-
ganizational entities or analytical capacities atlocal and
State levels. However, to further this goal we now have
a Model Health Statistics Act that the staff of the Na-

_tional Center for Health Statistics has developed and
which is being distributed widely. State legislators as
well as statisticians and others concerned with health
matters will have clear guidance about the legal condi-
tions that are most likely to promote the one-time
collection of essential data and ensure its confidential-
ity. The creation of State statistical organizations
should simplify the tabulation, analysis and presenta-
tion of parsimonious displays for multiple users at
Iocal and State levels and for all officials and organiza-
tions who have a need and right to the information.
What matters is not the collection of uniform data sets,
but the capacity the collection of uniform data pro-
vides for comparative analyses and transformation
into usable information to effect important decisions.
Data sets are a necessary means to worthwhile ends
that influence people’s health care favorably. They are
not ends in themselves any more than a birth certifi-
cate is. :

To summarize our progress, we have an annual

report on the health of the people, we have national -

legislation and model State legislation to construct a
Federal-State local statistical system; and we have a
single Clinical Modification of the ICD-9 for use
throughout the United States. We will soon have a full

series of Uniform Minimum Data Sets, not only for
vital events, but also for Ambulatory, Hospital and
Long Term Care and also for Manpower and Facili-
ties—all developed as a result of wide consultation with
the public and private sectors. This represents consid-
erable progress, it seems to me.

Now for problems! The fact is that substantial dis-
cord exists among professional groups and associa-
tions, Congressional Committees, and administrative
enclaves in the Department of Health, Education, and
Welfare, about who should control and have access to
what data and how it should flow from the point of
acquisition to the Federal level especially, but also to
users at local and State levels. What I discern from all
this, is that health statistics and information are seen as
important, perhaps even essential, concomitants of
influence, control, and even power. Otherwise, why all
the fuss! These strident conflicts and the resultant
confusion have political, conceptual, organizational
and technical aspects. Two examples will suffice to
llustrate all this.

First, as of 1977 there were 282 separate data sys-
tems operated by DHEW as well as 12 maintained by
the Veterans Administration and the Department of
Defense. All of these, including the poorly conceived
and misdirected Medicaid Management Information
System must cost at least $400 million annually. There
is, therefore, no shortage of Federal money available
for the development of an overall national health
statistical system. Some redundancy might be justified
by special circumstances, but great variability has been
found in the terms, definitions and classifications, as
well as for age-intervals and other groupings used
among these 282 data systems. The same is true of
even the major DHEW data systems and there are
many unwarranted departures from census defini-
tions and conventions. These idiosyncratic practices
seriously limit the analytical capability of DHEW data
systems, individually and collectively, in addition to
adding enormously to respondent burden, waste of
paper and data processing facilities, and of course,
collectively, they constitute profligate squandering of
public funds.

While fears about the abuse of data are not without
foundation, there are technological, operational, legal
and ethical safeguards that can be invoked to allay
justifiable concerns. More importantly, however, if
pluralism and diversity are to flourish in the United
States, it is imperative that individuals and politicians
be able to make informed comparisons as a basis for
choice. Statistical comparisons are only possible when
aggregated data and their expression follow well-
established procedures for the use of comparable
terms, definitions, classifications and conventions as
the minimum basis for major tabulations. Special sur-
veys and analyses can always be conducted as circum-
stances require. When we confuse statistical diversity
with political and administrative diversity, we are con-
fusing the logic and rigor of a quantitative science with
the precious opportunities accruing to individuals and



politicians for selecting and experimenting with dif-
ferent ways of using and improving our own and the
nation’s health resources and health services. Uniform
statistical systems, therefore, are a necessary but not
sufficient condition for the useful maintenance of a
diverse and pluralistic health care system.

A second example of the problems that confront our
statistical system is to be found in the continuing bu-
reaucratic hassle surrounding the promulgation by
DHEW of the Uniform Hospital Discharge Data Set
(UHDDS). At the heart of the matter is the basic cleav-
age that has existed for'many years between the major
health components of DHEW—the Public Health
Service, the Social Security Administration and the
former Social and Rehabilitation Service. This has
probably been widened rather than narrowed by crea-
tion, in the summer of 1977, of a fourth unit, the
Health Care Financing Administration (HCFA).
HCFA is composed of elements from each of three
existing health divisions of DHEW and has been given
new authorities under PL'95-142 to manage Medicare,
Medicaid and other Federally financed health insur-
ance programs, including their quality assurance as-
pects. Central to the present debate is the Cooperative
Health Statistics System and the principles it embodies
of voluntary cooperation among private and public
users of statistics and decentralization of many statisti-
cal activities. The CHSS, to which the Public Health
Service is committed, was established, as I noted above,
by Congress in PL 93-353. It is designed to reflect the
concerns and needs of State and local planning agen-
cies, cost and rate review commissions and other State
agencies, voluntary associations and possibly also
PSRO’s, as well as those of the Federal Government. It
has been evolving slowly, in part because of conflicting
Federal policies and limited Federal funding. HCFA,
and perhaps even the Administration, has yet to be
convinced, it would appear, that the decentralized ap-
proach will work and that CHSS will be able to supply
the data HCFA clearly needs to carry out its respon-
sibilities. A very real danger exists that the unilateral
imposition of new reporting requirements, especially
those involving the UHDDS, by HCFA on the provid-
ers of care will undermine the entire CHSS movement,
and deprive State and local jurisdictions of the essen-
tial information they both supply and need.

Equally serious in the long run, assuming that some
form of national health insurance will emerge, is the
prospect that much of the data on health services
manpower and facilities, use of services and costs and
expenditures will be unduly dependent upon and
biased by the current payment mechanisms; that it will
be effectively divorced from population-based mea-
sures that are both the starting point for planning
health services and the end point for evaluating them;
and that it will not be readily available to State and local
planners and others in the private and public sectors.
These are the issues that surround the longstanding
debates about the promulgation of the Uniform Hos-
pital Discharge Data Set. The manner in which the
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issue is eventually resolved will have enormous impacts
on our entire health statistical system. If anyone
doubts that information is power, they should study
carefully the history of efforts initiated by Florence
Nightingale 125 years ago to obtain Uniform Hospital
Discharge Data from all hospitals for all patients, and
especially its history in the United States!

I conclude this discussion of the problems that still
face us with a quote from my paper before this gather- :
ing in 1972: “A Bureau of Health Statistics headed by a
Presidentially appointed Commissioner of Health
Statistics akin to the Commissioner of Labor Statistics
or the Director of the Bureau of the Census isneeded.”
Only by having an overall Commissioner reporting
directly to the Secretary of HEW, it seems to me, is it
going to be possible to bring any coherence, to say
nothing of order, out of DHEW’s discordant statistical
policies and practices. The present organizational ar-
rangements are simply not equal to the task and no:
cosmetic organizational changes or benign hopes for
bureaucratic cooperation can alter this ten-year histor-
ical record. It is essential to give some one person and
an accompanying office, bureau or agency, overall
responsibility for these activities across the Depart-
ment. I personally believe that we need an expanded
National Institute for Health Statistics and Epidemiol-
ogy, with a Director who is also appointed Commis-
sioner of Health Statistics and who directly advises the
Secretary of Health, Education, and Welfare.

By the same token, the States and local health agen-
cies also need to get their acts together. The reluctance
of most State vital records and statistics units to expand
their activities, to embrace health care statistics, espe-
cially hospital discharge data, has resulted in many of
these entities losing much of their status and influence.
In my 1966 paper to this meeting I said, “If the State
and local health departments cannot live up to their
mandates, it seems clear...that other agencies will be
established to gather statistics on personal health ser-
vices...I propose that the terms “Vital Statistics” and
“Public Health Statistics” be abandoned, and that
every health department establish a new unit, bureau,
division, department or center for health statistics with
a mandate much broader than that connoted by the
traditional titles. Such a unit would be responsible for
collection and analysis of all statistics related to health,
health problems and health services of the community
it serves.”

Unfortunately, or perhaps fortunately, depending
upon your point of view, all of this has not come to
pass. While change has occurred in a few States, even
greater progress has been made by the evolution of
health data “consortia” or data “brokers,” involving
both producers and users of health statistics from the
private and public sectors. These new entities are
committed to the acquisition, aggregation and analysis
of a variety of statistics bearing on personal and envi-
ronmental health and health services. The traditional
vital statisticians could, it has been suggested by some,
if they do not move rapidly, be relegated to the keep- .




ing of records of vital events. Although this is an es-
sential public function, itisa limited one, akin to that of
keeping track of motor vehicle licences. Such a re-
stricted mandate would provide them with little impact
on the organization and provision of services and re-
sources to resolve the public’s health problems.
So-much for the progress and problems that charac-
terize our national health statistical enterprise. What
about the prospects for the future? First, it is essential
that we reach some overall agreement on the essential
differences between data, information, and intelli-
gence, a matter which I also addressed at length in my
1972 paper. I will not repeat what I said then save to
emphasize that I have found no grounds for changing
these views but rather have been pleased to encounter

widespread acceptance and adoption of them. How--

ever, it is now increasingly important that a general
consensus be developed among health statisticians

with respect to conceptual and analytical frameworks
" for organizing our statistical system, and for present-
ing our findings, so that the public, politicians, and
other professionals can grasp and understand funda-
mental relationships on which to base choices and de-
cisions. Our task is to illuminate, not to obfuscate, to
sexve the public interest of all the people, not the
special concerns of statisticians, epidemiologists,
nosologists, researchers and record keepers. Our task
isto transform raw data into information and then into
intelligence. The latter is the essential product that
should stem from any conceptual approaches that
guide the development of a health information system
directed at helping in the resolution of the people’s
health problems.

Accordingly, as examples, I want to present four
conceptual models which have evolved from a large-
scale international study in which 90 professional col-
leagues supported by 300 technical personnel partici-
pated during a ten year period. These models reflect
many contributions to our collective thinking, but 1
should mention particularly the ideas of Professor
Donald Anderson of Canada and Professor Tapani
Purola of Finland. Figure 1 depicts a simple model
which relates the “natural” or psychobiological system
that can be regarded as influencing individual percep-
tions of ill-health, choices and decisions, and the “so-
cial” system or constellation of forces that impinge on
the perceptions and decisions of both individuals and
populations.® The interactions of these two major sys-
tems on the perceptions of morbidity and on the use of
personal health resources and services are the basis for
this cybernetic or feed-back model which serves to
relate the parts to the whole.

Two more figures suggest ways in which compo-
nents of a health services system can be related to
morbidity as experienced by the population. Figure 2
suggests how the factors that characterize different
health services systems modified by predisposing fac-
tors such as age, sex, education and socio-economic
level, and enabling factors such as family size, financial
resources, availability and accessibility of health ser-

vices, and the extent of health insurance coverage, can
be compared with respect to their influences on the
interactions between perceived morbidity and the use
of resources. Such a model permits comparisons of the
impact of different health care systems or arrange-
ments on perceived morbidity or the health status of
the populations served. The different systems may, for
example, include variations in the mix and amount of
resources, variations in the ownership, control and
management of facilities and resources and differ-
ences in the way services are used and paid for. When
predisposing and enabling factors are controlled, the
influences of the systems can be compared. Such com-
parisons could be made across HSA’s, PSRO’s, coun-

" ties, States or regions.

Figure 3 depicts the use of perceived morbidity as a
controlling variable and examines the influences of
systems factors and of predisposing and enabling fac-
tors on the use and outcome of services. The central
features of these last two models is the recognition that
almost any statistical analysis of personal health ser-
vices involves relating five sets of measures: needs
(including both expressed and latént); resources (in-
cluding personnel, knowledge, acilities and equip-
ment); use (or expressed demand and its distribution
over time and place); outcomes or benefits of services;
and their costs. It is almost impossible to say much
about the meaning of one set of these variables alone
without relating it to at least two of the other four, if
the information is to be useful for setting priorities,
allocation resources or evaluating impacts.

Here again, another cybernetic or feed-back model
for the use of information may be helpful. Figure 4 is
that developed by our international group to show the
interrelationships between health services informa-
tion, research and evaluation on health policy forma-
tion, and decision-making. It is based on contempo-
rary information theory. Maintenance of records and
collection of data, untouched by human thought, isa
useless and wasteful exercise. Once more it is usable
and useful information for decisions that affect large
numbers of people and their problems that is needed,
if not wanted.

Now let me illustrate how actual information, devel-
oped in accordance with these models, can be used to
illuminate several fundamental relationships. Instead
of thinking about the twelve study areas in our seven
country international study, think of small areas such
as HSA’s, counties, Standard Metropolitan Statistical
Areas, or even States in the United States. The details
of our study have been recounted in detail
elsewhere.” Let me only emphasize here that stan-
dardized methods and terms were used throughout,
that the data were all gathered simultaneously but
independently, that the overall response rates for an
aggregated sample of 48,000 persons representing 15
million people averaged 96%, with a range from 90 to
99%, and that the results are expressed in standard-
ized forms. Figure 5 shows several of the traditional
standardized vital statistics: morality, and infant mor-
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Figure 2. Model Used by the WHO International Collaborative Study in Analysis of the
Impact of Perceived Morbidity on the Use of Health Services.
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Figure 3. Model Used by the WHO International Collaborative Study in Analysis of the Use
of Health Services Controlling for the Impact of Perceived Morbidity.
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tality rates and proportional mortality for the twelve
study areas. The Standardized Mortality Rates have a

* narrow range about the median of 8.4 deaths per 1000

population. The same is true for Proportional Mortal-
ity (i.e. the proportion of total deaths accounted for by
persons aged 50 years and over); here the median is
82.0 percent. Only Infant Mortality Rates (i.e. deaths
of children under one year per 1000 live births) show a
wider range about the median of 24.5 per 1000 live
births, Three study areas, Buenos Aires, Lodz and
Banat have substantially higher rates than the other
nine. Based on these three measures of health status,
the twelve study areas are more alike than different,
with the exception of the three higher rates for infant
mortality. Whatever the differing impact of health
services across the study areas, they are not im-
mediately apparent from examination of these fig-
ures. In other words, vital statistics, apart from
perhaps infant mortality, do not help much to distin-
guish among these twelve study areas.

Here are some other ways in which our data can be
analyzed and presented. Perhaps the most interesting
finding of the study is the relative lack of responsive-
ness in the volume of physician contacts to a rather
discriminating measure of unmet perceived need or
pressure on the health care system as depicted in the
next figure, Figure 6 shows the percent of persons with
perceived morbidity of high severity who, within two
weeks, wanted but did not obtain a physician contact.
There is no discernible effect on the volume of physi-
cian services used in spite of an almost fourfold varia-
tion in the ratios of physicians per 10,000 population,

i.e. from 6.9 to 27.7, about a median of 15.1. On the

other hand, as figure 7 shows, there is a substantial
impact on the consumption of hospital nights associ-

ated with this measure of unmet need or pressure.

Indeed, the greater the unmet need at the ambulatory
or primary care level of services, the greater the use of
hospital care. More importantly, this relationship is
observed even with the exclusion of Buenos Aires,
which has by far the lowest bed to population ratio (4.6
beds per 1000 population), and in the face of-a
threefold variation in the bed to population ratios,
about the median of 10 per 1000 population.

Itis also of interest that for those countries with two
or more study areas, similar patterns are exhibited.
Banat and Rijeka in Yugoslavia are close together, as
are Northwestern Vermont and Baltimore in the
United States, while in Canada, a country with univer-

sal hospital insurance coverage but without universal -

medical care coverage at the time of- the fieldwork
(1968-69), the four study areas (Grande Prairie, the
Saskatchewan study area, Fraser and Jersey) cluster
closely.

These observations suggest that the balance between
physicians, (and even types of physicians) and hospital
beds, (and types of hospital beds), may be much more
important determinants of hospital use, the most ex-
pensive component of care, than the mere availability
of beds. Study areas with comparatively high total bed

supply ratios (Jersey, Baltimore, Liverpool and
Grande Prairie) do not seem to be the most responsive
to this measure of pressure on their respective systems.
This may- mean that so-called “excess” bed capacity,
although a necessary condition, may not be the major
determinant of “excessive” hospital use. More impor-
tant factors may be the types, availability and accessi-
bility of physicians or distortions among these factors
resulting in unmet need for appropriate physician
care, probably primary or general care.

It is instructive also to examine overall profiles for
the twelve study areas and to note the extent to which
the several groups of indicators that reflect Need, Re-
sources and Use are in balance, as measured by varia-
tions above the medians. These are shown in figure 8.
Without belaboring the wide variations in the observed
patterns, it is perhaps of more than passing interest
that the two study areas (Saskatchewan and Liverpool)
with the longest histories of efforts to balance resource
allocations through regionalization do, in fact, seem to
have relatively balanced arrays.

The importance of balance also may be illustrated by
dichotomizing the twelve study areas into those above
and those below the median for the measures of Need
and Resources, and then examining the impacts on
volume of Use, as shown in figure 9. Where high levels
of Need and high levels of Resources are balanced, or
low levels of both are balanced, there tends to be a
gradient in the measures of Use (or little difference, as
in the case of hospital rates) as might be expected
logically. Aberrant patterns of Use for all three of
these measures are found where the measures of Need
and Resources are discordant.

These fundamental relationships may be expressed
in the matrix shown in figure 10; this is a set of rela-
tionships derived from the actual findings of the study.

Again measures of Need, Resources and Use are
dichotomized and eight cells can be created. Only two
of these can be regarded as “balanced”: Types Aand

H. One cell, Type B, can be regarded as “compensato-

ry” in nature because high productivity in the face of
high levels of Need and Use makes up for the low level
of Resource allocation. On the other hand, over-in-
vestment in Resources can be said to characterize Type
G, where both Need and Use are low but a high level of
Resources is provided.

"Lest all this be regarded as completely hypothetical
in the sense that it has no implications for health care
organization, it is worth comparing the extremes of the
rates and ratios per 1,000 population, for selected
measures of Need, Resources and Use as shown in
figure 11. By choosing just two examples, physicians

- and hospital beds, it is possible to illustrate the nature

of the huge investments involved. The 2080 physicians
who, based on the figures for the two extreme study
areas, constitute the difference between the maximum
and minimum supply ratios available to theoretical
populations of one million persons, would represent
the annual output of one medical school, allowing for
attrition, emigration, retirement and death For a State
M t
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Figure 5. Study Areas: Selected Demographic and Mortality Characteristics (1968-79).

Total Surface Percent Standardized Infant Proportional
Population® Area Urban Mortality Mortality Mortality
Country Study Area 1 ) (3) 4) (5) 6)
no. km? % rate/1000 rate/1000 %
Canada Grande Prairie, Alberta 23,000 5,570 51 6.9 25.0 78.0°
Saskatchewan 158,750 15,026 86 6.9 25.8% 80.5°
Fraser, British Columbia 11,100 259 30 9.1 24.0 79.0
Jersey, British Columbia 19,800 334 15 8.5 254 85.0
United States Northwestern Vermont 160,300 2,727 45 8.4 19.7 83.6
Baltimore, Maryland 1,992,200 5,818 85 9.2 23.0 79.8
Argentina Buenos Aires 7,958,300 3,880 100 9.1 39.6 74.2
United Kingdom  Liverpool 2,250,200 1,850 88 8.3 20.8 88.7
Finland Helsinki 682,000 933 90 8.2 15.8 82.6
Poland Lodz 747,700 476 70 7.9 44.7 81.3
Yugoslavia Banat, Serbia 684,700 8,889 34 9.1 47.1 84.1
Rijeka, Croatia 448,300 7,222 43 7.5 19.2 86.4
Median 565,130 3,304 60.5 8.4 24.5 82.0
Range 11,100-7,958,300 259-15,026 15-100 6.9-9.2 15.8-47.1 74.2—-88.7

%Based on census nearest to 1968-1969.

bBued on regional data.

Figure 6, Relationship Between Volume of Physician Use and Unmet Need for Physician
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Figure 7. Relationship Between Volume of Hospital Use and Unmet Need for Physician
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Figure 8. Relative Distribution of Comparative Measures of Perceived Need, Resources and
Use as Percentage of Median Rates for Persons (P) Using Services and Volume (V) for Use
for Twelve Study Areas.
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Figure 9. Effects of Relationship Between High and Low Levels of Need and Resources:
Impact on Physician Contacts, Short-term Hospital Beds, and Medicines Prescribed.
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Figure 10. Model of Relationships Between Need, Resources and Use.

High need Low need
Use High Low High Low
resources resources resources resources
TYPEA TYPEB TYPEE TYPEF
Balanced Compensatory Unbalanced Unbalanced
High appropriate <+ high overuse —  high
allocation of productivity of productivity
resources of resources resources of resources
v 4 y I
7 i 7 1)
TYPEC TYPED TYPEG TYPEH
Unbalanced Unbalanced Unbalanced Balanced
Low underuse under- over- appropriate
of investment investment allocation of
resources in resources in resources resources

NOTE: Needs, resources, and use may be defined by any appropriate measures as long as they are uniform over all the
areas being considered.
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Figure 11. Ranges of Need, Resources and Use; Standardized Rates and Ratios Between
Extremes for Twelve Study Areas in Seven Countries.
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or region of 10 million persons that means 10 medical
schools and so forth. The figures for specialists are
even more staggering. How many is enough? For
hospital beds, the differences between the extremes is
4400 beds per million population or 6 or 7 district
hospitals of 600-700 beds each and twice as many
300-bed hospitals. The figures are 10 times as large for
10 million persons.

These are huge social investments and the question
is how much difference do they make to the health
status of the population served? Again, there are no
“right” or “wrong” answers; there are certainly no
“solutions.” The lessons to be derived from these kinds
of displays stem from the power of information to
inform choices and decisions by those in positions to
assign priorities, not just to what beds are built, or to
what equipment is bought, and who is taught, but,
perhaps most importantly, to how it is all organized.

These are just a few of the possibilities. There are
many others, not the least important of which is the
computer mapping which is being most imaginatively
developed by Dr. Paul Leaverton and his colleagues at
the National Center for Health Statistics. These and
related methods will be needed to identify and track
the impact of environmental, occupational and social
factors on health and disease.

So much for the prospects of expressing informa-
tion in new arrays, useful to professmnals, pohtlaans
and the public. What are some of the other prospects
that will influence the future of health statistics and
health statisticians? Prediction is always hazardous, es-
pecially about the future, but I cannot let the oppor-

- tunity pass. Consider the potentials of cable TV and
the wired city; considér the impending revolutions
associated with the widespread use of cheap micropro-
cessors and domestic micro-computers with inexpen-
sive cathode ray terminals, and of interactive com-
puter systems linked by satellite reception and trans-
mission from all quarters of the country or the globe.
Consider the impact of electronic funds transfer and
of the cashless society on the use ot msurance claims
for auditing the use and quality of care and of the
mter-dependence of all populations inhabiting space-
ship “earth.” For example, consider the easy use of
portable CRT’s operated with light pencils, introduced
by “information technicians,” rather than by inter-
viewers, into panels of selected households, or even
given to “block” or “village” captains selected on the
basis of a probability sample, and the implications for
the Health Interview Survey. Such technological ad-
vances should enable respondents to answer questions
in the complete privacy of their own homes, and allow
data to be aggregated in timely fashion for any
geopolitical level or jurisdiction and produced in for-
mats instantly available for any legitimate purpose.
Epidemics, patterns of drug consumption and of po-
tential adverse reactions, exercise and leisure activities,
as well as potential demands for health care, could be
displayed promptly and widely on the desks of legis-
lators and administrators as well as on TV screens and

in the daily papers, typeset by computer and distrib-
uted in facsimile format by satellites. Managers would
be able to anticpate on Monday mornings the potential
demand for services in clinics, out-patient depart-
ments and hospitals. Individual and collective satisfac-
tion with appointment times or with waiting periods
could be identified instantly. Occupancy rates of hos-
pitals, bed turnover rates and availability of beds and
clinic appointments within and among communities
could be known both by public and private agencies
and institutions at 7 o’clock each morning. Timeliness
would no longer be a limitation. Political decisions that
defied or respected the people’s needs or wishes for
use of the resources available to them would be im-
mediately apparent. Not only would local decision-
making be enhanced, but States, nations and even
international agencies could deploy their resources
with maximum sensitivity to the needs and priorities of

. the people themselves and with full recognition of the

constraints imposed by realistic and usable knowledge
as well as by available resources and finances.

Airlines, hotel chains, banks, food processing in-
stitutions, supermarkets, TV networks, the stock ex-
change and many other service systems use these ideas
and are working on many others. If you doubt my
word for it, look into Prestel, being developed by the
General Post Office in the United Kingdom.® But what
distinguishes the efforts of these entities from the ac-
tivities of a health care system? To my mind, there are
two. In the first place, the primary task of these other
systems is to be effective, not just efficient. They have
to satisfy clear targets or objectives and they are guided
by policies designed to accomplish this. Second, the
notions of effectiveness and etficiency are guided by
some underlying conceptual model of how the “mar-
ket” (i.e. the needs of the people) and the resources
(i.e. the capital, facilities, equipment, knowledge and
personnel) and the production costs (i.e. costs of ser-
vices) are to be related to customer satisfaction (i.e.
outcomes or benefits of services). It all seems fairly
straightforward, but we continue to fumble and
stumble as our health statistical system evolves on the.
basis of outmoded concepts of data acquisition rather
than on modern developments in information theory.

The real kicker will come with the advent of a na-
tional policy for health and health services in the
United States. When that day arrives will our health
statisticians be ready? With a concerted effort to get
our conceptual thinking straight and a recognition of
the enormous technical advances that are imminently
available to us, the prospects are exciting indeed.

If you do not like the conceptual frameworks I have
described, I urge you to develop others. In the mean-
time, let us strengthen and coordinate our collective
resources at local, State and Federal levels and agree
on definitions, classifications and conventions. Let us
work together to inform the people and their repre-

_sentatives fully about what can_be usefully done to

ameliorate their health problems and about what they
have to do for themselves. It is all possible.
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Mr. Chairman, I have discussed some of the prog-
ress that has been made and some of the problems that
impede the evolution of health statistics in the United
States. I have suggested ways of expressing our find-
ings more imaginatively and parsimoniously, and I
have conjured up selected glimpses of the future. I
hope the deliberations at this biennial conclave will be
fruitful and that I will not be asked to return and try
your indulgence for a fourth talk six years from now!
Thank you.
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Thank you very much, Kerr. We certainly appreci-
ate your coming back and back and back.

As Iindicated to you this morning, we have a 3-way
sponsorship of this 17th Public Health Conference on
Records and Statistics being shared with the Bureau of
Health Manpower, the Bureau of Health Planning
and Resources Development and the National Center
for Health Statistics. This portion of our morning’s
session, the first plenary session, is devoted to brief
presentations from each of those co-sponsoring orga-
nizations.
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I would like to start with the National Center for
Health Statistics. I would like to call on our Director,
Mrs. Dorothy Rice. Mrs. Rice has been serving as the
Director since January 1976. Prior to that, she was the
Deputy Assistant Commissioner for Research and
Statistics with the Social Security Administration, and a
number of other jobs that go back nearly 37 years,
although, Dorothy, you had some time for raising a
family in there.

" Nevertheless, this is the point in time when I would
call on Dorothy Rice. But, as most of you have heard,
she unfortunately, about two weeks ago, had an acci-
dent and she is in George Washington University
Hospital at the present time and unable to be with us
here on the platform. I found out about it in Geneva,
Switzerland, where 1 was on temporary assignment
doing some work with the World Health Organization,
1 got back to my hotel late one evening and found a
message to call the office. Well, it was a little too late to
call the office at that hour and so I waited until the next
day. With the time differential, I had to wait until
about 2 o’clock in the afternoon of the following day,
all the while wondering what had happened back in
Hyattsville for them to have to call me in Geneva. I
called the office and my secretary said, “I don’t want to
alarm you, but your children called the office and they
want to know what to do about the refrigerator that is
not working.” Well, we discussed that for a little while.
Then my secretary said, “Furthermore, Mrs. Rice has
had a nasty spill and she has broken her hip and she is
in the hospital—but don’t worry about a thing.”

Well, I can assure you that I worried. I was worried
about Dorothy. I was worried about a refrigerator that
did not seem to be operating with a house full of kids
that we had left home. So, I had a lot of worries. But,
the message came loud and clear from Dorothy. What-
ever I did, I was not to hurry back. I was not to come
back; so I didn’t. As a matter of fact, I am just back. I
just got back on Saturday. One of the first things I did
was to rush over to George Washington Hospital and
see Dorothy. She looks fine and she seems to be in good
spirits. We have arranged to let her talk to you by the
miracle of Ma Bell and the telephone system.

But, first, let me make sure that she can hear us here
and we can hear her clearly. Dorothy, hello.



DIRECTOR’S REMARKS—NATIONAL CENTER FOR

HEALTH STATISTICS

Dorothy P. Rice, Director, National Center For Health Statistics, Hyaltsville, Maryland

Hello, Bob. Welcome back!

And Hello to all the conference participants. As you
all know, I, a statistician, became a health statistic when
I tripped and fractured my hip. Believe me, I would
much rather be with you at the Hyatt Regency Hotel
than here in the hospital.

I officially welcome all of you to the 17th Biennial
Public Health Conference on Records and Statistics.

I wanted to. have at least a very small part in this
meeting, for such a long time. I am pleased that we
could arrange this serviceable means of communica-
tion.

First, I want to say welcome. We have never had such
an overwhelming response to the announcement of
the conference. More than 1,100 people registered in
advance, I am told, and we apologize, if there are
people standing without seats, because we have ex-
ceeded the capacity of the ‘meeting room. But we are
very pleased to have all of you.

I'would like to hear from all of you. At the count of
three, a big “Hello, Dorothy.” One, two, three.

Thank you, thank you very much. That sounded so
great.

Your response to this conference tells you some-
thing about the need for health data that exists at each

level of government and in every region of the coun- -

try. All of us here and all of the organizations that we
represent have a big job ahead. We must produce data
relevant to today’s needs, plan to be able to answer
tomorrow’s questions, and assemble, analyze and pre-
sent the findings in a way that is meaningful to decision
makers and to the public at large.

I want to reaffirm to you that the National Center
for Health Statistics and its staff will do everything we
can to fulfill our part of that obligation and to help to
meet your planning and manpower needs. I believe
that NCHS, as an organization, is in a better position
now to be responsive to your needs than we were two
years ago at the time of the previous Biennial Public
Health Conference on Records and Statistics. The
Center and our ongoing general purpose statistical
systems continue to receive your support, as well as
that of the Congress and the DHEW, bolstered further
by our transfer to the Office of the Assistant Secretary
for Health.

Responsibilities assigned to us as an agency continue
to grow. We will be initiating new programs in
epidemiology and environmental data in the next few
years. We have made some notable advances in the
timeliness of data release. For example, in May 1978,
we issued a report presenting preliminaty data from
the 1977 National Nursing Home Survey.

On the other side of the coin, we have not had as
rapid progress as we were hoping and planning for
two years in the expansion of the Cooperative Health
Statistics System. Nevertheless, we expect that the
three basic components, vital statistics, manpower and
facilities data, will be implemented in all States by fiscal
year 1980.

We are making much greater use of our authority to
conduct statistical work for other agencies and organi-
zations on a reimbursable basis. It is under this kind of
arrangement that we are engagedin collaboration with
BHPRD in activities to meet the greater needs of
health planning. Under a recently signed agreement,
we will be continuing activities which many of you are
familiar with, such as the “Statistical Notes for Health
Planners.” We are also initiating several new activities
to assist planners. For example, we are designing re-
search methodology on selected health characteristics
for counties and HSA’s. As a part of a technical assis-
tance program, we are investigating which data needs
of HSA’s can be met by survey methods and evaluating
the use of personal interviews as a means of obtaining
these data. We are also working with the Bureau of
Health Manpower similarly.

I feel that we are functioning well in both our basic
mission as the Federal statistical agency and in our
somewhat newer and certainly enlarged role as statisti-
cal advisor to other organizations. I expect that out of
this conference we will gain new ideas on how our
organizations can continue to assist each other.

I am sure you know that I regret very much not
being with you in person. I wish each of you a fruitful,
productive, meaningful and fun meeting. Thank you
all.

Thank you very much, Dorothy. We will be keeping
you in touch on the progress o of the conference. I will
call you later. ‘

Now, I would like to call on Dr. Colin Rorrie, Jr.
Colin is the Acting Director of the Bureau of Health
Planning and Resources Development and has served
in a variety of earlier positions dealing with com-
prehensive health planning and with the American
Society of Public Administration. He was Director of
Continuing Education and an instructor in Hospital
Administration at Washington Umver51ty School of
Medicine, and so on.

But Colin is here to ‘talk to us as one of the co- .
sponsors of the conference. I am very pleased to have
him. I am sure you will all welcome Colin Rorrie.
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Colin C. Rorrie, Jr., Ph. D., Acting Director, Bureau of Health Planning and Resources Development,

Hyattsville, Maryland

Thank you very much, Bob. It is a pleasure to be
here to be able to co-sponsor this important confer-
ence with NCHS and my colleague Dan Whiteside
from the Bureau of Health Manpower. We did this
with NCHS two years ago and we found it to be a very
valuable contribution on our part to the field of health
planning in terms of the dialog and interchange that
we had with many of the people in the field of health
statistics and research. That is why we were particu-
larly interested when Dorothy came to us well over a
year ago and asked us if we wanted to help co-sponsor
this conference again.

I think timing in any issue, particularly in any con-
ference, is an important element. When I was thinking
about the timing of this conference and the forces that
were being brought together here today, I was particu-
larly struck by a story that I recently heard. I think it
demonstrates that timing is certainly important.

Itisastory of two individuals, Pat and Bridget. Many
of you may have heard the story. Pat and Bridget went
to see the parish priest, Father O’Malley, about get-
ting married. Father O’Malley said to Pat, “How old
are you, Pat?” He said, “I am 86.” He then asked, “How
old is Bridget?” He said, “Well, Bridget is 82.” He then

‘asked, “How lopg have you been going together?” Pat
said, “Father we have been gomg together about 50
years.” He said, “Well, at this stage in your life, why do
you all want to get married?” He said, “Well, Father, it
is like this. Life has been very good to us and we have

" reaped many benefits from those 50 years we have

spent together and we figure that it is time for us to
leave an heir to this good earth.” Father O’Malley
stood back and looked at them and said, “Pat, you may
be heir determined, but you sure ain’t heir con-

. ditioned.”

I think that little story really lends the emphasis to
the importance and the timing of this particular con-
ference for those of us in the Bureau of Health Plan-
ning and Resources Development and particularly for
those of us who are out in the field of health planning.
The opportunity to come together today and to have a
dialog over the next several days with those who are
interested in the field of health statistics and health
services research is a great one. The expertise that you
can bring to bear to the field of health planning is of
vital importance to all of us.

So, I am especially pleased that we can be together
here in Washington. Unfortunately, the conference
session tomorrow afternoon was to be another oppor-
tunity for me to speak to you in a smaller session, but I
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will not be able to participate in it. At the same time that
this conference is going on, the group that we support,
the Health Planners of the United States, are meeting
in a different spot. I will not mention it, but thev are in
Las Vegas. Unfortunately, I will have to go to Las
Vegas tomorrow morning in order to do equal time for
the health planners. On the other hand, I am heart-
ened to see that there are so many health planners here
today, because, as 1 have already said, the oppor-
tunities are important and the time is vital.

What I would like to do today, very briefly, is to give
you a brief status report on the implementation of the
health planning program and then talk about 2 couple
of major policy issues where I think you can be of very
important help to those of us in the health planning
field. Then, I will finally wind up with a couple of
major policy questions.

As far as the program status is concerned, I think all
of you know that there are now 205 active functioning
Health Systems Agencies around the country. The
entire country is now covered with some form of local
health planning organization. Ninety-eight of those
organizations have now achieved full designation from
HEW, which means that they now have a capacity to
perform all the functions of a Health Systems Agency.
More importantly, it emphasizes that they have
achieved a milestone in the development of a health
systems plan, which is a long range goal oriented plan
of five years duration, and a one-year implementation
plan, called an Annual Implementation Plan.

They have now created, in the first cycle, these two
important documents, which will serve as the basis for
a number of other activities that they will be function-
ing in over the next several years. Those two docu-
ments are important in the context of this particular
meeting, since the essence of those documents ties in
very closely to the availability of data.

We have 57 State Health Planning and Development
Agencies, which are now functioning at the State level.
They are performing primarily a regulatory function,
but also an important planning function in terms of
the development of a State Healtt. Plan and a State
Medical Facilities Plan. We have 50 Statewide Health
Coordinating Councils operating. These are the
bodies that advise State government and the State
Health Planning and Development Agency on the op-
eration of its particular health planning program.
They also advise the Secretary of the functioning of
the Health Systems Agencies. So, the apparatus is
there and it is moving along in fine fashion.




Secondly, as many of you know, we had a 3-year
piece of legislation and we now are actively in the midst
of the renewal of that particular piece of legislation.
Hearings have been held both in the Senate and in the
House. Bills have now been reported out by both the
Senate committee and the House committee. This
month, we expect that both the Senate and the House
will take up the renewal of the health planning pro-
gram.

In the testimony, except for one major group, all the
organizations that came up before the Congress dur-
ing extensive hearings on the health planning legisla-
tion were fully supportive of the concept of the health
planning program and were looking for certain re-
finements, in their own context, so that the program
could better satisfy their particular needs. That is the
way the Congress has dealt with the renewal of P.L.
93-641; that is, to leave the basic structure there, be-
cause there are a number of elements that still have to
be implemented, and to . move to make certain refine-
ments in the structure, but to let the program go on-as
it is basically structured.

So, most of the major organizations and interests
have received some sort of attention and will get some
sort of modification in the context of P.L. 93-641. For
example, the governors will play a much larger role in
terms-of the State Health Plan.

One important new program that will come out,
which I think has implications for the whole area of
data, will probably be a program of closure and con-
version. As many of you know, we have been attempt-
ing to deal with the question of an excess of hospital
beds and nursing home beds. It looks like the Congress
is ready to take that step forward by developing a
closure and conversion program, which would provide
Federal funds to institutions that want either to delete
services or to close down an entire institution. How-
ever, in order successfully to fulfill that responsibility
and program, you have to have strong sources of data.

So, itlooks as if in late summer or early fall there will

" be a new 3-year extension of the health planning pro-

gram and it will move on in the fashjon that it has been
structured in the last three years. '

The Bureau of Health Planning has, since its incep-
tion, provided as much support as possible, given our
limited discretionary resources, to activities which
would further the development of a sound empirical
base for health planning. We have felt for some time
that the planning program will not succeed if the
agencies do not have access to the kinds of information

.and intelligence about the health system which they

need to do the job.

These are not just nice ideas which we all support.
Rather, it is clear that to succeed, the planning agencies
must be careful in their fact finding and make deci-
sions wherever possible on the basis of documented
evidence. Further, their decisions, indeed the whole
planning process, must be both public and defensible
in thie courts. These needs will be even more critical as

_.planning agencies begin to make and have to sustain

decisions which no one often finds pleasant. Indeed, it
is likely that at least one person or group will be dis-
satisfied by the decisions made by the planning pro-
cess. Repeatedly, we will undoubtedly see that deci-
sions will only be sustained where as much evidence
and information has been assembled as possible and
judgments are in the context of being as reasonable as
possible in the face of the facts that have been made.,

We still do not have the kind of empirical foundation
for health planning that is needed. Further, it is not
solely that we do not have the data which many people
have talked about for years as being needed, such as
vital statistics, manpower and facilities. We not only do
not have the data that we are fairly certain that we still
need, but we also have in recent years developed a
whole new set of needs for information. For example, I
think many of you are aware of the National
Guidelines for Health Planning that were issued late
last year that wound up with some 55,000 comments
being issued by the general public toward those par-
ticular guidelines.

Those national guidelines, which have now been

promulgated as final guidelines by the Department,
set forth resource standards as well as set health goals,
which if handled properly require data at a local and
State level, which for the most part are not yet avail-
able, certainly not throughout the country on a small
area basis.

Secondly, it is clear that the Department has made
cost containment a major priority under the Health
Planning Act. Thus, it is essential that the planning
agencies begin to develop a data base which involves
knowledge of health expenditures and charges for
various services.

Thirdly, it is obvious that over time the planning
agencies will not be able to make or sustain the kinds of
tough decisions which they will have to make if the
research base or the knowledge base on which those
decisions must stand is not more fully developed and
more clearly related to efficacy of services and not

simply whether or not services are needed as measured

by demand statistics.

Finally, we have found over and over, as many of
you no doubt have known for years, that the number
of people in the country who have knowledge of the
acquisition and- the use of the interpretation of statis-
tics is comparatively small for the need. Thus, your
assistance is needed in both how to intelligently and
efficiently collect information and in how to interpret
the data for policy, planning, and, increasingly more

_ important, for regulation.

Now, I would like to turn briefly to a few of the
major public policy issues which infringe upon our
program, partly to give some context to some of our
concerns and to remind you of the larger context in
which we all operate, but particularly the health plan-
ning program. While we are certainly in general op-
timistic about the potential of this program’s doing a
number of things, it is clear that the health planning
program and the agencies, that is, the Health Systems
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Agencies and the State Health Planning and Devel-
opment Agencies, have in recent years been seen as a
local outlook for a wide variety of hopes and dreams by
the Federal government and increasingly by State gov-
ernment. While that is very nice in some respects, it is
clear that the expectations about what the planning
agencies are capable of doing and a real assessment of
the expectations that the Congress and HEW have of
them are needed if the planning agencies are going to
have half a chance for coming out looking as if they
have accomplished anything.

Secondly, it must be recognized as mentioned in the
previous section that the planning agencies are operat-
ing on the cutting edge of medical technology prolif-
eration and health services research. They must make
decisions and recommendations in subject areas that
are not yet fully agreed upon in the medical and re-
search community. As a consequence, they not only
need all the help they can get, but it must be recognized
that they can only be as good as the state of the art is
and no better.

What we are hoping is that, in terms of technical
assistance, we can bring the state of the practice more
in line with the state of the art. That in itself is quite a
challenge.

Finally, two major forces, cost containment legisla-
tion and the national health insurance program, could

"be national laws or national programs in the coming
months. Both of these in one way or another will deal
with other major pieces of the kaleidoscope of prob-
lems which health planning is in the middle of. Cer-
tainly, the Administration is pushing very hard on cost

containment and is developing principles and draft -
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proposals on national health insurance. In many re-
spects, such legislation would make the planning pro-
gram and its tasks much easier. The expectations as-
sociated with the planning program would certainly be
much easier.

But, in many respects, the addition of these two new
programs would also complicate the lives and roles
that these planning agencies would be playing in yet a
different way. In any event, whatever programs or
legislation come down the pike, we hope that we will
have relatively stable, well-staffed and somewhat in-
stitutionalized agencies by then, which will have gained

‘already, through good work and sound empirical base,

credibility and the respect of the community, so that
the role that they do play can be an important one. We
hope that you will join us in helping to make that
happen.

Thank you very much for your time.

Thank you very much, Colin.

And now for the third corner of our triangle, I
would like to call on Dr. Dan Whiteside, Assistant
Surgeon General and Director of the Bureau of
Health Manpower in the Health Resources Adminis-
tration.

Dan is a dentist. He has an M.P.H. from the Univer-
sity of North Carolina. I think he spent his entire
professional career in the Public Health Service, either
in the Indian Health Service or in one form or another
in what is currently called the Bureau of Health Man-
power. It gives me great pleasure to introduce to you
Dr. Dan Whiteside, the Director of the Bureau of
Health Manpower.



DIRECTOR’S REMARKS—BUREAU OF HEALTH

MANPOWER

Daniel F. Whiteside, D.D.S., Director, Bureau of Health Manpower, Hyattsville, Maryland

On behalf of the Bureau of Health Manpower, I am
pleased to welcome you to this meeting. Although we
have participated in these conferences in the past, this
is the first time that the Bureau has been a co-sponsor.
In view of the broadening scope of the conference and
of the impartance of data to the Bureau, ] trust it will
not be the last time that we are asked to be a co-
sponsor.

The title of this conference, “The People’s Health:
Facts, Figures and the Future,” aptly describes some of
our main concerns. Facts and figures provide the basis
for our decisions about health manpower educational
policies. We must also look into the future, because the
physicians, dentists, nurses and other health workers
who are being trained today will not address the health
needs of the people for a number of years yet to come.

Like this conference, the Bureau is experiencing a
change of role. For many years, we were concerned
almost entirely with the awarding of grants and con-
tracts to support health training. From a relatively
narrow concern with funding of enrollment increases
and curricula improvements, our interests have
shifted to manpower utilization, distribution, quality,
cost and need. We have become increasingly involved
in assessing the adequacy of the nation's current and
future health manpower supply. This shift toward
targeted development of health manpower resources
reflects concerns expressed in recent legislation, such
as the National Health Planning Resources Develop-
ment Act, the Nurse Training Act of 1975 and the
Health Professions Educational Assistance Act of
1976. It also reflects growing interest in the quality,
cost and-distribution of health services.

Although our principal function remains the sup-
port of health manpower education, more and more of
our resources are being devoted to efforts to under-
stand the interrelationship of health manpower in the
health care system. To this end, the Bureau’s policy
analysis and supply and requirements activities are
being consolidated into a new division, the Division of
Health Manpower Analysis.

We are attempting to keep abreast of changes result-
ing from the unprecedented expansion of U.S. health

professions education capacity in recent years. During
. the decade ending in 1976, 41 new health profession
schools, including 28 schools of medicine and os-
teopathy were opened. The annual number of health
professions graduates increased 84 percent, with the
number of medical and osteopathic graduates rising
from slightly over 8,000 in 1967 to 15,000 a decade
later, Fears of health manpower shortages are being
replaced by concerns about potential surpluses.
The massive increasp in the number of health pro-
fession graduates will only begin to be fully felt in the
next decade. If current gnro%llment trends continue,

oo M plo iy M

the number of active physicians will increase by more

- than 60 percent over the next 12 years, This will create

a physician ratio of 242 active physicians for every
100,000 peaple in 1990. This figure compares to about
177 physicians per 100,000 people in 1975, Despite the
fact that the number of health profession graduates
and practitioners are reaching record levels, we are
still faced with such basic problems as how to improve
the geographic and specialty distribution of health
personnel. Many citizens are still not receiving the
health care they need. o -
‘The escalation of health care costs is receiving in-
greasing attention and concern. We are only beginning
to understand the dynamics of health manpower de-
velopment. There are still many unanswered ques-
tions about the meaning to the Nation of the increasing
supply of health personnel. I invite you to join us in
trying to clarify some of these issues. Your expertise
will assist us in finding better ways of gathering and
using data. With your help, we will be able to develop
more effective methods of formulating sound health
policies,
"~ T'wish you 3 days of stimulation and productive
discussion.

Thank you very much, Dan.

With that, I would like to adjourn this first plenary
session. I look forward to seeing you at the concurrent
sessions and at the other sessions during the remain-

“der of the week. Thank you very much,
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DISTRIBUTION AND MALDISTRIBUTION OF

RESOURCES

Welcome to Session A—Distribution and Maldis-
tribution of Resources. My name is Shelly Starr and I
will be your session moderator this afternoon. Let me
begin this afternoon’s session by providing you with a
plan for how I hope we will proceed.

As you have noticed we have a full contingent of
participants this afternoon. Each speaker will have
approximately 15 to 20 minutes for presentation and
immediately following each presentation, there is
planned a 10-minute discussion period. After the first
three papers, Dr. Alan Dever, who will be the discus-
sant this afternoon, will be given 15 minutes for his
comments, Following Dr. Dever'’s comments, there will
be a 15-minute coffee break. When we return, the
same procedure will be followed for the last two pa-
pers, followed once again by Dr. Dever’s comments.
Please notice that there are microphones in the aisles.
Please make note of your questions and give them to
the rapporteur at break time or after the session. The
rapporteur for this session is Neil Fleming. Would he
please stand up?

This_afternoon we will hear from a number of
people who are deeply involved in the business of uses
of data for identifying and evaluating the distribution
and maldistribution of health resources in this coun-

"try. Our purpose in inviting these experts to speak

here is to give you an opportunity to hear about some
of their ideas and activities in this area.

As probably many of you are aware, the health man-
power strategy has undergone a major change since

‘the early 70’s when the Federal interest was primarily
focused on increasing the supply of physicians and
_other health workers. Today, the Federal Government

is less concerned with the overall supply of health
manpower in this country. Rather, it is attempting to
find solutions to the problems of geographical distri-

. bution of physicians and other practitioners as well as

the imbalance or shortage of certain medical spe-
cialities and other health personnel. There is a grow-
ing belief that the critical manpower issue today is not
one of absolute numbers, but rather one of directing
growing manpower resources into areas of greatest
need, such as rural and inner city areas.
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USES OF HEALTH DATA IN HEALTH PLANNING

Alan Gittelsohn, Ph.D., Professor of Biostatistics, Johns Hopkins University, School of Hygiene, Baltimore,

Maryland

Experience in working with state-wide CHSS hospi-
tal data sets in Maine, Vermont and Rhode Island is
described. Information on patient origin has been
employed to group towns of residence into homoge-
neous communities and medical market areas. Tem-
poral and geographic patterns have been studied by
relating hospitalizations to population denominators.
Vital rates techniques have been adapted for the com-
putation of hospital admission and patient day rates
standardized by direct and indirect methods. Life table
methodology has been employed to estimate popula-
tions at risk and cumulative loss probabilities in
measuring the incidence of surgical removal of organs
and other non-repetitive events. Distribution of re-
source inputs has been investigated by use of external
data sources such as hospital expenditures, facilities
and health manpower. This represents one approach
to integration of CHSS data components based on
linkage through areal units. Pertinent measures in-
clude per capita expenditures, hospital bed ratios arid
physicians per population. The present report is in-
tended as a review of health data uses in relation to
health planning.

Data Sets and Data Management

Since 1969, a hospital data set covering virtually all
inpatient episodes of Vermont residents has been de-
veloped and maintained by the Cooperative Health
Information Center (CHIC). Patient discharge
abstracts, under the PAS system, include all of the
items in the uniform hospital discharge data set plus
much additional clinical and procedural information.
Patient records from Vermont hospitals not participat-
ing in PAS (presently two small facilities) have been
abstracted and coded by CHIC staff. Patient informa-
tion on Vermont residents has been obtained by
cooperative arrangements with several out-of-state
hospitals in neighboring states in order to insure
complete coverage. The estimated completeness is
95% based on alternative data sets including vital rec-
ords and Medicare files. Reports by Wennberg and
Gittelsohn (1973) and Gittelsohn (1974) include details
of collection and processing methods. A similar popu-
lation hospital file based on PAS is maintained for
Rhode Island by SEARCH. Beginning in 1973, with
technical assistance from CHIG, a state-wide hospital
data base was organized for Maine under the aegis of
the Maine Hospital Discharge System (MHDS).
Thereby, PAS, MHDS and hand-collected discharge
records were merged into a single uniform format file
which has been the basis for a series of tabulations,
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reports and publications. (See Wennberg, Soule and
Gittelsohn, 1975.)

The following data items are included in all three
files:

Hospital

Patient characteristics—age, sex, race

Patient residence—town, census tract (R.L)
Admission and discharge dates ‘
Final diagnosis explaining admission, second-
ary diagnoses

« Principal and secondary procedures

» Discharge status

Changes in coding and formats over time and the
use of several coding systems pose technical problems
in file processing and add significantly to the effort in
developing uniform files. PAS utilizes an adapted ver-
sion of the ICDA—8 termed HICDA—1; in 1974, it
introduced a further modification HICDA—2. The six
possible conversions from one system to the other in-
sure that difficulties will arise. The mappings are not 1
to 1 but ‘INTO’ at best. The problem is further com-
pounded by the use of Gurrent Procedure Terminol-
ogy (CPT) and California Relative Value (CRVS) in
other health data systems, A veritable coding Tower of
Babel currently exists. Code correspondences have
been handled on an ad hoc basis for high frequency
procedures only.

In order to handle the minutiae of procedure and
diagnoses codes as well as a multitude of logic, subset-
ting and grouping applications, generalized software
has been developed at CHIC and Johns Hopkins and
linked together into the package with the acronym
CHOMPS for “comprehensive health organizing and
management programming system.” The system op-
erates in both a time-sharing and batch mode, the
latter utilized for production work and the former for
design and testing. The objective is flexibility achieved
through control card problem specification and
minimization of the time interval between when a
question is posed of a file and when an answer is
produced. Options include provision for inputting
numerator and denominator files in order to produce
vital statistics rates, adjusted rates and life tables.
CHOMPS has been used to process health data sets of
various types obtained from different States and
localities including natality, mortality, hospital dis-
charge abstracts, Medicare B claims, physician regis-
tries, facilities inventories, etc. The data examples to
follow have been processed through the programming
system.



Some Methods of Analysis

The definition of geographic units for analysis of
population rates of hospital utilization has been based
on patient origin studies for each hospital included in
the data set. In the three States under study, adjacent
towns have been grouped into communities termed
“hospital service areas” (HSA's), where the majority of
residents are treated in the local facility. The degree to
which a community’s inpatient services are provided
locally is called its “self-sufficiency” index. Table 1
exhibits this index for six Vermont communities in
.1975 for selected admissions. For the entire State, 77%
- of cases are hospitalized locally; over the six com-
munities, the localization percent varies from 67% in
Area E to 95% in Area F. The range of services pro-
vided in the local hospital determines the community
self-sufficiency index for particular reasons for ad-
mission. Thus, for the State, 83% of deliveries are local

as contrasted with 50% of neurosurgical cases, the
latter services primarily being provided in university
centers. The importance of defining homogeneous
geographic units with reasonably high localization in-
dexes lies in the possibility of assotiating utilization
patterns with the local hospital and the local physician
supply.

Methods for estimation of resource inputs such as
hospital beds per capita by community are based on
proportionate allocation. If all of the patients admitted
to one hospital are residents of a single area, all of the
hospital’s resources are allocated to that area. When
the hospital’s admissions are residents of more than
one area, its resources are allocated in proportion to
the number of admissions or patient days by area
served. Table 2 illustrates this method for the 2,491
admissions resident in Area A of Vermont in 1975.
The majority of the cases were admitted to the local
hospital where they constituted 88% of its admissions.

Table 1. COMMUNITY SELF-SUFFICIENCY INDEX
(Percent of Cases Treated in Local Hospital—6 Vermont Communities, 1975)

Total Neuro- Ortho-
AREA Cases Total Delivery surgery pedics Cancers
A, 2491 71% 58% 15% 66% 48%
B. 3682 85 94 61 92 62
C. 1788 68 43 9 74 26
D. 2538 83 94 50 93 65
E. 1077 67 85 0 83 i 29
F. 14304 95 94 99 96 97
Vermont 78057 77% 83% 50% 79% 63%
Table 2. ESTIMATION OF HOSPITAL BED AND HOSPITAL EXPENDITURE RATES
Method of Proportionate Allocation
Area A Randolph, Vermont 1975
Hospital
Hospital Hospital Expenditures
HOSPITAL Admissions Beds (x1,000)
Total Local % # Local Total Local
Local Hospital 1939 1701 88% 66 57.9 $ 1,540 1,352
Referral A 4190 351 "8 135 1.3 6,200 519
Community #1 8140 215 3 175 4.6 4,970 131
Referral B 18402 137 1 515 3.8 25,320 189
Community #2 10165 63 1 281 17 7,930 49
Community #3 1474 14 1 - 45 4 1,040 10,
(7 Hospitals) 19904 10 — 546 3 16,580 8
(5 Hospitals) 13843 0 0 539 — 12,610 S
Total......ocovvviinnnnnn, 78057 2491 2170 80.2 . $76,190 2,260

Population = 12,914 persons

6.2 BEDS per 1,000 = (80.2) / 12,914
$175 per capita = ($2,260,000) / 12,914
199 Admissions per 1,000 per Year
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Table 3. HOSPITAL ADMISSION RATES PER 1,000
6 Vermont Communities, 1975

Medical Admissions Total
AREA Total c.v. Resp G.l. G.uU. Neop Surgical
A. 154 28 27 22 20 14 73
B. 125 21 24 21 15 10 65
C.- 164 32 30 22 15 1 56
D. 74 17 10 17 12 10 55
E. 73 14 9 17 10 9 51
F. 80 15 11 17 10 10 64
Vermont 98 20 16 19 13 11 62
R.L. 60 18 12 15 1 10 59
Maine 93 21 19 21 16 12 72

Rates adjusted by age and sex by direct method

Table 4. COMPARISON OF THREE COMMUNITIES IN TERMS OF STANDARDIZED INCIDENCE RATIOS (SIR)
Vermont, 1975

Community
tlr IJY IKI
TOTAL ADMISSIONS 1.39 1.36 .78
Total Surgical 1.15 89 81
Tonsillectomy 1.38 .25 79
Appendectomy 1.15 .99 1.33
Hernia 1.20 84 1.07
Prostatectomy 48 91 1.06
Cholecystectomy 1.02 .88 A4
Hysterectomy .96 1.29 87
D&C 1.70 1.22 77
Total Medical 1.58 1.67 76
Respiratory 1.68 1.86 74
Circulatory 1.23 1.39 a2
Digestive 1.15 1.17 91
Genito-urinary 1.51 1.16 82
Admissions per 1,000 227 220 126
Patient days / 1,000 - 1524 1874 822
Person years 11438 7527 9583

Incidence ratio by indirect standardization

Consequently, 88% of the local hospital’s sixty-six beds
and 88% of its total budget are allocated to Area A. A
similar allocation was carried out for all other hospitals
to which Area A residents were admitted. The sum of
these allocations is the total input for the Area. The
sum is 80.2 beds for the Area corresponding to a bed
rate of 6.2 per 1000, which is 50% in excess of HEW
guidelines. The method is an improvement over the
usual approach of computing beds per capita by sim-
ple division of beds in the area by area population in
that it accounts for both patient inflow and ovtflow.
The allocation method permits development of mea-
sures of resource inputs for each community in the
hospital data system. Comparisons between areas in
beds per capita, hospital expenditures per capita and
physicians per capita are then available to health plan-
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ners to incorporate in their plans, ruminations, and
decision making.

Variations in Utilization

Hospitalization rates for communities are based on
the number of resident admissions irrespective of the
hospital. Table 3 exhibits hospital utilization rates for
six Vermont communities and the three States for
medical and surgical reasons for admission, The utili-
zation rates (SUR’s) are standardized by the direct
method using the aggregate population by age and sex
as standard. For the three States, Maine and Vermont
have medical SUR’s exceeding Rhode Island by more
than 50%: surgical SUR’s for the three States are fairly
comparable. For the six Vermont communities, medi-



cal SUR’s range between 74 and 164 per 1000 per year
while total surgical SUR’s exhibit more narrow varia-
bility. Within-State variability tends to be large; the
SUR for an entire State comprising many communities
is thus an average which reveals little about utilization
in any one area.

A second type of hospital utilization measure used in
the New England studies is the indirectly standardized
rate which corresponds exactly to the standard mor-
tality ratio of classical vital statistics. Thereby, marginal
age-sex specific rates for a given cause of admission are
applied to the community’s population and an’ ex-
pected number of cases computed. The ratio of ob-
served to expected cases is termed a ‘SIR’ for “stan-
dardized incidence ratio.” Examples of SIR’s for three
Vermont communities are exhibited in Table 4. Total
SIR's for Areas I and J are almost double that of Area
K. Excepting prostatectomy and hysterectomy, Area I
is high for both surgical and medical SIR’s. Its D & C
SIR is 70% in excess of the State average. By contrast,
Area J is 11% lower than the State average for surgical
SIR and 67% higher for medical SIR. Excepting ap-
pendectomy, medical and surgical SIRs for Area K are
considerably below the State average. These measures
provide a simple way of comparing communities.
Many vital statistics practitioners prefer the SIR to the
SUR because of its greater stability and the ease of
developing standard errors.

Community profiles based on SUR’s, SIR’s, allo-
cated resource indexes, demographic characteristics,
mortality rates (SMR’s) and other measures provide a
method for comparing areas, for detecting outliers
and for identifying potential problems. The 70% ex-
cess D & C SIR for Area I may or may not be a reason
for concern. It certainly might be used by PSRO to
initiate medical care evaluation studies of gynecologi-
cal services delivered in the local hospital. Clearly, the
data system can be used to target such activities.

Applications

Several applications of the products of the data sys-
tem are envisioned within the context of the health
planning process. The first and most important of
these is purely descriptive of how different com-
munities use hospital services, how much and for what
reason. It is only through observation and measure-
ment that a beginning can be made to give meaning to

such notions as excess surgery, inappropriate use,
overutilization and underutilization. Total hospital-
ization use rates standardized by age (SUR’s) range by
a factor of nearly 3 from 90 to 260 per 1,000 per year
over the communities under study. Surgical SUR’s
tend to be less variable while medical SUR’s exhibit a
wide range. Institutional indicators, such as percent
occupancy and average length of stay, often tend to be
at variance with population measures. Both are rele-
vant to health planning and regulation.

At a recent Certificate of Need hearing, representa-
tives petitioning for the hospital argued that the high
occupancy rate and the low length of stay justified the
addition of new beds. A counterargument was pro-
vided by the fact that the community served by the
hospital had the highest total SUR in the State, nearly
the highest patient day rate and the highest per capita
expenditures for hospitalization. With a stable popu-
lation, the addition of more beds could only lead to an
increase in the community measures of utilization or to
a decrease in occupancy unless the hospital could ex-
tend its service area into towns currently being served -
by other hospitals. .

In a similar vein, the impact of the recruitment of
new physicians into a community has been studied
through the examination of changes in SUR’s and
SIR’s over time. For example, the majority of residents
of Area G are hospitalized in Hospital G, and the
majority of patients admitted to Hospital G are resi-
dents of Area G. The community had a localization
index of 79% in the period under study. Tables 5a, 5b,
and 5¢ document changes in hospital and community
indicators over time. Between 1971 and 1973, the
number of admissions, patient days and percent occu-
pancy declined. In Hospital G in 1974, the addition of
four new staff members was associated with an in-
crease in occupancy from 53% to 73% and the follow-
ing year to 84%. Over the entire period, mean length
of stay for all admissions remained constant, contrib-
uting little as an' index to understanding the rapid
changes in institutional and population indicators. -
From the hospitals’ standpoint, matters had improved
because empty beds were now occupied.

Population SUR’s and SIR’s for the community
primarily served by Hospital G tell a different story. In
the baseline year of 1973 total and surgical SIR’s were
at the State average, i.e. 97% and 98% respectively. By
the following year, the total SIR for all reasons for
admission had risen to 16% above the State average.

Table 5a. INSTITUTIONAL INDICATORS HOSPITAL “G”

Number of Number Percent Length of
Admissions Pt. Days Occupancy Stay
1971 1553 9246 ’ 62% 6.0
1972 1491 8844 59 5.9
1973 1394 7932 53 58
1974 1874 10932 73 5.9
1975 1962 12754

84 5.9
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Table 5b. MEDICAL STAFF ACTIVITY HOSPITAL “G”

Activity Number of Patient Days

Year M.D.’s 1973 Change
1973 only 1 315 0 -315
1973 & 1974 6 7281 7218 - 63
1974 only 4 3371 + 3371

Table 5¢c. HOSPITAL ADMISSIONS PER 10,000 IN COMMUNITY SERVED BY HOSPITAL “G”

SUR SIR
Admission Rates Ratio to State Average
per 10,000
1973 1974 1973 1974
Total surgical 675 905 .97 1.31
D&C 75 108 .99 1.42
T&A 34 41 .54 .65
Hysterectomy 68 78 1.15 - 1.32
Prostatectomy 31 37 1.19 1.42
Hernia 22 34 .88 1.36
Appendectomy 16 26 .94 1.53
Total Ad- |
missions 1618 1845 .98 1.16
Table 6. DEMOGRAPHIC AND MEDICAL CARE UTILIZATION STATISTICS FOR VERMONT
MUA 16 BHM-Designated Physician Shortage Areas
MSA 5 Federal Register Critical Medical Shortage Areas
ASA 20 Vermont Physician Non-Shortage Areas
MUA MSA ASA
Physicians per 10,000—Total 7.1 6.2 18.2 b
Primary 4.9 5.9 8.2 b
Population per Area (x1000) 4.2 3.8 17.2 bl
per square mile 259 22,7 87.8 -
Percent age 65+ years 10.6 12.6 11.0 ns
Medicare (B) Dollars per capita $119 $133 $117 ns
Hospitalization rate per 1,000 158 171 166 ns
Neoplasms 74 8.1 75 ns
Delivery 214 21.0 20.8 ns
Injuries 9.0 8.8 9.1 ns
Patient days per 1,000 1179 1275 1258 ns
Mean Length of Hospital Stay (Days) 7.6 7.7 7.7 ns
Mean Hospital Distance in Miles 16.8 16.6 10.8 o
Neoplasms 21.6 23.9 15.4 -
Delivery 14.1 16.6 10.0 b
Prenatal Care—none and 8th+ month 5% 5% 4% ns
Mothers with less than HS education 28% 29% 25% ns
Low Birthweight Percent (under 2500gm) 7.0 8.1 7.6 ns
Perinatal Deaths per 1,000 2741 26.6 26.9 ns
Total Mortality (age-sex adjusted) 101 104 105 ns
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Most of this was accounted for by the one-third in-
crease in surgical admissions. Marked increases were
noted for D & C (43%), herniorrhaphy (55%) and the
emergency procedure appendectomy (63%). Since the
SIR’s and SUR’s are community based, these increases
represent changes in surgical utilization patterns in the
same population at risk. The issue is moot as to
whether community G is better served by the high
rather than the average utilization rate. MCE’s di-
rected at this point might furnish clarification.

The reasons for variability between communities in
hospital utilization rates are complex and cannot be
ascribed to particular sources without examination of
additional data. Possible explanations include geo-
graphic variations in disease incidence and prevalence,
differences in access to medical care, and variability in
physicians’ attitudes towards management. There are
no observations suggesting that differences in inci-
dence constitute an important source of variability in
the States under study, at least for the common reasons
for hospital admission. Population-based morbidity
data for the medical and surgical conditions of interest
are not available. Prior work in Vermont has shown
that access to medical care does not vary. We know
little concerning the incidence of hypertrophy of the
tonsils, silent gall stones, arteriosclerosis, gastroen-
teritis or peptic ulcers. With similar population groups
living in adjacent communities, the expectation is that
such conditions will exhibit like distributions across
geographic boundaries in the absence of direct evi-
dence to the contrary. Rather, the variations in hospi-
tal use appear to be associated with differing ap-
proaches to medical management.

For a number of conditions, the magnitude of prac-
tice variations is large. In one area, nearlv half of the
resident births are induced while only 10% are in-
duced in a neighboring area served by a different
group of physicians. Similarly, Cesarean section rates
for resident births in two adjacent communities are 5%
and 15%. In one hospital, over half of the heart attack
patients are anticoagulated, while, in another, fewer
than 1% of similar patients receive the therapy. Popu-
lation hospitalization rates for elective surgery vary
widely between communities ostensibly similar in de-
mographic characteristics. This is particularly true for
otolaryngology and gynecology. Admission rates for
medical conditions are even more highly variable. The
importance of a hospital data system is that it provides
the capability of deriving and measuring utilization for
specific reasons for hospital admission. The pinpoint-
ing of extremes permits definition of potential prob-
lem areas and the initiation of special ad koc investiga-
tion.

Physician Shortage

A related application of CHSS data components to
health planning lies in the determination of physician

shortage areas. Vermont vital statistics, hospitalization
files, census and manpower registers have been
utilized to develop profiles for communities desig-
nated by the Bureau of Health Manpower as “medi-
cally underserved areas” (MUA’s) and “critical medical
shortage areas” (MSA’s). The remaining sections of

"thé State, not so designated by BHM, have been as-

sumed to be amply served (ASA’s) or perhaps over-
served. Results have been reported by Gittelsohn
(1976). Table 6 displays profiles for the aggregate of
the MUA’s, MSA’s and ASA’s in Vermont. The amply
served areas differ from the underserved and critically
short areas in several respects—the ratio of physicians
to population is greater, total populations and popula-
tion densities are higher, and the mean distance
traveled for hospitalization is lower, i.e. 11 vs. 17 miles.
The MUA’s and MSA'’s are thus small rural areas with
relatively few resident doctors, who are located at a
distance from hospitals. Hospital utilization measures ~
show no differences between the three types of areas,
indicating that distances of the type encountered in
Vermont are not barriers to acces§ to hospital care.
Similarly, utilization as measured /by Medicare (B)
reimbursements per capita is essentially the same for
amply and underserved areas. The issue of underser-
vice is not clarified by standard vital rates measures of
health status. Total mortality rates are 10 per 1000 per
year for each of the three area groupings. Perinatal
mortality. rates and prematurity rates are not signifi-
cantly different. The same percent of mothers either
seek no prenatal care or care after the eighth month of
pregnancy. .

The general pattern emerges from such profile
analysis that MUA and MSA residents use medical
services at about the same rate as residents of amply
served areas and that outcomes, as measured by mor-
tality, are similar. This being the case, the entire con-
cept of medical underservice and the BHM designa-
tion criteria must be seriously questioned.

Conclusion

CHSS population-based data sets for hospitalization
are in an early phase of development. The use of

" statistical measures derived from these data bases in

health planning is only beginning. In large measure,
their utility will depend on establishing an ongoing
dialog between data analysts, data managers, planners
and providers. The latter sorely require a basic intro-
duction to health care epidemiology, demography and
the meaning of such simple concepts as population
rate. For many years, hospital data analyses have fo-
cused atténtion on length of stay, service intensity, unit
costs, and occupancy, with minimal attention paid to
the population being served. Clearly, a full characteri-
zation of service delivery requires that both institu-
tional and community indicators be studied.
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IDENTIFICATION OF HEALTH MANPOWER
SHORTAGE AREAS AND DEVELOPMENT OF
CRITERIA FOR DESIGNATION

Richard C. Lee, Bureau of Health Manpower, Hyattsville, Maryland.

One of the most important components of Federal
programs aimed at alleviating geographic maldis-
tribution is the identification and designation of those
specific areas which are in need of health manpower.
Lists of such shortage areas were originally developed
for two types of programs: (1) cancellation or repay-
ment of the educational loans of health professionals
who serve in shortage areas, including physicians,
dentists, nurses, optometrists, podiatrists, pharma-
cists, and veterinarians; and (2) placement of National
Health Service Corps personnel in shortage areas. A
third major type of program which later used such
shortage area lists was the Scholarship programs which
call for obligated service by recipients in areas desig-
nated by the Secretary as manpower shortage areas.
The Health Professions Educational Assistance Act of
1976 (P.L. 94—484) required significant changes in the
criteria and procedures for designation of shortage
areas for these programs, and new shortage criteria
were recently published as Interim-Final regulations
(on January 10, 1978). In what follows I will give some
historical background on the previous shortage
criteria and their shortcomings, describe the changes
required by P.L. 94—484 and how we developed new
criteria to implement those changes, make some ob-
servations about how these changes are affecting
shortage area programs, and comment on where we go
from here.

1. Historical Development of Shortage
Area Designation and Criteria

A. Health Professions Loan Cancellation and
Repayment—The earliest health manpower shortage
area designations were mandated by 1965 legislation
(P.L. 89~290, Health Professions Educational Assis-
tance Act Amendments) creating Section 741(f) of the

Public Health Service Act. This legislation provided -

for forgiveness or cancellation of portions of outstand-
ing Health Professions Student Loans obtained by stu-
dents in schools of medicine or osteopathy, dentistry,
or optometry, in return for their service after gradua-
tion in areas found to have shortages of physicians,
dentists, or optometrists. -
Regulations promulgated to implement the loan
cancellation programs provided for shortage area des-
_ ignation on the basis of specific ratios of practitioners
to population applied to county data, with special con-
sideration allowed for county or subcounty areas ex-

hibiting inaccessibility of medical services to the resi-
dents of the area, age or incapacity of practitioners, or
particular local health problems. The practitioner-to-
population ratios used were 1:1,500 for physicians (all
active MD’s and DO’s in patient care); 1:3,000 for
dentists; and 1:15,000 for optometrists. Although
these ratios were set by the Secretary, actual designa-
tion of areas was carried out by the State Health Au-
thorities.

Legislation enacted in 1971 provided that an indi-
vidual must sign an agreement with the Secretary to
serve in a shortage area before that individual can
receive benefits for such service. It allowed for repay-
ment of educational loans other than those made by
the Federal government. The criteria used for this new
loan repayment program were essentially the same as
those previously used for loan cancellation, but short-
age area designation was to be done by the Secretary. .
The legislation also extended the loan repayment pro-

. gram to include podiatrists, pharmacists, and vet-

erinarians. Simple population-to-practitioner ratios
were also used for shortage determinations for these
professions: 25,000:1 for podiatrists, 4,500:1 for
pharmacists, and 15,000:1" for veterinarians (also a
human population).

The shortage ratios chosen for the six disciplines
were on the order of 150% of the national mean
population-to-active practitioner ratio for each. (Spe-
cifically: physicians, 200% of national mean; dentists,
150%; optometrists, 150%; podiatrists, 110%; phar-
macists, 250%; and veterinarians, 200%.) The first list -
of health manpower shortage areas designated under
the above criteria was published in February 1974.
Most areas designated were whole counties, data being
most readily available at the county level. The physi-
cian shortage area list accounted for roughly two-
thirds of all U.S. counties; the dentist shortage area list,
about one-half. The podiatrist list included almost

- one-half the counties, while optometry shortage areas

represented one-fourth, veterinarian shortage areas'
one-sixth, and pharmacist- shortage areas less than
10%. )

- B. National Health Service Corps—At the same
time that shortage area criteria were being developed
for loan repayment, other criteria were being devel-
oped for use in identifying areas eligible for placement
of National Health Service Corps personnel. Because
this program was to operate only in “critical” health
manpower shortage areas, more stringent criteria
were selected. To indicate critical medical shortage

35



areas, these criteria relied primarily on the use of a .

primary care physician-to-population ratio of 1:4,000,
applied either to county data or to data on sub-county
groups of census tracts or minor civil divisions. Also
‘taken into account tor subcounty areas where the avail-
ability of health centers within certain distances and
whether the ratio of primary care physicians to popu-
lations in the county as a whole was worse than 1:3,000.

Primary care physicians were defined as non-Federal
physicians in general or family practice, pedlamcs,
internal medicine, obstetrics and gynecology, and, in
non-metropolitan areas, general surgery. To identify
critical dental shortage areas, all dentists were counted
and a dentist-to-population ratio of 1:5,000 was used.

In developing the National Health Service Corps
designations, the Comprehensive Health Planning
agencies were asked to review all areas proposed for
designation and provide data that could be evaluated
to determine which areas should be designated. The
first list of such areas was published in the Federal
Register in October 1974, with revisions made in Feb-~
ruary 1975, and July 1976. The July 1976 publication
included an expansion of the criteria to allow consid-
eration of mitigating circumstances that could be taken
into account in evaluating requests for designation of
areas that might not quite meet specific physician- and
dentist-to-population ratio criteria. It also included
information relative to definition of appropriate ser-
vice areas against which to apply the criteria. As of
September 30, 1977, both the list of critical medical
and the list of critical dental manpower shortage areas
contained roughly one-fourth of all U.S. counties, with
an additional 400 subcounty medical shortage areas
and 100 subcounty dental shortage areas.

C. Nursing Loan Cancellation and Repayment—
The nursing student loan cancellation program, es-
tablished in 1968, provided for cancellation of nursing
student loans in return for service in public or non-
profit hospitals determined by the Secretary to have
substantial shortages of nurses. A list of such hospitals
was developed and issued in October 1969, and subse-
. quently revised in January 1972, and January 1975.

These lists included all those hospitals in which the

number of registered nursing hours per patient day
was lower than the national median for a hospital of
the same type (i.e., general, psychiatric, tuberculosis,
chronic, convalescent and others). These lists still re-
main effective for cancellation of Federal Nursing
Student Loans obtained before November 18, 1971.
The Nurse Training Act of 1971 replaced the loan
_cancellation program with a nursing loan repayment
program similar to the Health Professions Student
Loan Repayment Program, and authorized lists of
nursing shortage areas to be developed by the Secre-
tary in consultation with State Health Authorities.
(The authority involved is now Section 836(h) of the
PHS Act.) After considerable research and statistical
analysis, a list of nursing shortage areas was developed
in the summer of 1975, based on a comparison of
estimated nursing requirements for each county with
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the supply of nurses in that county. Nursmg require-
ments were estimated for each county’s various health
care settings (e.g., hospitals, nursing homes, physi-
cian’s offices, etc.). Each of these requlrements was
based on a ratio of nurses employed in the setting to an
_average daily number of patients, residents, or phy.'n-
cians, as appropriate. Each county’s aggregate re-
quirement for nurses was then compared with its total
supply to determine whether or not a shortage existed.
The list developed (published June 24, 1976) con-
tained 541 counties, 18% of all U.S. counties.

D. Medically Underserved Areas—No discussion of
shortage area criteria development and designation
efforts to date would be complete without mention of
the impact of the Health Maintenance Organization
Act of 1973, which required that funding priorities be
given to HMO’s serving “medically underserved popu-
lations.” The concept of medical underservice is a
larger one than that of health manpower shortage,
since it relates to populations not receiving adequate
health care for whatever reason, while health man-
power shortage designation presumably is aimed only
atidentifying that portion of the underservice which is
due to lack of health manpower.

The HMO Act required that the Secretary define
criteria for medically underserved areas and set spe-
cific deadlines for this effort. In response to that re-
quirement, an interdisciplinary group from the Uni-
versity of Wisconsin was involved in developing a

- methodology which could take a number of factors

thought to relate to the concept of medical underser-
vice into consideration. The approach was to develop
an index which would predict the judgment “experts”
would make as to the degree of “medical underservice”
if they were to make site visits to all possible areas. A
variety of panels of experts were therefore used to
develop “multi-attribute utility” models using various
sets of variables. Each such model would generate a
medical underservice score from the values of the var-
iables included, using weights and “utility curves”
provided by the experts. The scores generated by
these various models were then correlated with scores
assigned on a global basis by local experts familiar with
the sample areas used, in order to choose the best
model.

Ultimately, a four-variable model was selected,
using primary care physician- o-populatlon ratio, in-
fant mortality rate, percent of the population below
the poverty level, and percent of the population over
age 65. The score generated by this model was termed
the “Index of Medical Underservice” and was evalu~
ated for all counties of the United States. All counties
or subcounty areas with values below the median were
designated as Medically Underserved Areas. The first
list of such areas was published in the Federal Register
in September 1975 together with a description of the
methodology used. An update of the list has since been
published (October 1976). Subsequently, this Index
and the corresponding list of areas were also adopted
for use in defining Medically Underserved Areas for
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purposes of the Community Health Centers legislation
(Section 330 of the PHS Act) and other service pro-
grams. In particular, the MUA listis now used, often in
combination with the list of critical health manpower
shortage areas, for implementation of grant funding
under the Urban Health Initiative and Rural Health
Initiative/Health Underserved Rural Area programs
by the Bureau of Community Health Services.

2. Shortcomings of Historically-Used
Approaches

The various approaches to shortage area designa-
tion described above had a variety of shortcomings.
One was simply that fact that, for both the physician
and dental shortage, two separate lists of manpower
shortage areas existed, involving two distinct sets of
criteria. This created confusion for the public, includ-
ing potential program participants, as to which list was
to be used for which program purposes. Another was
the fact that the manpower shortage area designation
procedures involved our dealing with two different
sets of agencies—the Comprehensive Health Planning
“A” and “B” agencies for NHSC-related designations,
and the State Health Authorities for loan repayment
designations.

A third weakness of the manpower shortage area
designation process was its dependence, to a large
extent, on county data. This was of course mostly be-
cause of the availability of such data and the general
unavailability of subcounty data. The use of county
data is appropriate in many rural areas where the
county may be a rational medical service area; but in
Western States rural counties are apt to be entirely too
large to represent reasonable service areas, and in
Southeastern States rural counties tend to be too small
to be considered independently. In the latter cases, the
presence or absence of resources in contiguous areas
definitely needs to be taken into consideration.

In metropolitan areas, the use of county data is
almost always inappropriate, either because the ap-
propriate service area is a group of census tracts in one
portion of the city (as may be the case for primary care
and perhaps pharmacist’s services), or because the
metropolitan area as a whole is the appropriate service

area rather than one of its counties (as is generally the -

case for dentistry, optometry or podiatry, where ap-
pointments are scheduled far in advance and travel
within the metropolitan area does not generally consti-
tute a barrier to care).

In the case of the NHSC-related critical shortage
designations, an effort was made to define appropriate
subcounty or multicounty service areas, and/or to con-
sider contiguous area resources. However, this was
generally not done for the loan repayment designa-
tions. Very few urban subcounty service areas were
giﬁlz]}eg(zif even for the NHSC, prior to passage of P.L.

A fourth, and perhaps the major, shortcoming of .

the MOD/VOPP manpower shortage designations was
their excessive dependence on the practitioner-to-
population ratio. This tended to obscure differences
among areas due to different population makeup, dif-
ferent health needs, or different levels of demand for
care, and also tended to ignore productivity differ-
ences among practitioners and the presence or ab-
sence of health care resources which augment the
MOD/VOPP practitioners. In addition, possible access
barriers were neglected almost entirely. This depen-
dence on practitioner-to-population ratios led to an
almost complete lack of designated urban areas, since
these ratios generally appear quite adequate in urban
areas, at least at the county level.

The MUA designations avoid some of the pitfalls of
this fourth problem by including three indicators
other than the (primary care) physician-to-population
ratio. The infant mortality rate may be regarded as a
measure of health status; the percent of population
above age 65 as a measure of probable increased needs
and demands for health care; and the percent of popu-
lation below the poverty level as a measure of economic
access problems, often correlated with sociocultural
access barriers and higher needs for health care as
well. However, the MUA designation procedure does
not involve any efforts to define rational non-county
service areas or to take into account contiguous area
conditions. The procedure used to designate sub-
county MUA’s suffers from an additional problem;
two of the indicators are available nationally for census
tracts or civil divisions (the poverty and aged indi-
cators), while the other two are not, so a combination of
county data for two indicators and tract or division
data for the other two is used to designate tracts and
divisions. This could be corrected, but only in those
metropolitan areas and/or HSA’s where tracts or divi-
sions have been aggregated into rational service areas,
for which appropriate physician-to-population ratios
and infant mortality data are also available.

3. Changes in Designation Criteria and
Procedures Required by P.L. 94—-484

In Public Law 94—484 (the Health Professions Edu-
cational Assistance Act of 1976), enacted October 12,
1976, Congress moved toward solution of these diffi-
culties. A new section 332 was added to the Public
Health Service Act, entitled “Designation of Health
Manpower Shortage Areas.” This section required
that the Secretary establish, by regulation, new criteria
for the designation of health manpower shortage
areas. The Act also set down specific requirements for
the criteria and for the process of designating shortage
areas, which represented significant departures from
previously established procedures.

As expressed in the House and Senate reports and in
the specific wording of the Act, the major Con-
gressional objectives in enacting the new section 332
were the following: 1) To permit designation of urban
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areas as well as rural areas; 2) to “broaden the concept
of shortage,” by defining shortage less stringently and
by “going beyond ratios alone”; and 3) to insure that
“areas, population groups, and medical facilities with a
more severe need for the assignment of Corps person-
nel be assigned personnel on a priority basis.” The
statute specifically called attention to the fact that
urban as well as rural areas were to be included as
_shortage areas, and stated that an area need not con-
form to the geographic boundaries of a political sub-
division but should be a rational area for the delivery
of health services. It required that the new criteria to
be developed should involve not only practitioner-to-
population ratios but also indicators of a need for
health services, with special consideration to indicators
of infant mortality, access to health services, and health
status. Section 741(f) was changed to refer to areas
. designated under section 332, thus eliminating the
"authority for two sets of lists. Section 332 requires

consideration of recommeéndations of Health Systems -

Agencies, State Health Planning and Development
Agencies and Governors in the process of designating
areas, with the emphasis on the Health Systems Agen-
cies. In addition, wording of the new statute permitted
designation of population” groups and facilities with
health manpower shortages as well as geographic
areas, thus opening the way for designation of popu-
lation groups who may have difficulties assessing
health manpower within larger areas which, asan area,
may appear to have sufficient numbers of practition-
ers.

_Finally, priority listings of areas were to be devel-
oped. A new section 333(c) of the Public Health Service
Act required that the Secretary give priority to appli-
cations for placement of NHSGC personnel in areas
with the “greatest health manpower shortage,” as de-
termined under the criteria established under section
332. This provision required that the criteria identify
those areas with the “greatest” health manpower
shortage as distinct from other areas.

4, Approach Used in Developing Criteria
to Implement Provisions of P.L. 94484

Reflecting both the Congressional objectives and the
specific requirements mentioned within the law itself,
new criteria were developed and published (as
Interim-Final Regulations) on January 10, 1978. Some
of the basic characteristics of the approach used to
meet the new legislative requirements are described in

-what follows.
A. Separate criteria for each type of health man-
- power are used. The criteria for health manpower
shortage areas have been divided into seven group-
ings, as follows: (1) Primary medical care manpower
shortage areas, (i.e., areas with a shortage of primary
care manpower, including primary care physicians
(physicians in general and family practice, pediatrics,
general internal medicine, and obstetrics and gynecol-

38

]

ogy), nurse practitioners, and physicians’ assistants);
(2) Dental manpower shortage areas (i.e., areas with
shortages of dentists and dental auxiliaries); (8) Mental
health manpower shortage areas (i.e., areas with
shortages of psychiatrists and other practitioners pro-
viding mental health and related services, including
alcohol and drug abuse); (4) Vision care manpower
shortage areas (i.e., areas with shortages of optome-
trists or ophthalmologists providing vision care ser-
vices); (5) Foot care manpower shortage areas (Le.,
areas with shortages of podiatrists and other prac-
titioners providing foot care services); (6) Pharmacy
manpower shortage areas (i.e., areas with shortages of
pharmacists); and (7) Veterinary manpower shortage
areas (i.e., areas with shortages of veterinarians. Nurs-
ing manpower shortage areas remain covered under
section 836(h).

B. For each of these manpower types, there are
three basic criteria: (1) For designation of a geographic
area, the area under consideration must be a rational
one for delivery of the type of care involved; (2) Cer-
tain ratio and/or other types of criteria must be met by
the area itself; and (8) It must be demonstrated that
manpower in contiguous areas providing care of the
same type are overutilized, excessively distant, or inac-
cessible to the population of the area under considera-
tion.

(1) Rational Service Areas—For each type of man-
power the criteria relate the definition of appropriate
service areas, in general, to an appropriate travel time
to care. This travel time is set at 30 minutes for primary
care, and 40 minutes for dental care, based in each case
on existing studies suggesting that utilization of medi-
cal and dental services are seriously affected by travel
times greater than these. Appropriate travel time and
rational service areas for pharmacy services were as-
sumed to be the same as those for medical care because
of the need for the availability and quick accessibility of
prescription drugs to carry out prescribed medical
treatments. Appropriate travel times and rational ser-
vice areas for psychiatric, optometric, and podiatric
care were assumed to be the same as those for dental

* care, since they normally involve advance appoint-

ments and are of a non-emergency nature.

Because use of a 30- or 40-minute travel time in
urban areas would result in service areas with enor-
mous populations, with the consequence that appro-
priate patient-practitioner relationships would be less
likely to develop, and because of the observation that
patients of particular socioeconomic, ethnic, or racial
groups are often unlikely to cross certain neigh-
borhood lines to obtain care, the rational area criteria
also provide for definition of established neigh-
borhoods and/or communities within urbanized areas,
with a suggested minimum population of 20,000.

(2) Criteria to be Applied Within Areas—A variety
of factors are now included in the criteria for man-
power shortage within geographic areas. For most
types of care, a modified population-to-practitioner
ratio is still the basic indicator used. However, for those



manpower types where the available data supports
such adjustments, the population may be adjusted as
appropriate to reflect the varying care needs and/or
utilization of different population components, and
the number of practitioners may be adjusted to reflect
differential productivity based on such factors as age,
type of practice, hours of work, and, where possible,
the effect of auxiliaries. This modified population-
to-practitioner ratio for a given area is then compared
with the shortage level, as set in the criteria.

Data available indicated that population adjust-
ments for needs and utilization of different age/sex
cohorts was most appropriate for primary care and
podiatric care, while productivity variation based on
practitioner age was most significant for dental care
and podiatric care.

The criteria for the shortage levels were developed
in different ways for the different manpower types.
For primary care and dental, examination of the litera-
ture and calculations based on average visits per year
supplied by full-time practitioners, and visits per year
per person where care is available, suggest that levels
such as 2,000:1 for primary medical care and 3,500:1
for dental care could represent adequacy levels. How-
ever, it was felt that Federal intervention could only be
justified in areas where manpower levels were signifi-
cantly worse than adequate, indicating that the needs
of these areas are not being met through free market
mechanisms or reimbursement programs. The distri-
bution of population-to-practitioner ratios by county
for the U.S. were therefore examined to identify ap-
propriate levels. The designation levels selected,

3,500:1 for primary care and 5,000:1 for dental care, '

represent roughly 150% of the values for the median
U.S. county ratios (as opposed to the mean), and in
each case select approximately one-fourth of all U.S.
counties at this time.

To take into account other indicators of need which
cannot be included by modifying the population-to-
practitioner ratio, the shortage level of that ratio is
reduced (to 3,000:1 for medical and to 4,000:1 for
dental) where indicators of high need are present. In
choosing the indicators to be used, our emphasis was
on indicators that could be used to identify urban
shortage areas, since it appeared that the ratio critéria
alone would continue to identify rural shortage areas
effectively. For primary care shortage; one indicator
used is fertility rate; the level used picks out about
one-half the areas in an NCHS sample of poverty areas
in 18 selected cities. Another indicator used is the
poverty rate itself. The level chosen (30% of popula-
tion below the poverty line) identifies about one-half
the Jow-income neighborhoods defined by the U.S.
Census Bureau in the 50 largest cities. A third indi-
cator used is infant mortality rate, because of its wide
availability and its specific mention in the statute. A
level of 20 infant deaths per 1,000 live births or worse
was chosen for consistency with the standard under
consideration for use in the National Guidelines for
Health Planning, which was approximately the U.S.

county median according to 1966—70 five-year-
average data. _ ’

In addition to the above, indicators of insufficient
capacity have been defined in terms of excessive visits
per year per FTE primary care physicians, excessive
waiting times, limited acceptance of new patients, etc.
The rationale for selection of the criteria used for
these, as well as that for the criteria used for the VOPP
professions, is contained in a Report (BHM/OPD/
MAB #%78-03, November 1977) available from our
office.

It is worth mentioning here that the criteria for
podiatric shortage happen to be best documented,
since they are the result of a (as yet unpublished)
separate study by Leonard Greenberg which we sup-
ported, entitled “A Proposed Demand-Productivity
Model for the Designation of Podiatric Manpower
Shortage Areas.” This model includes the contribution
to foot care made by orthopedic surgeons and general

. family practitioners. The vision care and pharmacy

criteria take a slightly different form from that of the
medical, dental, and podiatric criteria; for these, the
requirements for and supply of services were esti-
mated and compared, with the shortfall (if any) in
optometric visits or in number of pharmacists needed,
used to determine whether the area involved has a
shortage. In the case of veterinarians, separate de-
terminations are made of shortages of food animal
veterinarians and of companion animal veterinarians, .
with the former involving a ratio of livestock equiva-

"lents to veterinarians, while the latter essentially uses

human population as a proxy for the pet population.
For all the VOPP professions, a computed need for at
least one professional to get the area below the short-
age level is required to declare it a shortage area, since
these areas are defined primarily for use by private
practitioners wishing to obtain loan repayment.

(3) Contiguous Area Considerations—Three ways
have been specified for determining whether man-
power in a particular contiguous area should mitigate
against designation: (1) If the area’s manpower re-
sources are beyond the “excessive” travel time for the
manpower type (i.e., 30 minutes for primary care, 40
minutes for dental); ((2) if the area has a
practitioner-to-population ratio greater than a certain

" level, and its manpower are considered to be over-

utilized so that it has no excess capacity to make avail-
able to its neighbors (this level was set at 2,500:1 for
primary care and 3,000:1 for dental care); and (3) If
specified access barriers prevent the population (of the
area being considered for designation) from obtaining
care in the contiguous areas.

C. Particular population groups may be designated
as “shortage areas.” Native Americans and migrants
are identified as population groups for which the Fed-
eral Government has special responsibilities or which
have special health care or access problems. Provisions
are also included for identifying other population
groups within geographic areas that, because of special
access problems due to language, cultural, or eco-
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nomic barriers, have a shortage even though the entire
geographic area in which they reside does not.

D. Facilities with a shortage of manpower can be
designated under certain circumstances. Special
criteria are included for shortages of health manpower
to serve prisons and other correctional institutions and
for shortages of health manpower to serve State men-
tal hospitals. In addition, the criteria include general
provisions for designation of other facilities having
health manpower shortages where it can be shown that

these facilities are providing services to a designated -

shortage area or to a designated shortage population
and have insufficient capacity to meet care needs.

E. The criteria include factors to determine which
areas have the greatest degree of health manpower
shortage for purposes of determining priorities for
placement. In general, the priorities mainly reflect the

level of the practitioner-to-population ratio and -

whether or not unusually high needs, as defined in the
criteria, are present.

F. The review and comment procedures used in-
volve HSA’s, SHPDA’s, Governors and others in the
designation process. Annually, the criteria are applied
to the best and most recent data available at the na-
tional level on the various factors included in the
criteria, and the resulting listing is sent to the HSA’s
for their review, comment, and recommendations.

Copies of all individual requests for designation of”

particular areas are also sent to the FISA’s, SHPDA’s
and the State Governors for comment and recom-
mendations.

5. Status of Current Area Designation
Efforts

The new criteria were published as Interim-Final
Regulations in the Federal Register on january 10,
1978. Immediately thereafter, copies of the criteria
were sent to all Health Systems Agencies, State Health
Planning and Development Agencies, and State Gov-
ernors together with listings showing relevant data
now in our files for each county and each previously
designated service area within their State. The agen-
cies were asked to review this material and make rec-
ommendations as to which areas within their jurisdic-
tion should be designated. By May 1st, responses to
this mailing had been received from 81 of 205 HSA’s
and 18 SHPDA’s. In addition, approximately 400 re-

quests for designation of specific areas had been re-

ceived.

After each such request has been reviewed both here
and by the HSA and State Agency and/or Governor, a
letter is written to the requestor stating the results of
the review. We are now preparing for Federal Register
publication the first formal list of designated areas,
which will include all areas designated by May 31.
Because requests and additional responses to our Jan-
vary mailing are still coming in, and because of the
staff time required for review of this material, the first
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list published will not be by any means complete, and
we anticipate publication of an updated list later this
year. We expect by the end of the calendar year to have
designated at least 1,300 primary care shortage areas,
including 250 in urban areas; 950 dental shortage
areas; 800 vision care manpower shortage areas; 800
foot care manpower shortage areas; 800 veterinary
shortage areas; and 200 pharmacy shortage areas, A
mailing to the planning agencies dealing specifically
with psychiatric shortage areas is to be made in the
near future.

6. Observations from our Designation
Experience Under the New Criteria

A couple of observations from our experience to
date in applying the criteria seem worth mentioning,.

In urban dreas, almost all of the designations involve
access problems rather than a complete unavailability
of primary care physicians. Most of these are economic
access problems, although these are often aggravated
by racial, cultural, or language differences. These eco-
nomic access problems may involve an insufficient
number of practitioners willing to accept Medicaid
eligibles; this may be because of the Medicaid fee
schedule, the red tape involved in getting reimburse-
ment, or simply that the practice generated by
privately-financed patients is sufficient to make accep-

. tance of publicly-financed patients unattractive. In

addition, there may be a significant population of
working poor—people without Medicaid eligibility but
with insufficient income to meet the costs of adequate
medical care.

The result is that we wind up fostering use of the
National Health Service Corps, originally conceived as
a program to place physicians in areas where there
were no (or almost no) physicians, to place physicians
within subsections of apparently physician-rich met-
ropolitan areas in order to meet the needs of under-
served populations within those areas. It would appear
that better reimbursement methods or some form of
National Health Insurance would be a more appro-
priate way of meeting the needs in these areas.

In rural areas, the criteria seem to work fairly well,
but we are receiving complaints that they do not iden-
tify some legitimate needs in the lowest density areas.
In such areas, as one State health director put it, “it is
difficult to round up enough people to meet the
criteria,” but a single physician may be on call day and
night to meet the needs of people spread out over a
large area. We should probably modify the criteria in
some way to deal with this.

7. Needed Improvements in Area
Delineation, Data Bases, and
Designation Criteria

Techniques for identification of rational health ser-
vice areas leave much to be desired. Some research has



already been undertaken to find better ways of iden-
tifying service areas, using such factors as commuting
patterns, natality and mortality data, etc. Comprehen-
sive and cooperative efforts involving the HSA’s are
needed to develop feasible procedures for defining
service areas, using consistent national guidelines and
local input and conditions.

The data base for shortage determinations needs to
be improved substantially. Currently, data bases are
being improved moderately through information
from the professional health manpower organizations
and the Cooperative Health Statistics System, but these
are scattered, inconsistent and generally unavailable
or not completely current. There are also a large num-

ber of variables important to the identification of '

shortage areas for which data are not now available,
and efforts need to be made to find ways that such data
might be collected by HSA’s and made available for
shortage designation purposes. Perhaps the most criti-
cal need is for development of criteria that go beyond
adjusted population-to-practitioner ratios, with more
rigorous and formal consideration of other factors. It
may be desirable to identify surrogate variables
(perhaps available from census data or other common
data sources) which could be used to represent factors
that would better identify health manpower shortage
areas. Efforts to identify such surrogate variables and
to develop sets of designation criteria using them have
been undertaken, but early results are too inconclusive
to permit changes in the criteria.

There is a need for major changes in the nursing
shortage criteria to improve the methodology now in
effect for such designations. The criteria in effect

under section 836(h) do not meet the requirements of -

section 332 for other types of shortage, and Congress
is moving toward requiring us to eliminate this incon-
sistency. Research needs to be done into more appro-
priate measures of nursing shortage and into more
appropriate applications of available data. Methods of
designating nursing shortage areas should take into
account interactions: with the nursing resources and
nursing needs of contiguous counties; methods for
designating subcounty areas with nursing shortages

need to be developed to deal with special cases; desig- .

nation of facilities with nursing shortages should also
be considered. .

8. Outstanding Issues

With the changes in the concept of health manpower
. shortage made by Congress through P.L. 94-484,
there is little difference left between the concept of
“populations with manpower shortages” and that of

“medically underserved populations.” This would ap-
pear to leave a policy issue open for discussion—i.e.,
should there really continue to be two shortage area
designation systems, one for health manpower-
specific programs and another for the more general
community health services programs? Or should there
be one set of criteria for each type of health service

" (i.e., primary care, dental care, vision care, etc.), with
the areas meeting those criteria eligible for all types of
Federal programs relating to that health service? We
have made one step toward the latter approach by an
interagency agreement that all areas designated as
primary care manpower shortage areas will also be
considered designated as medically underserved areas
(MUA'’s). Other areas which qualify using the Index of
Medical Underservice will continue to be designated as
MUA’s, however, whether or not they meet the pri-
mary care HMSA criteria. T'o make the two lists identi-
cal would require significant changes in one method-
ology or the other, or both.

A second issue, which has not really been fully en-
gaged in the process of designating shortage areas, is
that of the difference between needs and demands for

“care. The criteria as they stand represent a compro-
mise between the two, since the key population-to-
practitioner ratio is basically a need factor, but the
population is modified to reflect demands for and
utilization of services. In general, our policy is to des-
ignate shortage areas based primarily on need, with
the demand considerations to be taken into account in
the process of consideting applications to the NHSC
for placement of personnel (or to BCHS for grant
funds to be used in MUA’s).

« A related issue is that of adequacy vs. shortage. As
discussed above, we use a designation ratio which is
higher than the adequacy level, in order that Federal
resources will be used only in those areas where the
imbalance of supply and demand seems to result in
high levels of unmet need. Adequacy or target
population-to-practitioner ratios, lower than the des-
ignation ratios, are used by the Corps to determine
staffing levels for particular sites. Areas worse than the
staffing levels but better than the designation levels are
not considered shortage areas, but are in a kind of gray
area between shortage and adequacy. It can be argued
that all areas which do not meet adequacy levels should
be designated as shortage areas. We have not gone this
route primarily for the reason already mentioned, but
also because adequacy levels vary so much according to
different observers. Resolution of this matter thus
awaits a definitive study of adequacy levels together .
with a policy decision on the proper extent of the
Federal role in inadequately served areas.
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DATA NEEDS IN EVALUATING THE DISTRIBUTION OF

REGISTERED NURSES

Aleda Roth, Director, Statistics Department and Deborah Graham, Analytical Statistician, Statistics Department,

American Nurses’ Association, Kansas City, Missourt

Nursing personnel, in particular registered nurses,
play a vital role in the Nation’s health care delivery
system. Data on the nursing profession are essential
for effective planning and evaluation of health care
services. This paper focuses upon data needed in as-
sessing the distribution: of nursing personnel and in
particular registered nurses.

However, before engaging in the specifics, it is use-
ful to provide working definitions of some key terms
used throughout the report. First, the term “nurse
population” refers to the number of nurses holding at
least one current license to practice as a registered
nurse. It might be noted here that nurses can, and an_
estimated 21 percent do, hold current registered nurse
licenses in more than one State.! A “State nurse popu-
lation” refers to the actual number of nurses working a
State, if employed in nursing, plus the actual number
of nurses residing in the State of those not employed in
nursing. Similarly, the “county” or “SMSA nurse
population” is defined as the actual number of nurses
working or residing (if not employed in nursing) in the
respective geographic area under study. It is of inter-
est to point out that a recent ANA-HEW study showed
that an estimated 2.5 percent of the nurses employed
in nursing and 14.7 percent of those not engaged in
nursing were located in States where they held no
license to practice; however, these nurses did hold a
current license to practice in at least one other State.!
The “nurse supply” of an area is comprised of those
registered nurses who are employed in nursing on
either a full- or part-time basis. Finally, the term “re-
quirements for nurses,” quoting a recent article by Dr.
Eugene Levine, is defined as the “nursing manpower
necessary to provide nursing service to a population.”

Nurse requirements are measured by “demand, the -

number of nurses consumers will employ at various
rates of compensation or by ‘need’, the number of
nurses judged by professional standards to be neces-
sary to attain a desired goal as, for example, ‘safe,
efficient, and therapeutically effective care.’ "

The perceptions about current supply and require-
ments are of particular interest when scrutinizing the
distribution of nurses and defining the data needs. In
viewing the distribution of nurses, it should be born

‘in mind that the measurement of the supply, demand,
and requirements may take different forms depend-
ing upon the definition used and assumptions made.
Different conclusions might be reached even though
supposedly objective approaches to measuring the
problem were used. For example, one common way
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persons measure the proportion of nurses working in
a particular State is to use as a base, or denominator,
the total number of nurses who are both licensed by
the State and located within the State. As alluded to
earlier, because about 6.2 percent of the State nurse
population will not hold an active license in the State,
the proportion of nurses employed in nursing will be
somewhat overstated if State licensure data alone are
used. On the other hand, the use of individual State
licerBure data alone will undernumerate the entire
State nurse population because these counts are de-
void of the nurses who are not licensed in the State but
are working (or residing) in the State.

Now, how do we assess what data are required on
nurses? Let’s take a look at the types of data currently
collected and then point out the gaps. The collection of
data on nursing resources, as currently organized, is
undertaken by a variety of individual agencies and
organizations, both governmental and private, whose
organizational interests and goals govern the types of
data collected. Health planning agencies, professional
organizations, State and local governments and the
Federal Government have all been involved in deter-
mining and obtaining needed information on nurses.
One group in particular, the Interagency Conference
on Nursing Statistics, or ICONS, comprised of Statis-
ticians from the American Nurses' Association, the
National League for Nursing, the Division of Nursing,
the National Center for Health Statistics, the Ameri-
can Hospital Association, and the Bureau of Health
Manpower, has as one of its major focuses to deter-
mine the data gaps in nursing and to stimulate the
collection of the required data in nursing—at least at
the national level. It is through these organizations
that the majority of national data on nursing personnel
have been collected.

Historically, national data on nursing personnel
have been obtained from four direct sources. The first

. deals with studies of individual nurses; the second,

with studies of the employers of nurses; the third, with
studies of nursing educational institutions; and the
fourth, with nurse licensure or registration data. Each
type of study has value as each addresses different
questions which are required in assessing the distribu-
tion of nurses.

The American Nurses' Association’s inventory of
registered nurses provides the sole source of informa-
tion about the characteristics of all registered nurses.
The 1977 Inventory of Registered Nurses is being
conducted in cooperation with States participating in



the Cooperative Health Statistics System and through
partial funding by the National Center for Health
Statistics. Included in these Inventories are broadscale
statistics on the demographic characteristics, employ-
ment status, and educational preparation of nurses.
Being the most comprehensive source of national
nurse resource data, the Inventory provides for elimi-
nation of duplicate State licenses and measures the
actual number of nurses and their distribution
throughout the country. The Inventory measures the
distribution of registered nurses according to State,
city, and county of employment (or residence, if not
employed in nursing) and, hence, provides the only
source of complete information on the State and local
nurse population. For many reasons—too numerous
for this report—the number of data items. and the
nature of the data items which can be elicited from the
entire nurse population is limited. The ANA, working
with the CHSS States, the National Center for Health
Statistics and the Division of Nursing, has devised a
“minimum occupation-specific data set for registered
nurses.” This minimum data set, an extension of ones
used in previous inventories, is currently being col-
lected in the 1977-78 Registered Nurse Inventory. In
assessing the distribution of nurses at the State and
local levels, it is important to know in what major types
of settings the nurses are employed; what types of
nursing positions they hold; what their major clinical
teaching or practice areas are; what their basic educa-
tional preparation was; what the highest educational
degree they now hold is; whether they are working in
nursing on a full or part-time basis; and what distribu-
tion of demographic characteristics, such as age, sex,
marital status and race, exists.

With respect to the raw counts of nurses, it is useful,
but not sufficient, to examine the employed nurse-to-
population ratios. Although simple population ratios
are inadequate measures of need and demand for
health manpower, they can serve as gross indicators of
changes in nurse supply. It would be wise not only to
examine the gross nurse-to-population ratios, but also

to convert the part-time complement into full-time

equivalents. A high number of part-time nurses in an
area will consequently reduce the ratio and tend tobe a
gross indicator of shortage. Growth in the number of
part-time workers may reflect the difficulty for em-
ployers to find full-time nurses for employment. The
nurse-to-population ratios should also be viewed in
terms of the number and types of health facilities in an
area. Because the preponderance of nurses are em-
ployees, the substantial variations in the availability of
employment opportunities across divergent geo-
graphical areas cause differential nurse-to-population
ratios. Thus, the variation in nurse-to-population
ratios for smaller geographic areas, such as counties, is
likely to be widespread, merely due to the uneven
distribution of health facilities. )

" Since the Inventories provide basic statistics on the
fields of employment and the type of positions nurses
hold, data on the distribution of nurses by major em-

ployer type can be obtained. Furthermore, it is possi-
ble, and essential, to scrutinize the distribution of
nurses in an area according to type of position and
highest educational preparation. It is projected that in
light of society’s increasingly complex health care
needs and the increasing demand for more specialized
care, educational preparation at the baccalaureate and
higher degree level for nurses is becoming increas-
ingly important. In fact, in 1965 the ANA took a posi-
tion that the baccalaureate degree should be the basic
credential for professional nursing practice. In this
position paper two levels of nursing prctice, “profes-
sional and technical,” were proposed for implementa-
tion through legislative action in the various States by
1985.2 A variety of questions related to the quality of
nursing care have been raised; some propose that the
qualitative deficiencies in care are a consequence of
inadequate educational preparation of registered
nurses, particularly for leadership positions. The
rapid acceptance of increased respounsibilities,
technological advancements, and the generally antici-
pated move toward national health insurance, under-
score the need for more nurses prepared for leader-
ship roles and a reduction in the demand for less
prepared nursing personnel. Hence, there is a dire
need for continued collection of information on the
educational preparation of nurses.

Furthermore, there is a need to identify the nurses
in an area who have been prepared to function in
expanded roles. Using definitions established by the
ANA Congress for Nursing Practice, nurse practition-
ers have advanced skills in assessing the physical and
psychosocial health-illness status of individuals,
families, or groups in a variety of settings. They receive
special training through formal continuing education
programs thatadhere to ANA approved guidelines, or
through baccalaureate nursing programs. Data on the
specialty preparation, employment setting, and type of
reimbursement received for services are essential in
understanding the distribution of nurses. While their
numbers are relatively small at present (an estimated
9,120 nurses report “nurse practitioner” as position
title),* the nurse practitioners with broad respon-
sibilities in the area of primary care have a distinct and
important independent role in health care. _

Another way of evaluating the distribution of nurses
is to review the activity rates of nurses by marital status
and age. Comparisons of the activity rates of nurses
can be made with the rates for all females and for
females in selected occupations. Past studies have
shown, for the U.S. as a whole, that the activity rate for
all women was about half that for nurses. There is
evidence ‘that an expanding economy with readily
available jobs will tend to encourage a greater number
of women to enter the labor force. Although much of
the increase in the nurse supply is a function of the
changing age composition of the nurse. population, it
would seem that other factors, such as wage and gen-
eral economic conditions, are also operating. A few
years ago ANA staff evaluated some licensure statistics
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with respect to the number of reinstated licenses in a
particular State. It turned out that the general eco-
nomic conditions in the State were extremely poor
and, hence, many nurses were reactivating their
licenses and returning to work. Generally speaking,
past studies have also shown activity rates for single
nurses, regardless of age, to be higher than those for
married nurses. In addition, married nurses between
25 and 35 years of age show a general tendency to drop
out of the labor force and re-enter after reaching 35
years of age. There is also a tendency for nurses to
become inactive in nursing with advancing ages.’

Since there are distinct patterns of activity rates for
nurses with respect to various characteristics, there isa
clear reason to continue to collect these data. This
would be particularly true if one were developing
supply projection models for a geographical area, such
as the one developed by the Research Triangle Insti-
tute, as reported in the publication Trends in Registered
Nurse Supply.® Of course, if one were to use this ap-
proach, certain modifications would have to be made
to the model because of deficient licensure data and
the lack of interstate mobility data. The Division of
Nursing is currently working on such a projection
model for use by the Interagency Conference on Nurs-
ing Statistics in making its annual projections.

‘While only broadscale and limited information can
be obtained from individual nurses through the In-
ventory mechanism, it was possible to develop a na-
tional sample of registered nurses under a contract
with the Division of Nursing. Through a sample sur-
vey, a comprehensive set of information was obtained
from over 16,000 registered nurses. National and re-
gional data collected through this survey are presently
being analyzed. In regards to State data, data for
larger States are somewhat reliable; however, the ma-
jority of data for small States are subject to a fairly large

sampling error. It may be fruitful in future years to -

increase the sample size in order to improve the sam-
ple estimates for some medium-and small-sized States;
however, for certain States, including Alaska and
Hawaii, a small improvement in sample size will not
help the variance a great deal. From this survey, we are
beginning to obtain indications about the mobility of
nurses over geographic areas, employment settings,
and position types. In addition, detailed income and
family characteristic data have been collected in more
depth to study the factors associated with the nurse
supply. Finally, the sample survey allowed us the op-
portunity to look at major areas in which nurses spend
time as well as frequency of performance of selected
activities.

While these- estimates are not applicable to small
areas, the data from the sample is required to under-
stand the total nurse population and its overall charac-
teristics. The findings will enable persons at the local
level to better understand their own data. For exam-
ple, let’s say the sample survey shows that, on the
average, a nurse practitioner spends about 75 percent
of the time involved in direct patient care activities.
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Local nursing groups who are trying to assess the
number of nurse practitioners needed can use the
information to plug into their requirements formulae.

A second example of the utility of this survey is that
it substantiates the usefulness of marital status as a
proxy variable for family income and family
background in measuring nurse supply. It is much
easier and mare cost-effective to collect the one data
item on marital status in an inventory of all nurses in
the country rather than to ask a whole host of other
questions related to the nurse’s family background.

* Thus, certain national studies, while not producing

reliable State and local area data directly, are necessary
to understand the distribution of nurses by enhancing
the interpretation of the information analyzed at the
local level.

A third source of data obtained from individual
nurses which is of potential value in assessing the dis-
tribution of nurses is the collection by the National
League for Nursing of -up-to-date descriptive infor-
mation about the employment and geographic distri-
bution of newly licensed nurses.” As the testing service
for the Council of State Boards of Nursing of the
American Nurses’ Association, the National League
for Nursing develops and administers the licensing
examinations (known as the State Board Test Pool
Examination). Hence, the names and addresses of new
licensees are temporarily kept on file at NLN. For
nurses obtaining a first license in one of 34 States in
1975, the NLN mailed a survey to obtain unemploy-
ment data, information on the difficulty experienced
by the newly licensed nurse in obtaining a job, the
number of job offers received, and other related ques-
tions which were designed to establish a mechanism
for measuring equilibrium between supply and de-
mand. This approach is quite unique in helping to
assess shortage or surplus of nursing personnel by
geographic area and level of basic educational
preparation.

The second portion of my talk today deals with data
obtained from employers of nurses. In order to obtain
more detailed and diversified information needed to
assess both significant changes in the use of nursing
staff in a wide variety of employment settings and
certain economic data, studies presenting personnel
data in terms of facilities, characteristics, and uses are
most valuable. Detailed statistics of this nature can only
be generated through special studies of employers of
nurses.

Since hospitals continue to employ the greatest
number of registered nurses, some of the most valu-
able studies of nursing personnel are those in which
the hospital sector is scrutinized. In the past, much
data were consistently available on nursing personnel
in hospitals through a joint American Hospital
Assodation-Division of Nursing DHEW biennial sur-
vey.® Data on the number of full-and part-time regis-
tered nurses by type of position within the Department
of Nursing Services and throughout other depart-
ments enabled us to obtain a better fix on the ratios of



bedside nursing personnel per 100 average daily pa-
tients and per beds among the various types of hospi-
tals, on a State-by-State basis.

Data from the NCHS Master Facility Inventory ob-
tained in more recent years were not useful substitutes,
however, because of the need to isolate the staffing
patterns and levels of nursing personnel in various
parts of the hospital, such as intensive care, outpatient
units, emergency room, etc. We need to know the
trends in staffing levels and patterns in hospitals and
the changes occurring to affect staffing patterns of
nursing personnel, including registered nurses,
licensed practical nurses, aides, orderlies, and at-
tendants, provided in a hospital or nursing unit. The
amount of nursing personnel per patient-unit is the
“staffing level” expressed in a ratio either of nursing
hours per patient day or of number of personnel per
patient. In an article on. “Trends in Staffing of Hospi-
tals: Implications for Nursing Resources Policy,” Dr.
Myrtle Aydelotte reported that “hospitals have gained
more expensive and more sophisticated equipment
which, instead of reducing the number of staff re-
quired, intensifies the need for more. There is an
accompanying increase in the volume of supplies and
supporting equipment required by the sophisticated
technology. A few selected specialized services in hos-
pitals illustrate the recent program changes which
necessitate high levels of staffing and a high propor-
tion of registered nurses. There has been a striking
growth in the number of hospitals providing intensive
care, abortion services, renal dialysis, burn care, car-
. diac care, and many other types of specialized units.”®

The analyst of hospital staffing data should be aware
that staffing patterns and level are associated with a
host of other variables, as Dr. Aydelotte pointed out in
her article, such as “scale of operation, occupancy rate,
technology and type of facility, services, length of stay,
purpose, supply, funding sources, admission rates,
+and many other complex variables reflecting organi-
zational and community characteristics.” ® In addition,
she further pointed out that four major changes are
occurring in nursing which have strong implication for
manpower policy. These are “1) the increased special-

ization of the registered nurse group; 2) the introduc- -

tion of primary nursing care as an organizational
mode for staffing; 3) increased educational require-
ments for entry into practice; and 4) the restructuring
of the functional relationships of nurse personnel.”®
There exists a need for specialized data to assist in
understanding these changes in the nursing role.
Other data which are collected by ANA from em-
ployers, some of which are published in Facts About
Nursing,'? are information related to salary level paid
to registered nurses in different areas of the country
for the various employment settings and types of posi-
tions nurses hold. These data are relevant to the study
of distribution of nursing resources. Bognanno de-
fines an economic shortage of nurses, for example, as
the gap “between the amount of nursing resources
society is willing and able to hire at a given wage rate

(demand), and the amount of nursing services society
is offered at that wage rate (supply), other things
constant.”!

For the hospital and nursing education sector, ANA
periodically collects data on budgeted vacancies and
turnover.*? ¥ Budgeted vacancies are used as an indi-
cator of unmet demand. If we are willing to assume, in
an economic sense, that budgeted positions represent
the amount of personnel the public is willing to sup-
port, unfilled vacancies can be said to reflect current
unmet demand or shortage. The decline in the va-
cancy rate thus indicates either a smaller total number
of budgeted positions or a greater proportion of filled
positions. In either case, a shrinking vacancy rate may
indicate a general tightening of employment oppor-
tunities for nurses.

There are problems of distribution among the vari-
ous employment settings and within employment set-
tings which cannot go unnoticed. For example, while
there may appear to be a numerical abundance of
registered nurses in an area, it is plausible that one
sector, such as nursing homes, could have a shortage.
Within a hospital, while there is an ample supply of
registered nurses available for the day shift, the night
shift may be “short” on qualified nursing staff.

The third major section of this presentation revolves
around data on nursing education for use in under-
standing the distribution of nurses. Each year the -
National League for Nursing compiles data on the
admissions, enrollments and graduations from all
nursing educational programs. In addition, the NLN
provides an annual publication delineating each
school of nursing and its programs, the number of
nonnurses entering each type of program, and the
dropout rate for each type of nursing program are
indicators of a surplus or shortage of nurses.** The
number of graduations program type are also useful in
supply projections.

The final portion of the presentation pertains to the .
needs for continuous data on licensure to practice.
Licensing of health occupations is a function of State
government. The requirements for nurse licensure
are established by each State’s nursing practice act,
which is administered by the State Board of Nursing.
State boards of nursing are organized either as inde-
pendent bodies in the State government or within a
department of State government. State boards of nurs-
ing administer the nursing practice act by establishing .
minimum standards for approving basic nursing edu-
cational programs, determining by examination appli-
cants competence to practice nursing, and issuing
licenses to qualified applicants,

Graduates from initial nursing educational pro-
grams must pass the licensing examination adminis-
tered by the State boards as one of the requirements
for licensure. Through its annual survey to the State
boards of nursing, the ANA collects information on
the number of persons issued a first U.S. license. The
preponderance of first licenses are issued by the
examination process; however, a small percentage
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(less than one percent in 1975) were issued to foreign
nurses on the basis of a license or certificate from a
foreign country.” ¥

Since the boards have established precedures that
allow nurses with licenses in other States to obtain a
license through endorsement, statistics are provided to
the ANA on the number of licenses issued to nurses
previously licensed in another State. A word of cau-
tion, however—just because a nurse picks up a license
or renews it, a State cannot be inferred to provide any
information on mobility. Almost one-fifth of the
licenses in the country issued to nurses are duplicates.
The State boards also provide ANA with counts of
reinstated licenses, if such figures are kept, and the
renewals for the year.

The data on licensure from the State boards are also
used to provide some information on the number of
foreign nurse graduates licensed in the U.S. It is prob-
able that foreign nurse graduates migrate into areas
where they are more likely to find suitable employ-
ment opportunities and- areas where foreigners are
accepted. The extent to which this is the case is another
indication that a numerical shortage of nurses may
exist in an area. One area where data is needed is on
the numbers and distribution of foreign nurse gradu-
ates who have entered the country but who are not
licensed. The extent to which the foreign nurse grad-
uate who is not licensed in the U.S. is utilized by hospi-
tals and other health agencies to substitute for the
American graduate nurse is unknown; however, this
has marked implications for the nursing profession.

In the few minutes I have had the opportunity to
speak with you today, I have attempted to provide
some insights into the broad areas where data are
needed and the types of data needed to assess the
distribution of registered nurses. It is the intent of this
report to depict that the nursing profession is indeed
complex and, hence, “a nurse is not a nurse is not a
nurse.” This should be kept in mind whenever an
assessment of the distribution of nursing personnel is
made. Not only is the overall geographic distribution
of registered nurses important, but also it is important
to have a sufficient number of nurses with adequate
educational preparation to function in the various
nursing roles. On the other hand, it is important to
have information on the numbers, distribution and
characteristics of licensed practical nurses and the
trends in their distribution.'® In nursing, this address-
es the issue of a qualitative shortage of nursing per-
sonnel. Qualitative as well as quantitative aspects of
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nursing are implicit in all planning for health care.
Indicators of both are essential data requirements.
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DISTRIBUTION AND MALDISTRIBUTION OF

RESOURCES

Neil 8. Fleming, Division of Analysis, National Center for Health Statistics, Hyattsville, Maryland

Discussion after Dr. Hadley’s
Presentation

In creating a production function that relates health
as an output from an input of resources (including
physician supply), the amount of health that could be
marginally produced would be estimated by the same
function for any geographic area. The problem of
differing sizes of areas is avoided because there would
be different production functions that would estimate
a group’s (e.g., age-sex specific) current level of health
as a function of an area’s currently existing resources.
Moreover, a production function that is group-specific
could also be created for various specialties. An area’s
overall level of estimated health that is currently being
produced could be derived from a composite of the
estimated produced health for the various
characteristic-specific groups. However, it may be
more advantageous to view different size areas when
estimating services provided by primary practitioners
as compared with those provided by specialists. In
other words, it may be beneficial to disaggregate
physicians’ services according to specialty, perhaps
considering each specialty’s distribution for areas of
different population size.

The production function is not linear, but rather, it
is a translogarithmic function. This form has been
used in a number of previous production function
studies.

Discussion after Dr. Gittelsohn’s
Presentation

In answering the question of why there are few

indices of ambulatory care, an important component -

of a physician’s practice, it should be realized that this
phase of the research has lagged behind that pertain-
ing to the hospital data.

In reply to a question regarding whether or not
some physicians had offices outside their county of
residence (which would result in a distortion of the
meaning of the supply of physicians for a given
county), it was pointed out that there was little overlap
between the fairly large area examined in the study.

It is difficult to deal with patent discharge data for
small area planning, because a large portion of pa-
tients are not local. An example of this phenomenon is
given by the fact that only 25 percent of the individuals
using hospital services at Johns Hopkins were from the
surrounding Census tract.

Discussion after Dr. Rockoff's
Presentation

In regard to discrepancies between Medically Un-
derserved Areas (MUAs) and critical shortage area
designations, it should be realized that there is no clear
answer. The MUAs are used as rough cuts. A solution -
to the designation problem might be the existence of
disaggregated data that could subsequently be used
for programmatic intervention in small areas.

In making designations for the Rural Health Initia-
tives, exceptions are sometimes made for rural areas
which, because of a large city in the same county, are
part of an SMSA. San Bernadino is a good example of
an area that was designated for the Rural Health Ini-
tiative, because of its large rural portions, despite
being in an SMSA.

In answering the question of what channels the HSP

“or HSA can take in order to reach the decision makers,

the HSPs and HSAs should contact the appropriate
regional office.

The infant mortality designation produced differ-
ences that were reliable because they were based on
infant mortality for the State Economic Areas (SEAs).
The SEAs were aggregated at a large enough level in
order to produce robust estimates.

The comparison of counties by, characteristics of
access (e.g., travel time, cost of care, distance, etc.),
needs to be done more. Various aspects unique to the
specific geographical areas such as access (that could
be, for example, based on a spatial-effect choice model
that is used by geography) could be included. How-
ever, more research is needed in these areas before
such approaches can be used for designation purposes.

Discussion after Mr. Lee’s
Presentation

The question to be addressed is that of the rationale
employed in adding extra criteria for the designation
of urban shortage areas. The use of fertility rates is
Justifiable, insofar as high fertility rates imply a greater

. demand for services. The use of poverty as a measure

can be supported due to its relationship with economic
access. In fact, the expressed intent of Congress with
the creation of the National Health Service Corps was
to address the lack of access to medical care that ac-
companies poverty.
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THE ROLE OF HEALTH INTERVIEW DATA IN

PLANNING

Roger Kropf, Ph.D. Center Associate, Alpha Center for Health Planning, Dewitt, New York

Health interview surveys now serve two primary
purposes in this country: First, they provide informa-
tion on the use of the medical care system that we
cannot as yet obtain from the organizations and indi-
viduals who provide medical care. Secondly, they pro-
vide information about the health, attitudes, and other
characteristics of people regardless of whether they
use the medical care system at all. I make this distinc-
tion because it is clear that health interview surveys will
have to change as our ability to capture information
from medical care providers improves, yet they will
always be needed to provide information on all the
people whose needs we are trying to plan for. I would
like to outline some of the present needs of planners
for health interview data and at the same time discuss
what changes the future is likely to bring. I should also
remind you that few State and local planners have data
from interview surveys, so that we are really dealing
with the potential uses of health interview data rather
than the role such data now plays in most State and
local planning agencies.

HEALTH SERVICES UTILIZATION

Despite the growth in third party payment for medi-
cal care, planners at the State and local level usually
know very little about the use of health services in the
areas for which they must plan.

A common task that health planners are asked to
perform is to determine the need for acute hospital
beds, an especially critical task given the current extra-
ordinary increases in the cost of hospital care. Forget-
ting for the moment about the need for projecting the
" use of services in the future, how can the planner learn
what current utilization is? Since most States have yet
to implement a UHDDS or similar discharge data sys-
tem, the planner can at best learn from hospitals their
number of admissions and days of care provided and
proceed to calculate occupancy and length of stay.

The data in table 1 from an HSA in New York State

is actually more than most health planners have avail-
able to them. Because of a special 1-day patient origin
study, this agency was able to adjust the number of
- discharges and patient days to reflect movement across
county lines. Without such studies, the volume of ser-
vices actually being used by people in the individual
cities, towns, and counties for which health plans are
developed cannot be determined. Especially in large
metropolitan areas, where service areas are complex,
planners must focus only on the extent to which each
hospital’s assets and personnel have been efficiently

used. What is really needed is information on the
hospital days and services being used by distinct popu-
lation groups, defined either geographicallv or accord-
ing to social, demographic and economic charatteris-
tics known to be related to need and access to care.

Even when hospital discharge data becomes avail- -
able to most planners, health interview surveys will
have a role to play. They will be needed to determine
the significance of differences in utilization. There is
and will continue to be a critical need to know whether
those groups using more or less care are doing so
because of differential access to services, their ability to
pay for them, health practices or knowledge or the use
of care outside of the hospital.

A similar and more serious problem exists in de-
termining the use of services outside of hospitals. The
percentage of third party payment for outpatient care
is much smaller than for inpatient care. Data gener-
ated to substantiate claims for payment for outpatient
care covers a smaller part of the population. Regula-
tion has proceeded more slowly so that providers have
had fewer inducements to generate profiles of the
patients they serve. It is likely to be a much longer time
before we will obtain data on, for example, physician
visits and home health care services that would docu-
ment differences in the use of services at the State and
local level. National health insurance would help, of
course.

Health planners are now forced to rely on indices of
the use of services outside of hospitals rather than
direct measures of such utilization. Map 1 from the
health plan of another Health Systems Agency shows

" the use of an “Index of Medical Underservice.” It

combines data on the ratio of primary care physicians
to population, the percent of the population over 65
and below the poverty line, and the infant mortality
rate. This index was developed for the HMO program
under a Federal grant.

The absence of data on the utilization of services
might at first seem an unfortunate fact of life for
health planners, but something of little consequence
for the rest of us. I would like to remind you what the
absence of this information means.

Equity—We now have little understanding of the
equity of our current system of developing and paying
for health services. A look at Medicare reimbursement
data shows dramatic differences in the dollars we
spend for health care in different States and regions of
this Nation (table 2). While differences in unit prices
explain some of the disparities, it is clear that some
individuals are receiving more services than others. If
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INDEX OF MEDICAL UNDERSERVICE
WESTERN NEW YORK REGION

CHAUTAUQUA CO.

CATTARAUGUS CO.

AL

LEGANY CO.

Source: Health Systems Agency of Western New York, Health Systems Plan (April 1977)



Table 1
FROM: Hudson Valley HSA,

Proposed Health Systems
Plan (December 1977).
HUDSON VALLEY HEALTH SYSTEMS AGENCY

TABLE AC.5 Beds, Patient Days and Discharges per 1000 Population, 1975 HSA Region and U.S.

TOTAL
ESTIMATED
POPULATION GENERAL CARE GENERAL CARE
1975 TOTAL DISCHARGES (EXCLUDING NEWBORNS) PATIENT DAYS
Adjusted Adjusted
Adjusted Discharges Discharges # of Patient Days Patient Days Average
Total Total per 1000  per 1000 Patient per1000 per 1000 Length
Discharges Discharges! Population Population Days Population Population! of Stay
DUTCHESS 233107 27245 27417 116.9 117.6 225396 966.9 973.7 8.3
ORANGE 244360 40785 40537 166.9 165.9 312772 1279.9 12671 7.8
PUTNAM 67917 7463 7831 109.9 1153 57454 845.9 891.6 7.6
ROCKLAND 252777 28293 31423 111.9 124.3 214772 849.7 955.1 7.9
SULLIVAN 61553 10623 12759 172.6 207.3 95494 1551.4 2089.7 9.3
ULSTER 156357 19532 23216 124.9 148.5 163879  1048.1 1295.5 8.1
WESTCHESTER 889612 109740 106137 1234 119.3 1006688 1131.6 1085.2 9.4
REGION 1905683 243681 249962 127.9 131.2 2076455 1089.6 1125.6 8.3
u.s. 213450000 156.1* 1218.0 7.7

1 Adjusted discharges were arrived at in the following manner:
a. Discharges were reduced by the proportion of out-of-county residents hospitalized in each hospital according to the Blue Cross
Blue Shield One Day Inpatient census of 1975.

b. Discharges were increased by the proportion of county residents who were hospitalized elsewhere in New York State according
to the Blue Cross Blue Shield.

The adjusted patient day per 1000 population reflects the proportional change between the discharge rate per 1000 population and
the adjusted discharge rate per 1000 population.

SOURCE: New York State Economic Development Board, Population Projections, March 1, 1976.
American Hospital Association, Hospital Statistics, 1976 Edition.
:Uniform Statistical Report for Hospitals, December 31, 1975.
*U.S. Department of Health, Education, and Welfare, Utilization of Short Stay Hospitals Summary of Nonmedical Statistics
_United States, 1973.

Table 2

1974 1974

Medicare reimbursement Short-stay non-federal

per enrollee 65 and over , hospital beds per 1,000

civilian population

Part A&B Part A (excluding psychiatric)
Northeast $ 544 $ 401 4.56
South $ 395 $ 287 4,26
New York $ 623 $ 457 4.77
Arkansas $ 316 $ 220 4.50

SOURGE: National Center for Health Statistics, Health, United States, 1976—1977,Tables X, 127, 145.

planners are unable to detect and explain these differ- Need.—Need is as important as equity. I will discuss a
ences by examining both consumer and provider little later the problems involved in defining need in
characteristics associated with them, they face the terms of health status given our current data base.
danger of approving the development of additional Assuming that need is simplistically defined as the use
medical care resources in such a manner as to increase of services equal to the average for a particular plan-
the current inequities. ning area, most Health Systems Agencies would still be
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Table 3A. NATIONAL GUIDELINES FOR HEALTH PLANNING

Standards Respecting the appropriate supply, distribution and organization of health resources:

General Hospitals-Bed Supply

“Less than four non-Federal short-stay hospital beds for each 7,000 persons’in a health service area except under

extraordinary circumstances.”
Adjustment Factors:

. Over 65 more than 12% of population

NBWN =

. Seasonal variations in demand (e.g., migrant workers)

. Rural areas—access within a reasonable period of time (e.g., 30 minutes)

. Urban areas—qgreater ratio in some areas if entire SMSA meets standard

. Beds used by referred patients who reside outside both the SMSA and HSA

Table 3B

General Hospitals—-Occupancy

“An average annual occupancy rate for medically necessary hospital care of at least 80% for all non-federal short-stay
hospital beds considered together in a health service area, except under extraordinary circumstances”

Adjustment Factors:

1. Seasonal population fluctuations

2. Rural Areas—significant number of small (less than 4,000 admissions per year) hospitals, more beds needed to

accommodate fluctuations in admissions.
Additional Standards For:

Obstetrical services

Neonatal special care units

Pediatric inpatient services
—Number of beds
—Occupancy rates

Open heart surgery

Cardiac catheterization

Radiation therapy

Computer tomographic scanners

SOURCE: Federal Register, March 28, 1978, Part IV.

unable to define what parts of their regions were in
need of most health services. Need is generally being
defined, as the National Health Planning Guidelines
demonstrate (table 3), in terms of the volume of ser-
vices being provided by hospitals and other health care
providers, not in terms of the amount of care that
people actually receive.

The designation of health manpower shortage areas
by the Federal government is an important example of
where our currentlack of knowledge is likely to lead us
in the allocation of health care resources.

The Health Professions Educational Assistance Act
of 1976 required that DHEW designate health man-
power shortage areas across the United States. Desig-
nation as a shortage area brings a number of benefits,

! January 17, 1978 memorandum from Directors,
BHPRD and Bureau of Health Manpower on the Designa-
tion of Health Manpower Shortage Areas.

54

including eligibility to receive National Health Service
Corps physicians, and a greater likelihood that some
physicians will locate in the area because a portion of
their Federal education loans will be forgiven for ser-
vice in a shortage area. The Senate report on this bill
expressed dissatisfaction with criteria used in the past
that focused on the physician-population ratio. Faced
with a Congressional mandate to designate service
areas across the country, DHEW applied a basic ratio
of one primary care physician to 3500 people to desig-
nate shortage areas. In a letter to the Nation’s Health
Systems Agencies and State Planning Agencies,
DHEW urged that planning agencies examine any
data they had that would suggest whether these or
other areas in fact faced a shortage of primary care
manpower.! The criteria that a planning agency can
use to substantiate that a geographic area with a ratio
of between 3000:1 and 3500:1 is a shortage area are
presented in table 4.



Table 4. CRITERIA FOR PRIMARY MEDICAL CARE MANPOWER SHORTAGE

B. Criteria to be applied to service area:

1. Basic ratio of population to number of primary care physicians to indicate shortage is 3,500:1
2. Shortage ratio can be further reduced to 3,000:1 if either (A) or (B) below is applicable:
(A)  Unusual high needs for primary care, as measured by one of the following:
L Highfertility rates, more than 200 births per 1,000 women aged 15—44, or 40births per 1,000 womenaged 13—17

Il Infant mortality is greater than 20 per 1,000

. More than 30 percent of population (or of households) below the poverty fevel
(B) Insufficient capacity of existing primary care providers, as measured by any two of the following:
|

More than 8,000 visits per year per physician

Il Unusually long appointments waiting times—7 days for established patients and 14 days for new patients
lll.  Excessive average waiting time at providers’ office—more than 1 hour if appointment and more than 2 hours if

first-come, first-served

V. Excessive use of emergency room fagilities for primary care
Y/ 2/3 or more of area physicians do not accept new patients

Vi. Low utilization—2.0 or less visits per year

SOURCE: BHM/OPD/MAB, November 1977, Report No. 78—13

While the first three criteria involve the use of read-
ily available data, the validity of infant mortality and
poverty status as indicators of medical underservice
has been questioned by Kleinman and Wilson.? Data
on four of the six criteria concerning insufficient ca-
pacity could be obtained through health interview sur-
veys. These Federal criteria were developed because
the supply of physicians is clearly inadequate as an
indicator of unmet demand or need. Without im-
proved access to information on consumers, planners
are forced to rely on information concerning the pro-
duction and efficiency of the providers of health care to
make resource allocation decisions. In order to reduce
inequities in the availability of health services, planners
will need both information from providers and health
interview data directly from all of the population to be
served.

HEALTH STATUS

Most State and local health planners have little in-
formation on the well-being of the people they serve.
Estimates of the prevalence of chronic illnesses are
usually not available, let alone data on the ability of
individuals to function in the roles they would like to
hold in society—whether that be as a factory worker,
student, or professional. Death records have been the
planner’s primary source of information, and great
strides have been made in the use of such information
as indicators of the success of the medical care system
in at least assuring individual population groups of the
life span that is attained by others. Expected mortality
ratios, numbers of preventable deaths and years of life

2 Joel C. Kleinman and Ronald W. Wilson, “Are ‘Medi-
cally Underserved Areas’ Medically Underserved,” Health
Services Research (Summer 1977), pages 147—162.

lost are common health status indicators in the health
plans in the DHEW region in which I work. .
“Health interview data could play a role in expanding
the analysis of health status used in planning. The
prevalence and incidence of specific chronic or acute
conditions could be estimated, and some information
obtained on the limitations in function they create.
Because health interview surveys provide information

. on the entire population rather than just those who

utilize medical services, they will be needed to provide
this data even when our access to provider records is
improved. Rather than just examining the use of ser-
vices among similar demographic, social and economic
groups, we can add the dimension of level of func-
tional ability and presence/absence of chronic or acute
conditions to the study of who uses health services.

I do not want to minimize the problems involved in
linking the use of health services to health status, or of
defining functional ability. I only want to emphasize
that our ability to determine, for example, the number
of individuals with interference in functioning due to
arthritis or blindness who are not receiving social or
medical assistance is now, close to zero. Health Systems
Agencies are now being asked by the Federal govern-
ment to review and approve the expenditures of most
Federal grant funds other than research. Their ability
to determine the need for a range of medical and social
services to the non-institutionalized population in
their regions requires information that only health
interviews can provide. In their health plans, HSA and
State planners are being asked by the Federal govern-
ment to state what the priorities are for the develop-
ment of health services. Without an understanding of
what health problems exist, among what population
groups and in what locations, such priorities will
merely reflect the extent to which medical care provid-
ers, pressure groups and the media have brought at-
tention to a problem.
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NATIONAL POLICY AND STATE/LOCAL
DECISION MAKING

I hope we can all begin to take more seriously the
problems involved in delegating to the State and local
level decisions on the size, type and location of medical
services in the absence of information on the use of
health services and health status of the populations
residing in the areas to be served. Just as the develop-
ment of national policy requires the determination of
what problems exist and for whom in order to draft
legislation and determine overall spending levels, the
allocation of those resources at the State and local level
requires similar knowledge, but about the neigh-
borhoods, towns, cities and counties for which plans
must be developed. We definitely must consider less
costly means of obtaining information directly from
- individuals. We also need to improve access to infor-

mation already held by hospitals and other providers
and to encourage them to incorporate information
- now collected through interviews into their regular
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data collection systems. But just as the political and
business communities have learned the value of the
personal interview in marketing a product or winning
an election, the Federal government and the health
planning agencies it supports will have to recognize the
utility of interviews in allocating the billions of dollars
we now spend on medical care and the necessity of
bearing the expense of carrying them out.

Before dismissing the idea that health interview data
can be provided to State and local planners because of
high costs, I hope we consider the alternative ap-
proaches that will be discussed in more detail later in
this program. We can learn a great deal on the tele-
phone in less than a half-hour about the attitudes and
other characteristics of the American voter, as many
candidates for political office will testify. We can also
learn a great deal about where to place a clinic or a
hospital, about why health services are used and who
uses them in order to reduce inequities in the altoca-
tion of our health care resources.



THE VIRGINIA STATE—LOCAL HOUSEHOLD HEALTH
INTERVIEW SURVEY AS A DATA SOURCE

Frank H. Mays, Executive Director, Southwest Virginia Health Systems Agency, Inc., Blacksburg, Virginia

INTRODUCTION

The National Center for Health Statistics (NCHS),
‘within the U.S. Department of Health, Education, and
Welfare, has since its inception been conducting a
continuing Health Interview Survey based on a na-
tional sample of the population to obtain information
that would facilitate development of estimates of
prevalence and frequency of health problems with a
high level of confidence on a regional and national
basis. There is discussion of expanding the national
health interview sample to 90,000 households, twice
the present national sample size of 45,000 families (or
approximately 120,000 individuals). Although this
sample is fairly large, it is inadequate for the prepara-
tion of State or local estimates of health status and
well-being across the broad population of a State or
locality. Health systems planners at the State and local
level in Virginia have developed a cooperative health
interview survey project on a statewide basis. The in-
terested parties drew on the considerable experience
and expertise of the National Center for Health Statis-
tics in developing the specifications and survey in-
struments for the project.

Early in 1976, Virginia Health Systems Agency rep-
resentatives, the State Health Planning and Develop-
ment Agency, and the Virginia Center for Health
Statistics began meeting as a Data Task Force under
the sponsorship of the Virginia Health Statistics Advi-
sory Gouncil. In the process of inventorying and de-
termining availability of various health data items,
statistics, and information of use to health systems
planners, the Task Force identified certain in-
adequacies in the health data and statistics systems in
Virginia. Primary among these was the absence of any
health status information on family units. This kind of
data is usually available only through household in-
terviewing. From a defined universe of households,
sample surveying will provide a wide variety of in-
formation on perceived health problems; chronic
diseases; disability due to accidents and illnesses; utili-
zation of health and medical services; and some ex-
pression of the accessibility, availability, cost and qual-
ity of such services. With the fragmentation of the
health and medical care system, central data banks are
" virtually non-existent within States where- com-
prehensive information can be obtained on the life
experiences of individuals or family units in seeking
and receiving health and medical care, and informa-
tion on the range of health problems experienced by
family unit or individuals. Health information ob-

tained from households is without doubt essential for
those responsible for health systems planning and de-
velopment at present and in the future, and sample
surveying provides a cost-effective means tor obtain-
ing accurate data at a fraction of the costs that would
accrue in conducting a complete enumeration.

The Virginia Health Systems Agencies (HSA’s), the
State Health Planning and Development Agency
(SHPDA), the Virginia Statewide Health Coordinating
Council (SHCC), and the Center for Health Statistics
of the Virginia Department of Health (VCHS), are
participating jointly in the development and execution
of a statewide household health interview survey and
have pooled sufficient monies to conduct a survey of
approximately 5,000 households in Virginia; to com-
pute and tabulate the results; and to develop an analyt-
ical report of findings with regard to the health status
of Virginians and also provide information concern-

"ing their knowledge and utilization of the health care

system in Virginia. This project did not develop over-
night; it required a lot of meetings between January
1977 and September 1977 with the immediate out-
come being a signed contract with Research Triangle
Institute in North Carolina to do all those things neces-
sary to launch and complete the project within the
expected time frame we had all agreed upon.

STAGING OF THE PROJECT

A cooperative household health interview project on
a statewide basis is not an easy task to undertake, and
:such a project is expensive. Health system plannérs in
Virginia had some misgivings about whether it could
be done as the discussions began in January 1977, and
the risks seemed greater than the benefits at times. As
Chairman of the Health Data Task Force, my role was
to bring the different parties together and decide on_
ways and means for filling an identified data void if we
could develop a pool of money to pay the costs. We
were all in agreement that the project costs would be
prohibitive if each of the six official planning agencies
in Virginia tried to go it alone, and there would prob-
ably be no basis for comparative analysis even if we
were able to finance an HHI project in each health
service area. The key elements in staging the project
therefore were as follows:

1. Obtain formal agreement in principle from
the HSA’s and related State agencies on the
conceptual framework and need for the pro-
ject.
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2. Obtain formal resolutions from all parties to

contribute to a funding pool to pay costs of
the project. (Although actual costs were not
known at the time, it was projected that costs
for the HHI survey would range between
$250,000-$400,000.) The formal resolutions
would be to commit unexpended funds at the
end of each agency’s project year. A “go—no
go” decision would have to be made later
when actual project costs were known.

. All of the agencies making a commitment to

pool funds would meet under the auspices of
the Virginia Center for Health Statistics and
develop a survey instrument that would be
agreed on. The participating agencies
agreed, from the beginning, that the techni-
cal assistance and experience of NCHS spe-
cialists would be of paramount importance.

. A mechanism for holding the pooled funds to

pay the costs of the project needed to be
identified and a determination made by
HEW that the mechanism was acceptable, be-
cause the largest portion of the funding
would be HSA-SHPDA grant money from
HEW.

. Survey research firms most experienced in

health interviewing should be identified and
requested to submit a proposal once the sur-

vey instrument and relative sample size was
decided.

. An agreed upon objective was that at least

5,000 households in Virginia should be sur-
veyed (approximately” 1,000 households in
each of Virginia’s five health service areas)
and that data should be compiled and tabu-
lated along the boundaries of the five health
service areas to enable some comparison and
contrast studies. NCHS specialists felt that
this number would be a representative sam-
ple and would yield reliable information on
key variables with a relative sampling error of
no more than 10 percent. In addition to
aggregations of data by health service area,
there should also be a statewide aggregation
in the final report.

. Establish a Virginia Health Interview Council

composed of HSA, SHCC, SHPDA, HEW,
NCHS representatives with the following
purposes and responsibilities:

a. to develop a contract to be executed be-
tween the Bureau of Vital Records and
Health Statistics (VRHS) and the inde-
pendent survey research group which
shall be approved by the VHIC prior to

execution,

b. to develop a work schedule in cooperation
with VRHS and the survey research

group, with work scheduile to become an
addendum to the contract upon approval
by the VHIC,

c. to determine the amount of analysis and
assessment of health status which shall be
done by the survey research group,

d. to determine what analysis. if any, shall be
done by VRHS after the computer tapes
have been turned over upon completion
on the project, and

e. to provide, on at least a bi-monthly basis,
monitoring and evaluation of progress
being made by the survey research group
towards satisfactory completion of the
contract,

Further, VHIC and VRHS were to be guided by the
following precepts:

a. the survey and sample size shall be such as
to enable area distinctions, comparisons,
and contrasts to be made within and be-
tween the five health service areas, desig-
nated by the Governor of Virginia, and

b. the survey results shall be such as to allow
total population baseline estimates of key
variables with less than 10 percent relative
error in each of the five health service
areas.

OUTCOMES

The Virginia Household Health Interview Survey
project became a reality approximately nine months
after detailed discussions began among the more than
half a dozen agencies involved in health planning in
Virginia.

All five HSAs and the Virginia SHPDA provided
sufficient funds to finance the project through a fund-
ing pool administered by the Virginia Center for
Health Statistics, Virginia Department of Health, and
we did agree on a survey form and sampling design.
From the attached time table, one can see that the
project began on September 14, 1977, and is due for
complete wrap-up by mid December 1978, (Attach-
ment I) The contract cost is $349,481 and Research
Triangle Institute in North Carolina is the contractor.
(A copy of the contract with RTT is available on request
from Deane Huxtable, Director of the Bureau of Vital
Records and Health Statistics.) I should point out that
the costs of any similar surveys that may be done in
other States would vary somewhat, and would be de-
termined by such characteristics as geographic size,
sample size, the required survey procedures, and the
content of the questionnaire to be used. |

The total sample size chosen by RTI was 6,269
households, or responding units, and now that house-
hold interviewing is complete, except for some call-



backs, RTI anticipates that the final response rate will
be 90—91 percent RTT has described the Virginia HHI
response rate as extremely gratifying in view of in-

creasing difficulties in achieving high response rates in.

recent years. .

A key element for monitoring progress and follow-
through on the project is the Virginia Health Inter-
view Council (VHIC), comprised of representatives
from the various agencies participating in the project
(See Organizational Chart, Attachment II). I also serve
as Chairman of the Virginia Health Interview Council
at this time. As indicated earlier, Council’s duties and
responsibilities include:

1. Advising VCHS on the terms of the survey
contract initially and on an on-going basis.

2. Development of an on-going publicity and
public information campaign throughout
Virginia. Representative news releases and a
logo for the project used widely during the
interview phase follows (Attachment III).

3. Final decisions made in sessions with the con-
tractor on tabulation and cross-tabulation of
the data from survey.

4. Review, comment, and acceptance of the
final report and computer tapes from the
contractor.

SUMMARY OF DATA ITEMS IN THE
VIRGINIA HEALTH INTERVIEW SURVEY

A summary of the data set is found as dttachment IV.
The major sections of the survey form will be discussed
at this time, as well as discussion of the relevancy of the
data obtained to health systems planning in Virginia.

In addition to general information on household
members included in the survey and other informa-
tion required by the interviewers, the following sec-
tions on health related matters are included:

. Dental Care

. Doctor Visits

Limitation of Activity

Conditions

Hospital/Nursing Home Stays

. Health Insurance

Environmental Stress & Health Service Utili-
zation Patterns .

. Sample Person Interview—Life Styles,
Habits and Practices

®  NO G w0

" Dental Care.—The questions in the dental care sec-
tion are designed to tell us more about availability,
accessibility, and acceptability of dental care. Health
planners in Virginia are most concerned about family
attitudes concerning dental care, as well as spatial dis-
tribution of dental care resources. This information
would be most valuable in planning for dental health

education programs in health service areas, and to
apprise dentistry professionals of perceived problems
in obtaining dental care.

Doctor Visits.—The primary focus of this section is on
primary care by medical doctors and associated health
and medical care professionals. The questions are de-
signed to determine intervals in receiving medical
care, to determine if there is any trend toward seeing
more than one physician for the same problem, and to
determine settings in which care was received.

Limitation of Activity.—The questions in this section
are designed to give more information on prevalence
and incidence of limited activity and functional dis-
ability in households, as well as in age groups within
households. This kind of information will be most
valuable to us in planning for expansion of institu-
tional services, home health services and other non-
institutional services.

Conditions.—Designed to obtain information on
some 49 medical conditions or functional disabilities,
this section will enable us to make more precise preva-
lence and incidence estimates within the health service
area. More detailed information in this section will be
helpful in developing more specific planning goals
and objectives for services.

Hospital/Nursing Home Stays.—This section is de-
signed primarily to determine patient origin, in-
migration and out-migration patterns of household
members who have experienced a hospital or nursing
home stay during the previous year. Also, information
is obtained on source of payment for these stays and
the follow-up care patterns prevailing in the health
service area. Again, this is most valuable information
for reference in planning hospital and nursing home
configurations for the future.

Health Insurance.—This section provides for a more
detailed investigation and analysis of health insurance
coverage held by the health service area’s population,
and is most helpful for precise estimation of the per-
centage of population covered by insurance by types.
Planners must have more than national or statewide
information on populations covered by health insur-
ance. The kind of information obtained by HHI will
help the HSAs focus more sharply on certain insurers,
and devote more time to working with insurers on
benefits, closer monitoring of claims, and develop-
ment of insurance’ policy statements on minimum or
basic benefits that should be provided by health insur-
ers within the health service area.

Health Service Utilization Patterns and Environmenial
Stress.—This section of the survey is designed to pro-
duce information on stress situations encountered
during the past 12 months, i.e. family member death,
divorce, relocation, job change, unemployment, legal
or financial problems, births or adoptions. Also, ques-
tions are asked to determine from whom persons first
seek advice about medical or emotional problems. This
may be an M.D. or it may be people in the community
whose involvement in primary medical care is periph-
eral or non-existent. All this information will be help-
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ful in determining how to structure community health
education programs for population clusters within the
health service area, and to determine what other kinds
of persons to bring into the health systems planning
process who may not be participating at the present
time.

Sample Person Interview.—Within each household
surveyed, an average of one sample person will be
identified, and more in-depth questioning will be con-
ducted to offset recall problems when one person is
trying to recall experiences of all household members.
These questions are designed to obtain individual per-
ceptions on availability, accessibility, and acceptability
of routine medical care, and associated problems. Life
styles, habits, and practices of that sample person are
also scrutinized including things such as smoking, al-
cohol beverage intake, exercise, use of sleep-inducing
medications, health maintenance, and use of preven-
tive health measures.

SUMMARY

State-local health interviewing is feasible and neces-
sary for health systems planning because it provides a
unique data base that enables more precise and accu-
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rate estimates of prevalence and incidence of health
and medical care problems within a State and provides
directions for future development of the health and
medical care system in a designated héalth service
area,

The costs may be prohibitive for one agency within a
State to develop information described in this presen-
tation, but it is anticipated that the approach taken by
one State (Virginia) may have application in other
States. Tact, diplomacy, and a rather clear understand-
ing of objectives among several agencies within a State
can lead to a successful project and an adequate fund-
ing pool, as I think we have clearly demonstrated.

We feel sure that there will be a great deal of com-
parative analysis of data and human experiences with
the results of this survey, and comparisons or contrasts
will be drawn between several Health Systems Agen-
cies within a State; the State as a whole; and the Nation,
The nationwide data base, of course, will be the Na-
tional Health Interview Survey data, and as much of
this tabular analysis as possible in the Virginia HHI
survey will parallel those published tabular findings
which are available from the Health Interview Survey
for the Nation.
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ATTACHMENTI
(PROJECT TIMETABLE)

VIRGINIA HEALTH INTERVIEW SURVEY

SCHEDULE OF SURVEY ACTIVITIES
(Data Collection and Analysis)

September 14, 1977—December 13, 1978

Activity

Sept | Oct | Nov | Dec | Jan | Feb | Mar

May

June

July

Aug

Sept

Oct

Nov

Dec

Contract Award
Planning, Q. Development, Etc.
Sample Design & Selection

Cruising & Listing:
Retain Staff
Train Staff
Conduct Cruising & Listing

Set-Up & Conduct Pretest:
Prepare Materials for Pretest
Cruise & List Pretest Areas
Retain & Train Interviewers
Conduct Pretest Data Collection
Develop Data Processing Programs
Develop Receipt Control Procedures
Train Editors/Coders/Data Entry Personnel
Process Completed Data

Set-Up & Conduct Statewide Survey:
Revise & Print Q., Manuals, & Materials
Complete Cruising & Listing for Initial Assignments
Recruit Field Interviewer Staff
Develop Data Processing Programs
Train Field Interviewers
Review Initial Work of Interviewers
Conduct Data Collection
Finalize Editing/Coding/Data Entry Procedures
Implement Receipt Control Procedures
Develop Data Tape Editing/Cleaning Specifications
Process Completed Data
Machine Edit Completed Data Tape

Analyze the Survey Results:
Prepare Basic Survey Tabulations
Calculate Standard Errors
Analyze Survey Data in Detail
Make Comparisons with the National HIS

Prepare and Submit Draft Final Report

Prepare and Submit Revised Final Report and Data Tapes

X
XX [ XXXX | XX

XXXX Y XXXX

XXX

XXXX | XXXX FXXXX

XX XX

XX

XXXX
XXX
XXX
XXX XX
XXX
XXX
XXX XXXX

XX| X

XX| XXXX | XXXX
XXX XX
XX | XXXX

XXXX

XXXX

XX
XX

XXX

XX

XXXX

XX
XXX

XXXX
XXXX

XX

XXX

XX
XX

XX




ATTACHMENT I
(HHI ORGANIZATIONAL CHART)
VIRGINIA HEALTH INTERVIEW SURVEY

Sponsor: State Department of Health
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ATTACHMENT NIl
(LOGO AND NEWS RELEASES)

TELEVISION PUBLIC SERVICE ANNOUNCEMENT
SUBJECT: Virginia Household Health Survey

Virginia’s Health Planning Agencies-
and the State Heaith Department

VIRGHUA
HMOUSEHNOLD
MEALTH
SURVEY
by

Script: (20 seconds)

THE RESEARCH TRIANGLE INSTITUTE IS CONDUCTING
A HOUSEHOLD SURVEY FOR YOUR LOCAL HEALTH
SYSTEMS AGENCY AND THE STATE HEALTH DEPART-
MENT BETWEEN NOW AND MARCH 31. THIS IS YOUR
CHANCE TO TELL ABOUT YOUR FAMILY’S EXPERIENCES
IN OBTAINING AND PAYING FOR HEALTH CARE. YOUR
ANSWERS CAN HELP MAKE IMPROVEMENTS IN THE
DELIVERY OF HEALTH SERVICES IN VIRGINIA.

Copies attached for the following television stations in HSA (lll):

Already transmitted!

For more information contact—Name:
Phone No.:

STATE'S HEALTH PLANNING
AGENCIES TO CONDUCT SURVEY"

Virginia's health systems planning agencies are sponsoring
ahousehold health survey to determine the accessibility, avail-
ability, cost and quality of health services currently being re-
celved by citizens of the Commonwealth. It is the first such
survey to be conducted in Virginia and will be conducted over a
10-week period beginning in mid-January 1978. A total of 1,000

households will be surveyed in each of the State’s five Health
Service Areas designated by Governor Godwin in 1975.

The Central, Eastern, Northern, Northwest and Southwest
Virginia Health Systems Agencies have joined in the project
with the Statewide Health Coordinating Council, Virginia State
Department of Health, and the U.S. Department of Health,
Education, and Welfare. The survey is being conducted by the
Research Triangle Institute of North Carolina.

The survey resulted from the recommendations made by the
Health Information Task Force comprised of representatives
from each of Virginia’s Health Systems Agencies and the State
Department of Health. It was the finding of this Task Force that
the State’s health planning agencies lacked information on
health care problems faced by individua! families within Vir-
ginia. In addition, existing health information reflects the expe-
rience of only those persons who actually use health services,
not those who do not seek such services. The household health

- interview survey has proven to be an effective means of obtain-
ing this type of information. -

The health survey interviewers will be seeking information
from selected Virginia households concerning such topics as
dental and medical care, health insurance coverage, health
conditions and hospital stays.

Preliminary results of the survey will be available by August,
1978. These results, along with the final findings, will enable
the State’s health planning agencies to improve their plans for
the promotion of quality health care at reasonable costs for all
Virginians.
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ATTACHMENT vV

IDENTIFYING INFORMATION

(COMPLETE SECTIONS A-D ON EACH QUESTIONNAIRE USED)

D 2 ' VIRGINIA HEALTH SURVEY

A PsU ﬁ SHU Iqu

HEEEN

Fiefd Operations by

(If 2 or more books, specify reason}
B. Book D] of El:, books for RU

RESEARCH TRIANGLE INSTITUTE
P. 0. BOX 12194

€. No. of RUs in this SHU D:l

RESEARCH TRIANGLE PARK, NORTH CAROLINA
FOR OFFICE USE ONLY

VERIFICATION CODE For

Yes.......00 THE VIRGINIA DEPARTMENT OF HEALTH
D. FI Name FI No. | 111 No .......02 THE VIRGINIA HEALTH SYSTEMS AGENCIES
INTRODUCTION

(COMPLETE SECTIONS BELOW ONLY ON BOOK 01 FOR AN RU)

(BEGIN INTERVIEW WITH SECTIONS E, F, AND G)

E. INTRODUCTION
Hello, I'm from the F h Triangle Institute in
North Carolina. We are conducting a statewide health care survey in
Virginia for the Virginia Department of Health and your Health
Systems Agency. Here is a letter from the State Health Commissioner
explaining the survey and how important your participation is.

G. (ASK FOR RU 01 ONLY)
Are there any occupied or vacant living quarters besides your own
{in this structure or on this property? (FOR SINGLE-UNIT
STRUCTURES)
in this unit? (FOR MULTI-UNIT STRUCTURES)

m

. First, what is your exact street address? (/NCLUDE HOUSE NO., APT.
NO., OR OTHER IDENTIFICATION AND ZIP CODE.)

City State ZIP Code

{IF RU 01, GO TO G; OTHERWISE, SKIP TO Q. 1)

Yes . ..... 01 {ADD TO LIST OF ADDED HOUSING
UNITS IF INDICATED BY MISSED
HU RULES)

No ...... 0z

(CONTINUE INTERVIEW WITH Q. 1)

H. {RECORD RESPONSE TO 0. 45 HERE)

Phone No. NoPhone , ... . 01

Refused  .......02

{A/C}

INTERVIEWER FIELD RECORD

(COMPLETE SECTIONS 1-P AS APPROPRIATE ON BOOK 01)

(OMIT SECTIONS. L, M, AND N BELOW IF GENERAL INTERVIEW
NOT OBTAINED)

I.  RECORD OF CALLS AT RU TO OBTAIN GENERAL INTERVIEW

L. No.of SPsinRU [ ] (IF “0” OMIT M AND N}

group quarters, used for nonresidential purposes. (/dentify neigh-
bor source in K and explain in O.)

Temporary or vacation home; usual residence elsewhere. f/dentify
neighbor source in K and explain in 0.)

075

Day of Hesat Code M. RECORD OF ADDITIONAL CALLS ON SPs {7 None
Call Fl No. Week Date Time {From J)
am RESULT CODE
1 pm (018, 026, 034, 042 OR 083}
2 o Day of Methad | SPCol | SPCol. | SPCol. | SPCol.
- Call | Week |[Date |Time {Circle) PR
3 pm am
1 epm| T P
4 pm . m
= 2 pm{ T P
5
= 3 TP
am
6 pm am
po 4 pm| T P
7 sm am
R am ] pm| T P
pm
N. SP FINAL RESULT CODES (ENTER SP COL. NO(S). AND CIRCLE
J. RESULT CODES (CIRCLE FINAL CODE FOR GENERAL ONE CODE FOR EACH)
INTERVIEW)
Col. Cal. Col. Col.
018 Interview completed.
026 No eligible respondent at home. (Make second cal! between 018 018 018 018
6:30-9:00 p.m. or on Saturday; after 4th call, discuss with coor-
drator] v e 026 | 026 | 026 | 026
034 Temporarily absent. (Record details in P and discuss with coor- 034 034 034 034
dinator.) 042 0s2 | os2 | oa2
042 Refused. (Record details in P and discuss with coordinator.)
059 Vacant. {ldentify neighbor source in K.} 083 083 083 083
067 Not a housing unit; e.g., merged, demolished HU, moved away,

0. NOTES (INCLUDE HERE EXPLANATIONS OF CODES 067,
075, AND 083]

083 Other. {Explain in O and discuss with coordinator.}
K. NEIGHBOR IDENTIFICATION {COMPLETE FOR FINAL RESULT
CODES 059, 067, AND 075]
Name of Source
First Last
Address
Phone No.
{AIC]
Date

P. NONINTERVIEW EXPLANATIONS (CODES 034 AND 042)
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THEHEALTH INTERVIEW SURVEY COMPONENT OF A
COMPREHENSIVE HEALTH INFORMATION SYSTEM

Alan B. Humphrey, Ph.D., Director, and Ann H. Walker, M.A., Deputy Director, Rhode Island Health Services

Research Inc., Providence, Rhode Island

The primary objective of a statewide health infor-
mation system is to provide that information needed
for planning, implementing, managing, and evaluat-
ing health programs. A comprehensive health infor-
mation system then would include population descrip-
tors, health resources inventory, utilization statistics of
those resources by the population and fiscal descrip-
tors. The primary data components within the broad
categories are the following:

« Population

« Census

« Vital Records

« Health Interview Survey
« Resources

o Manpower

o Facilities
» Utilization

« Ambulatory Care

o Acute Care

+ Long Term Care
« Fiscal

« Funds Flow

The Health Interview Survey (HIS) component,
while often viewed as a costly luxury item in a statewide
health information system, is in fact the most impor-
tant component, as it provides information on the
entire non-institutionalized population that cannot be
obtained from any other source. In addition, it is the
only mechanism that provides data on morbldlty, per-
ceived health needs, health habits and attitudes, and
out-of-pocket health expenditures. Since these data
items as well as those on utilization of services are
obtained on a common record, a mechanism is estab-
lished for interrelating all the components.

In addition, the HIS is self contained. The percent-
age of the population with a particular characteristic is

easily calculated, and independently developed de- -

nominator data are not needed unless estimates need
to be made of the total number in the population with
that characteristic. Even then the numbers can be es-
timated based on the sampling fraction being used.

When data from a statewide Health Interview Sur-
vey are coded to small geographic units within the
State (census tracts, minor civil divisions, cities or
towns) the utility of the information increases consid-
erably, since the survey information can be used to link
data from other data sets on a geographic basis.

The State of Rhode Island is completely census
tracted, and the tract is the smallest unit used for

coding the data. In addition, each tract has been
categorized into one of four SES groups, (Poverty,
Low, Middle, High) which allows for small geographic
analyses to be conducted. For example, vital statistics
provide indicators of health status (i.e., death rates,
infant mortality rates, etc.) but yield little information
on the determinants of health/status (i.e., availability,
accessibility, barriers to health care, morbidity, envi-
ronment, etc.). Health resources statistics provide in-
formation on the availability of services and manpower
existing in an area, but these services are generally
concentrated in specific areas within the State. Using
measures of the utilization of ambulatory services
from the HIS, it is possible to allocate the number of
physicians to smaller geographical units.

Health Interview Surveys were conducted in Rhode
Island in February and March 1972, and March and
April 1975. Approximately 1 percent of the State’s
households were sampled in 1972 and .6 percent in
1975, yielding 3,086 families/9,383 individuals in
1972, and 1,952 families/5,655 individuals in 1975.
The interviewing methodology varied between the two
surveys in that the 1972 survey used a combination of
phone, mail and personal interview techniques, while
the 1975 survey was all personal interview.

The major topics covered include:

- Demographic Characteristics

- Health Conditions and Disability

- Preventive Care and Health Habits

- Attitudes toward Health Care

. Utilization of Health Services and Regular
Sources of Care

. Hosp1ta1 Payment Coverage and Out—of—

pocket Health Expenditures

HOQW»

oo

SEARCH has provided basic descriptive material on
each of these topics for distribution to other agencies
(Health Interview Survey Profile). Some of the high- .
lights of this report and other more detailed analyses
have implications for the way health status, utilization,
and availability of medical care resources are interre-
lated.

For example, in 1975 in Rhode Island there were 3.6
visits per person per year to a physician. However,
when compared across FES groups (table 1) the “pov-
erty” and “low” groups see a physician about 1 time per
year more than the “middle” and “high” groups. One
conclusion may be that individuals in the poorer FES
groups are in poorer health; another may be that due
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to government programs, they overutilize the services.

When the morbidity measures (table 2) are com-
pared to explore the health issue, we find that individ-
uals in the “poverty” group have about three times the
number of bed days as those in the “high” group, and
are about three times as likely to experience interfer-
ence with their usual activities due to some impair-
ment. Not only does about 30 percent of the “poverty”
group experience this interference, but also there ap-
pears to be a gradient with FES. Therefore they are in
poorer health but possibly do not utilize medical ser-
vices appropriately. In addition, they may not be prac-
ticing preventive services to the degree that would lead
to better health. This possibility turns out to be some-
what of a mixed bag (table 3). Eye examinations and
blood pressure checks are about the same across the
groups, while pap tests and breast exams are practiced
about half as frequently in the “poverty” group as in
the “high” group.

One other item that has been suggested for the
poorer health status of the “poverty” group is that
accessibility barriers exist for them that do not exist for
the “high” group (table 4). This appears to be true only
for transportation.

While these statistics are interesting when taken sep- .

arately, they describe and quantify an overall situation
in which individuals in “poverty” and “low” socioeco-
nomic groups are in poorer health, generally do not
follow health maintenance practices, and, con-
sequently, once in the medical care system, use more
resources. One might speculate that accessibility fac-
tors and ignorance may be the primary antecedents to
the higher use rates that result from people getting
care when the disease has progressed further than it
should have if care had been received earlier in the
disease cycle. The HIS then allows for the formulation
of such questions, and can be used to direct or orient
the analyses and data needed.

As an aside, it is interesting to note that people’s
attitudes (table 5) across FES groups vary only in thata
greater proportion of people in the high FES group
were dissatisfied with the availability of physicians on
weekends and evenings.

One issue that requires information from other
CHSS data sets but also requires HIS information is
the availability of physicians in small geographic areas
to meet the needs of the population. Data collected
from physicians provides information on where
physicians practice and how many hours they expend
. on patient care. Usually the physicians’ offices tend to

cluster in certain urban settings, and Rhode Island is
‘no exception to this trend. Consequently, the calcula-
tion of physicians per 1,000 population is a relatively
useless statistic when calculated for small or rural
areas. A neighborhood may not have any physicians in
it, but there may be physicians in adjoining areas or
within a reasonable commuting distance. The pro-
vider dependency ratio based on where physicians’
caseload is drawn from can be used to allocate physi-
cians (or FTE) to other geographic areas. This infor-
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mation, along with the population’s assessment as to

- whether transportation is a problem, can be used to

indicate whether a particular area is truly a shortage
area with respect to the availability of physicians.

This procedure and others using data from all the
CHSS components were used to explore the relation-
ship between health status, availability of resources,
accessibility to those resources, and the use of curative
and preventive services. To conduct this study the
State was first partitioned into 18 primary care service
areas based on patient origin trends from the HIS.
The variables used included the location of the re-
spondent’s home and the office location of his regular
physician. Indicators of health status were then calcu-
lated from mortality and natality records, availability
of resources from the manpower and facilities survey
data, accessibility of resources from the Health Inter-
view Survey, and the utilization of resources from the
HIS and the hospital discharge data set.

The most striking finding of the analyses of these
indicators, using measures of association, was that
availability of services was not correlated to health
status, but accessibility was positively correlated: i.e.,
areas where services were more accessible also had
better health status. All other correlates were essen-
tially zero, but there were trends concerning utilization
which indicated:

1. Greater curative care utilization was associated
with poorer health status, poorer accessibility
and poorer availability scores and

2. Greater preventive care utilization was associ-
ated with better health status.

In addition to the use that SEARCH has made of the
HIS for research purposes, there have been a large
number of external requests ranging from minor re-
quests to substantial analytical undertakings. Some of
these applications related to health planning and to the
decision making process are highlighted here.

THIRD-PARTY COVERAGE IN RHODE
ISLAND

One of the major applications of the survey data has
been in assessing the extent of third-party coverage in
the State. It is the only method by which estimates can
be made of the population without any form of cover-
age and of those with double coverage. Furthermore,
because the information is obtained in the context of
other demographic and health-related data, compari-
sons can be made of the age, sex, race, disability, and
utilization patterns of those with and without insur-
ance coverage. ’

The, Office of Health Systems Planning of the
Rhode Island Department of Health contracted with
SEARCH to produce a report documenting the extent
of third-party coverage in the State.

Table 1 from that report, entitled “Third-Party
Coverage of Health Care Costs” by Jay Buechner,



Ph.D., and Harvey Zimmerman, displays the distri-
bution of the population by type of coverages. While
the distributions were very similar in 1972 and 1975,
there was a slight decrease in the percentage of per-
sons without coverage, although the percent with pri-
vate health insurance declined slightly.

The final impact of this information on policy deci-
sions is yet to be determined. However, the data have
been integrated into the State’s health systems plan.
Specifically, in the goal statement regarding “Accessi-
bility of Services,” a target accomplishment is for the
percent of Rhode Islanders with no health insurance
coverage to be reduced to zero. The population

groups most likely to be affected include the poverty’

group, with 13.8 percent without coverage, the un-
employed 18.3 percent without coverage and the
young adults aged 17-24, of which 11.4 percent lacked
coverage. .

An additional analysis was requested of SEARCH by
the Department of Health to estimate the cost of pro-
viding coverage to those without it. Using additional
survey data on the household characteristics of per-
sons without coverage, i.e., single “individuals” vs. two
or more person “families,” and on employment status
of heads of households without coverage, it was esti-
mated that the cost of such coverage would range from
7.25 million dollars if. only hospital insurance were
provided, to nearly 11 million dollars if surgical insur-

ance and major medical benefits were added as well.!

! Jay S. Buechner, Ph.D., “Estimated Costs of Provid-
ing Private Health Insurance to the Noncovered Population
of Rhode Island,” Rhode Island Health Services Research,
Inc., (SEARCH), April, 1978.

HEALTH CARE COSTS

The information on out-of-pocket health care costs
(table 6) which was obtained in the 1975 survey has also
been used extensively in the State. One of its major
applications has been to provide estimates for the cost
of the Catastrophic Health Insurance Plan (CHIP)
enacted in 1974. The CHIP legislation was designed to
prevent any family in the State from bearing “cata-
strophic” health care costs in any given year. In order
to define what a catastrophic cost was, several criteria
were used. They included comprehensiveness of cur-
rent health insurance coverage accompanied by a vary-
ing deductible in out-of-pocket cost. Essentially the
impact was that families with a “fully-qualified plan,”
defined as hospital and surgical coverage with major
medical benefits, had the lowest out-of-pocket deduct-
ible, while persons with no coverage had the highest
deductibe (which amounted to $5,000 or 50 percent of
annual income, whichever is greater.)

Tat:JIe 1. AMBULATORY CARE UTILIZATION BY FAMILY ECONOMIC STATUS, 1975

Poverty Low Middle High
Mean number of visits per person per year to a physician 4.8 4.2 3.3 3.6
Mean number of visits per person per year to a dentist 1.1 1.3 1.5 241

SOURCE: Rhode Island Health Services Research, Inc., (SEARCH), 1975 Health Interview Survey.
Table 2. DISABILITY INDICATORS BY FAMILY ECONOMIC STATUS, 1975

Poverty Low Middle High
Mean number of bed days/person/year 13.2 7.7 5.6 44
% with some degree of interference with usual activity 29.4 21.8 11.2 - 10.1

SOURCE: Rhode Island Health Services Research, Inc., (SEARCH), 1975 Health Interview Survey.

Table 3. PREVENTIVE CARE INDICATORS BY FAMILY ECONOMIC STATUS, 1975

% Eyes examined in past year

% Blood pressure checked in past year

% Women having pap test in past year

% Women practicing breast self exam in past year

Poverty Low Middle High
49.6 49.3 48.0 54.2
71.2 71.6 64.1 68.4
29.1 33.2 42.9 52.5
41.0 55.2 68.6 704

SOURCE: Rhode Island Heaith Services Research, Inc., (SEARCH), 1975 Health Interview Survey.
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Figure 1 shows the distribution by comprehensive-
ness of coverage by family economic status group.
Nearly 15 percent of the poverty group had minimal
or no coverage compared to about 5 percent of the
high income group. This information, coupled with
the out-of-pocket cost data obtained in the survey and
aggregate funds flow estimates has been used to make
estimates of the cost of the CHIP program if certain
changes were made in the quantifications criteria.?

? Harvey Zimmerman and Ann Hamilton Walker,
“Measurement of the Amount and Distribution of Out-of-
pocket Health Care Expenses: Residual vs. Direct Estimates,”
SEARCH, presented at the 103rd Annual Meeting of the
APHA, 1976.

USES BY OTHER AGENCIES

Most requests for the survey data by other agencies
in the State centered on the issue of needs assessment,
The Department of Elderly Affairs, for example, re-
quested extensive information on the health status
characteristics and utilization experience of the 60 and
over population by geographic subareas of the State.

Summary

Recently SEARCH surveyed several health-related
organizations in the State to determine which ques-
tions were of most use to them, and what additional
information would be beneficial to them for inclusion
in future studies. A major area of expansion that was

Table 4. ACCESSIBILITY INDICATORS BY FAMILY ECONOMIC STATUS, 1975

Poverty Low Middle High
% Families expressing delay in seeing a physician due to
Cost problem 19.6 30.5 21.9 10.2
Hard to get appt. 18.5 14.8 17.4 20.0
No dr. known 10.7 7.2 7.9 8.1
No dr. available 13.8 11.6 121 123
Transportation problem 2141 9.8 .47 0.6

SOURCE: Rhode Island Health Services Research, Inc., (SEARCH), 1975 Health Interview Survey.

Table 5. ATTITUDES TOWARD MEDICAL CARE RECEIVED BY FAMILY ECONOMIC STATUS, 1975

Poverty Low Middle High
% Families dissatisfied with aspects of care '
Quality of care 9.2 53 7.4 6.6
Availability to M.D. on nights & weekends 18.8 173 25.8 26.5
Amount charged 21.5 24,6 26.3 22.8
Waiting time in office 32.8 28.9 34.1 38.6

SOURCE: Rhode Island Health Services Research, Inc., (SEARCH), 1975 Health Interview Survey.

Table 6. PER CAPITA OUT-OF-POCKET EXPENDITURES

Category

Hospital
Physician
Dentist
Prescription drugs
Lab/X-rays
Appliances
Other

Total

Dollars

$ 712
34.02
35.39
18.63

3.96
3.66
9.32

$ 112.10

SOURCE: Rhode Island Health Services Research, Inc., (SEARCH), 1975 Health Interview Survey.
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Figure 1. Comprehensiveness of Third-Party Coverage for Four Family Economic Status Groups in Rhode Island, 1975
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suggested was in the preventive care and lifestyle sec-
tions. Questions on dietary habits, physical exercise,
alcohol consumption, use of seat belts, and weight
were seen as important additions.

Health status questions were also of interest. Specific
questions concerning diseases such as diabetes, respi-
ratory problems, and chronic diseases were suggested.
Mental health symptoms and conditions had a high
priority for inclusion as did expanded information on

0

health insurance coverage and ways in which hospital
care is obtained.

The Health Interview Survey in Rhode Island has
been used extensively to aid in the interpretation of
information from other data sets, as well as by itself to
aid decision makers throughout the State. Even
though it only represents a small sample of individuals

" in the State, it is the primary source of comprehensive

health information.



A DISCUSSION OF THREE PAPERS ON HEALTH

INTERVIEW SURVEYS

Philip N. Reeves, D.B.A., Professor, Department of Health Care Administration, George Washington University,

Washington, D.C.

The major issue which was apparent in all of the
three papers which have just been presented is the
need at State and local levels for data which are not
otherwise available. Although they are certainly not
the sole users of health data at these levels, attention
was focused on HSA’s because their responsibilities
encompass the entire health system.

We have created HSA’s and assigned them a high
technology task based upon the systems planning con-
cept and quantitative methods related to it. In many
respects, one could draw an analogy between this situ-
ation and a high technology transportation system
which works effectively only when all the components
can be used in appropriate combinations. The HSA’s
often lack the fuel for their technology and thus are
often compelled to use inappropriate means or may be
entirely unable to deal with an issue. The absence of
hard data required by the methods which are available
to HSA’s frequently results in a resort to soft data
which is inappropriate in the initial phases of a rational
decisionmaking process. There is a place for soft data
in the final political decision and no one would want to
deny the importance of political decisions in the health
planning process. However, these political decisions
should be preceded by rigorous analyses based on
hard data so that the decision makers are made explic-
itly aware of the costs of the choices which they are
making.

In P.L. 93-641 Congress recognized the need for
rational decisionmaking and even specified the cate-
gories of data required. Paradoxically, that law and its
legislative history have been interpreted so as to limit
the acquisition of the needed data. For instance, in the
HSA regulations HEW follows quite closely the lan-
guage of the legislative history and says “the agency
shall not undertake the collection of data where ade-
quate data is already collected by other entities includ-
ing the Cooperative Health Statistics System. Where
the agency wishes to undertake design development
and operation a new data system . . . it must obtain
prior approval of the Secretary.” Now the legislative
history itself does not say anything about getting prior
approval of the Secretary for new data collection ef-
forts, but it was crystal clear that the persons responsi-
ble for the passage of the law both in the executive
branch and the legislative branch were adamant on the
point that there were sufficient data available. This
seems to have been the case of a misunderstanding of
the availability of data or, phrased somewhat differ-
ently, 2 misunderstanding of the abilities and the lim-
itation of the existing data efforts such as the

Cooperative Health Statistics System. One fact that
became clear soon after P.L. 93-641 was passed was
that the Cooperative Health Statistics System was not,
and would not be, available to all agencies for a long
period of time. Consequently, as part of an agreement
between the National Center for Health Statistics and
the Bureau of Health Planning and Resources Devel-
opment, it was agreed that “for the short run NCHS
will identify NCHS activities which have the capability
to meet interim needs for data at the local level . . . .
Additionally, other governmental and non-
governmental initiatives will be identified as sources of
data for local purposes on both a short range and long
range basis.” As a result of this recognition that some-
thing had to be done for the interim, NCHS has devel-
oped two publications; one is an inventory of national
data sources, the viner is entitled “Guidelines for Con-
ducting an Inventory of State Data Sources for Health
Planners.” Unfortunately for the HSA’s, the staff of
NCHS are mere mortals, not miracle workers, and
thus they cannot produce quality data where none
exist. The net result is that there are many areas in
which HSA’s lack the data which they need for the
methods available to them.

In the report of the Committee to Evaluate NCHS
the authors open their work with a poem by Edna St.
Vincent Millay. This poem asserts that the problem is
the lack of a loom or framework for converting a
deluge of facts into a fabric of information. It now
appears that in the health planning process we have
such a loom but the available facts are far less useful
and complete than we believed they were. The resultis
that our fabric of information has more holes than
cloth and the fine material we are attempting to weave
comes out resembling a swiss cheese rather than a well
woven garment.

Roger Kropf has presented a number of persuasive
arguments for a health interview survey to fill the gaps
which have been identified. Frank Mays described how
a health interview survey can be carried out and Alan
Humphrey demonstrated the tremendous utility of
the data collected both as a means of filling the gaps
and as a way of enriching our understanding of data
from other sources. These papers make a sound, well
integrated case for the health interview survey as an
essential component of the health planning process. I
will carry the discussion forward several steps by first
commenting on objections to local health interview
surveys and then by identifying several issues which
need to be resolved. The items which I discuss have all
either explicitly or implicitly been presented in the
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excellent papers we have just heard.

There seem to be four major objections to the notion
of local agencies conducting health interview surveys.
The first of these is cost. Using data from a variety of
reports of survey activities I estimate that the average
cost for a health interview survey is approximately $70
per sampling unit. Note that these costs are only for
the collection of data. At these rates the cost of con-
ducting a local survey of sufficient size for statistical
validity would be beyond the means of almost any
single agency. Such averages are misleading, however,
because they do not take into account the fact that
there are a number of fixed costs associated with the
conduct of an HIS: e.g., for preparation of the data
collection instrument. If these large fixed costs were
spread over a larger number of sampling units, the
average cost per unit would be substantially reduced.
This could be accomplished, for instance, by using the
same instrument for many surveys. Second, thereisno
need to conduct an HIS every year. The data collected
tend to be rather stable. Thus a periodic survey,
perhaps once every five years, would be adequate for
almost all purposes. If this were the case, then the cost
per year sampling unit per year would be substantially
lower than the average which seems to be such an
awesome figure. Finally, we must examine the cost of
surveys from the point of view of all users. We must
consider the total benefit to the community rather
than just the benefits received by the HSA. For exam-
ple, Montgomery County in the suburban Washington
area has just spent approximately $3,000 to get very
crude estimates of the health needs of elderly persons.
This, by the way, was done by student labor and thus is
a grossly underestimated cost. In any event, those
same data would have been available much more read-
ily and at a considerably lower cost had a health inter-
view survey similar to the one described by Alan Hum-
phrey been available.

A second objection to local health interview surveys
is that they duplicate data available from existing
sources. This is perhaps one of the easiest objections to
refute. In the first place, the data which are available
are institution based; i.e., they are collected by provid-
ers. HSA’s, on the other hand, are charged with carry-
ing out population based planning. Thus we have
situations such as the following. The institution based
data reflect the demand for services whereas the HSA

- requires information on the population’s need for
services, and, as we all know, given the financing ar-
* rangements of our health system, these two items are
more likely than not to be quite different. Roger Kropf
identified this in his discussion of equity analysis. Sec-
ondly, although in theory many of the data are avail-
able from existing sources, in fact their availability is
quite spotty throughout the Nation. The Cooperative
.Heaith Statistics System is an excellent example of this.
All of the components are not yet developed and even
the developed components are not available in all
States. Thirdly, it is often the case that data which are
collected by other entities, as they are called in the law,
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are not available to the HSA’s. As a case in point con-
sider the difficulty the HSA’s are experiencing in ob-
taining data from the Professional Standard Review
Organizations. Or how many of you have been suc-
cessful in getting 100 percent cooperation from hospi-
tals in your area when conducting a hospital discharge
survey or patient origin study?

The third objection centers on the collection of ir-
relevant data: i.e., data which are nice but not neces~
sary. Presumably. this relates to data on attitudes and
perceptions. However, when we consider the need for
data on such characteristics of the health services sys-
tem as accessibility, which was stressed by Alan, and
acceptability, it quickly becomes clear that these are not
irrelevant data. For instance, in an effort to clarify the
data requirements for health planning the Bureau of
Health Planning and Resources Development com-~
pleted a contract with Orkand Corporation to develop
operational measures of the characteristics of the
health services system and to indicate data sources for
these measures. In reviewing the 12 measures recom-
mended for accessibility, I discovered that five of these
would require data that would be available only from a
health interview survey.

The fourth objection stems from the lack of skills at
the local level. In my view this represents a gross
underestimation of the HSA staffs’ abilities. I have
seen HSA’s conduct surveys the instruments for which
were comparable in technical quality to those prepared
by other organizations which had highly skilled techni-
cal assistance. Even in the cases where the HSA staff
may not have the technical capacity for this kind of
undertaking at the present time, I feel the “lack of
skills” argument is somewhat unfair to the HSA’s, The
HSA staff members may be ignorant of the details of
the health interview survey but they are intelligent
people who are highly motivated to learn rapidly. I can
attest to this fact from experience in teaching 14 ASTI
courses to such people. Only a very small percentage of
the persons who have participated in these courses
would not be able to learn quickly and effectively the
necessary skills and procedures for carrying out a sur-
vey. Furthermore, this argument overlooks the fact
that HSA’s skills, even if somewhat limited, can be
augmented by a combination of (a) well-documented
standardized procedures, (b) training, (c) consultation,
and (d) contracts with skilled survey organizations.
The latter certainly is not an uncommon or undesir-
able means of augmenting limited staff capabilities. It
often is one of the more economical approaches, as
seems to have been the case in the Virginia situation
described by Frank Mays.

Turning now from objections to local health inter-
view surveys, we can focus our attention on some issues
which must be resolved even if we feel that those ob-
jections have been refuted. The first such issue is the
matter of resources. Here there is an urgent need, 1
believe, for HEW to encourage wise investments in
data. The decisions to make these investments can be
based on the concept of the value of information. This



is certainly not a novelty and has been done in many
other cases. To illustrate the point, Alan cited an
example of making a choice between two policy alter-
natives with a difference of 4 million dollars in cost.
Clearly it would have been worthwhile in this instance
to spend a substantial amount of money to collect
relevant data before making that final choice. Of
course, the people of Rhode Island had the good for-
tune of having SEARCH and its data base already
available to them. Unfortunately, there is no account-
ing mechanism which will allow us to charge off these
benefits against the cost of conducting the survey. This
brings the second point concerning resources to mind.
The HSA’s need a mechanism to spread the costs not
only among the planning agencies themselves but
among other users. The idea of a consortium is appeal-
ing. However, listening to Frank Mays’ paper one gets
the impression that the organization of such an enter-
prise is a major drain on the resources of the HSA’s.
Something needs to be done to establish either a simple
process by which people can quickly form coalitions to
achieve these purposes or an on-going organization
which can take such an assignment in stride without
imposing great administrative burdens as part of the
preparation. The Model State Health Statistics Act
prepared by NCHS could meet this need very effec-
tively. A further problem related to resources is the

need to spread the cost over time by storing financial

resources for future surveys. This would be analogous
to the funded depreciation that we see in corporate or
institutional accounting. The purpose of this proce-
dure is to assure that the budgets of the organizations
concerned are not disrupted by huge expenditure at a
single point in time to obtain benefits which will be
received over a rather lengthy period.

This second issue which must be addressed is stan-
dardization. First we need to standardize the general
content of these surveys to prevent HSA’s from rein-
venting the wheel. By this I mean that we need a
centralized effort to identify what data are realistically
available so that all HSA's can receive this information
and then structure their local surveys to supplement
the available data as necessary for their own purposes.

Secondly, there needs to be a considerable effort
made toward standardization of the specific items
within these surveys. We need standardization .in
order to permit longitudinal comparisons, cross-
sectional comparisons, and aggregation of informa-
tion at State and multistate levels. Remember that the
State level aggregation is mandated by the law when it

requires that the State Health Plan be developed on

the basis of the information contained in the individual
HSP’s.

The third issue is technical assistance for HSA’s. At
present there is a considerable amount of knowledge
on conducting health interview surveys, but it is not
prepared for effective dissemination to the users. For
instance, in doing some background reading for this
discussion, I found a paper by Schaible, Brock and
Schnack on making estimates for small areas from
survey data, and 1 found another 447 page volume
from NCHSR on interviewing techniques. Although
the Schaible paper was reported in the NHPIC an-
nouncement of technical documents available, it is not
well designed for immediate application by HSA’s.
The NCHSR document as far as I know is not widely
publicized nor is it designed for direct application in
the conduct of a local survey. Nevertheless, both of
these are items of great importance to HSA’s. NCHS is
making some preliminary moves in the direction of
improving their capacity to provide technical assis-
tance. They now have a survey intelligence service to -
which the Bureau of Health Planning has contributed
over $100,000. The service group is conducting re-
search on data needs and disseminating knowledge by
sending out materials and by providing consultation. I
believe, however, that it is necessary to have a more
formal organization even though this would require
additional funding. I believe such funding would be a
sound investment compared to alternative expendi-

" tures of available monies. For instance, if we consider

the money required to fund one more CHSS compo-
nent in a single State, thatinvestment would affect only
anarrow subset of data in a single location. The techni-
cal assistance program on the other hand would estab-
lish a process of acquiring a wide range of data in all
fifty States. Similarly, the centers for health planning
funded by the Bureau of Health Planning are doing an
excellent job of providing technical assistance on
planning methods; but as I indicated at the outset of
this paper, the methods without the required data are
like automobiles without gasoline. I submit that what is
needed are perhaps a few less autos and a better fuel
supply for the ones we do have.

In summary, Public Law 93-641 is widely inter-
preted as discouraging primary data collection by
HSA’s, but it also requires data which are not available
from existing sources. The three panelists have dem-
onstrated the necessity and feasibility of adding a
bealth interview survey to the system planning pro-
cess. I have tried to add to their comments by refuting
objections to local health surveys based on cost, dupli-
cation and lack of skill. I also identified issues related to
resources, standardization, and technical assistance
that must be resolved if HSA’s are to make effective
use of this data collection method without which they
cannot do the job mandated by Congress.
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A COMPARISON OF ALTERNATIVE PANEL
PROCEDURES FOR OBTAINING HEALTH DATA

Seymour Sudman, Ph.D., and Linda Bean Lannom, Survey Research Laboratory, University of Hllinois,

Urbana-Champaign, Illinois

Introduction

The importance of reliable national statistics on the
incidence of illnesses and the use of and expenditures
for health care has led to the establishment of the
Health Interview Survey, which is an integral part of
the program of the National Center for Health
Statistics, 1820252629 and to continuing studies by the
National Center for Health Services Research. These
surveys have proved of great importance and have
provided much valuable data. However, they have also
run into problems that continue to defy solution. A
major problem is that these surveys depend on recall
for periods of up to a year, even though it is known that
substantial .recall errors may occur.!?19%¢2628 These
errors are basically of two types:

1. Omissions—The respondent omits an illness
episode or expenditure entirely. These omis-
sions are not random), but are usually concen-
trated among short illnesses for which hos-
pitalization was not required, or for routine
visits to a physician.

2. Telescoping— The episode is remembered, but
there is an error in the date so that the episode
is remembered as occurring more recently
than it did.

A second problem with these surveys is that they are
very expensive, since substantial detail is required
from those who have been most ill. When one turns
from national studies to local, State, or regional
studies, cost problems become even greater while re-
sponse errors continue to be a serious concern.

An alternative procedure that may help to solve or
reduce some of the problems of health surveys is the
use of diaries to obtain health care information.
Diaries eliminate or greatly reduce the recall problem,
as well as reduce interviewing costs. Diaries may pre-
sent new problems, however, including level of coop-
eration, errors in recordkeeping, and possible condi-
“tioning effects. Yet, the diary approach has proven
very valuable in other types of surveys, and the possi-
bility that diaries may be equally useful in obtaining

“health information is sufficiently great to warrant their
testing in some controlled experiments, '™ 611131428

This study attempted to-determine the cost-
effectiveness of diaries for obtaining health data from
a general population sample. Comparisons were made
between the results obtained from diaries, and per-
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sonal and telephone interviews. The effects of differ-
ential diary procedures and compensation were also
tested. The analyses compare levels of cooperation
and frequencies of health episodes reported by the
various methods and by level of education and previ-
ous medical history of respondent households.

Previous Research

The earliest study of the use of diaries for collecting
medical information that we are aware of was con-
ducted by the California State Department of Public
Health in San Jose during the period March-May -
1952.1 Comparisons were made between a diary and
personal interview for disabling and nondisabling
illnesses, medically and not medically attended. As
expected, there were substantially higher reported
monthly rates of nondisabling, not medically attended,
illnesses in diaries than in personal interviews, Con-
versely, when respondents were asked about illnesses
“yesterday,” higher rates were reported on the initial
interview, indicating telescoping. Although the report-
ing results are carefully discussed, there is no infor-
mation given on sample cooperation and the specific
diary form used.

More recently, Roghmann and Haggerty have used
a diary in their long-term study of health and illness in
young Rochester, New York families.!® Their highly
structured diary used a calendar approach with one
page for each day of the month that the diary was kept.
Families reported on how well each member felt each
day and what regular or special medical care was ob-
tained. Cooperating households were paid $10 for the
month and the overall completion rate was 82 percent,
No methodological tests were performed for the major
parts of the diary, but comparisons were made on
reported utilization of professional services between
the diary and a recall interview that covered a compa-
rable period. No major differences were observed.

There have been several other studies that did not
use diaries directly, but utilized them as reminders to
respondents at later interviews. Currently, there are
several studies in progress or in the planning stage that
are using or plan to use diaries.

Recently, the Survey Research Laboratory of the
University of Illinois conducted an experimental study
from October 1973 through March 1974 to investigate
the use of diaries to obtain health care information. Of
the many areas that needed to be studied, the follow-
ing two appeared to be the most critical:



1. What should be the format for a medical diary?—In

other uses of diaries to obtain information on

consumer expenditures, both journal and-

ledger diaries have been used. In journal
diaries, the entries are made in time sequence,
while in ledger diaries they are made by cate-
gories of events, such as visits to the doctor,

absences from work, purchases of medicines, -

etc. For consumer expenditure studies, the
work of Sudman and Ferber'? has shown that
ledger diaries obtain more complete informa-
tion and a higher level of reporting, but these
results may not apply to medical events.

2. Shoiild households be compensated for keep-
ing records? Again the results of Sudman and

Ferber,!* as well as those of commercial panel
operators, suggest that cooperation is im-
proved if families are compensated for their
diary keeping. These results are for expendi-
ture diaries, which require more work than
medical dlarles, and may not hold for the
_easier medical diaries. Obviously, compensa-
“tion affects the cost-effectiveness of diary
procedures.

. Respondents in this panel study were mem-
bers of either the Greater Marshfield Com-
munity Health Plan in central Wisconsin or
Intergroup Prepaid Health Service, Inc. in the
Chicago metropolitan area. The Intergroup
respondents were all employees of the Illinois
Bell Telephone Company and their families.
Aninitial random sample of 1,007 was selected
from membership lists, split equally between
the two locations, of whom 987 were eligible
for interviewing.

After the initial personal interview, respon-
dent households were randomly assigned ‘to
one of the six procedures involving method of
compensation and data collection method. In
each location, a randomly selected one-third of
the respondents kept ledger diaries and one-
third kept journal diaries for 3 months; the
other one-third participated in a series of three
additional personal recall interviews once a
month for 8 months. The diaries were col-
lected at the end of each month by an inter-
viewer who discusséd the entries with the diary
keeper, retrained the household if necessary,
and left a new diary for the following month.

In the Chicago metropolitan area, half the
households were offered a gift of $10 for
cooperating for the 3 months, while half were
not offered any gift. In the Marshfield area,
half the households were offered a report of
their medical experiences summarized over
the 3-month period and compared to other
households of similar size, while the other half
were not offered this report. Nevertheless, in
Marshfield after data collection was com-
pleted, all cooperating households received

this report. The report was offered instead of
cash in Marshfield because of concerns that in
a small community it would be impossible to
keep the two treatments independent. Neigh-
bors and relatives who received a cash gift
would tell others who did not receive a gift,
which could lead to substantial ill-feeling.

* The major findings of that study are sum-
marized briefly below.

Willingness to Participate in Panels

The most important finding was that households are
willing and able to participate in panels that report
medical events. Regardless of the collection method,
noncooperation after the initial interview averaged
from 6 to 7 percent in the Marshfield area and from 10
to 14 percent in the Chicago metropolitan area. Al-
most all losses.occurred in the first month. There was
no evidence of unwillingness to keep .diaries for 3
months (or probably even longer periods, if re-
quested).

There were no significant dlfferences in panel
cooperation between households who used diaries and
those who participated in monthly recall interviews.

" Compensation did have a significant effect on increas-

ing cooperation, however, particularly in the Chicago
area. The differences between Chicago and Marsh-
field were primarily due to the generally higher coop-
eration in the nonmetropolitan Marshfield area.
Although the special-character of this sample would
probably make households more willing than average
to participate in a medical panel, one might still esti-
mate that a national panel recruited by interviewers
from the U.S. Bureau of the Census could obtain
cooperation from 85 to 90 percent or more.

Levels of Reporting

Households using diaries reported 14 percent more
medical events than did households on the recall
interview. The major difference was in the category
“felt ill but did wsual tasks,” where the level of report-
ing on diaries was almost double that from personal
interviews. This higher level of reporting in diaries was
not observed for all items. For several categories, such
as phone, calls to physicians, purchases of medicine,
and payment of bills, the levels were hlgher for the
personal recall interviews.

There were also some small but consistent differ-
ences in levels of reporting between compensated-and
noncompensated diary households, especially in the
Chicago area, with the compensated households re-
porting higher levels. No effects of compensation on
levels of reporting could be seen for the personal recall
interviews.

Some indication of an initial conditioning effect was-
observed, with a higher level of reporting in the first’
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month, regardless of method. It is not clear whether
this was due to changes in accuracy of reporting over
time or to changes in actual behavior. That is, the
initial interview may have stimulated some households
to see a doctor or dentist for a routine checkup.

Validation Comparisons

A comparison of clinic records with household re-
ports indicated that using any procedure, no evidence
existed of telescoping or of imaginary doctor or hospi-
tal visits. In the Marshfield area, about one-sixth of all
clinic visits were omitted from household reports, re-
gardless of the procedure used. In the Chicago area,
on the other hand, only about half as many clinic visits
were omitted by diary households as by households
using personal recall interviews. For diary households
in both Chicago and Marshfield, the omission rate was
lower for those receiving compensation.

The Chicago validation results contradicted the data
on levels of reporting that indicated personal inter-
views produced a higher level of reports of doctor
visits. These mixed results, both statistically signifi-
cant, but based on different samples of events, indi-
cated that no collection method was clearly superior
for all kinds of medical events.

Comparison of Reporting on Initial
Interview and in Panel

Comparisons of the initial interview and subsequent
recall interviews indicated that the initial interview was
significantly higher (about 20 percent) on reports of
number of days stayed home, probably due to telescop-
ing. There were virtually no differences between the
initial and subsequent interviews in number of bed
days reported, but the panel did report many more
hospital visits. The latter were almost entirely due to
outpatient visits, which seem to have been missed in

"the initial interview since respondents were asked
about hospital patients. Results on reports of doctor
visits were mixed, with the initial interview higher than
the diary reports but lower than the subsequent recall
interviews.

Experimental Procedure

The major problem with the previous research was
that a special population was used. While this special
population made validation much more direct and
complete, it was not clear whether the results could be
directly generalized to the population of all house-
holds. The next stage of the-research reported here is
to test the use of diaries on a general household sample
in a larger geographic area. This is an intermediate
step to testing the use of diaries with a national sample.

It was anticipated that households with lower edu-
cation levels and higher levels of illness would have the
greatest difficulty in keeping diary records as well as
recalling medical events. For this reason, a dispropor-
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tionate stratified sample was selected. Specifically, the
following procedure was used:

1. The Survey Research Laboratory screened a
probability sample of 6,432 households in Illinois dur-
ing January-March 1976 using phone interviews to
obtain information on medical experiences in the
previous year as well as other demographic informa-
tion. Screener information was obtained from 5,214
households or 81.1 percent of all eligible households.
This level of cooperation is excellent, considering that
two-thirds of the population in the State of Illinois is
concentrated in the Chicago metropolitan area, where
cooperation is usually more difficult to obtain. The
reasons for this rate were that the screener ques-
tionnaire was carefully pretested three separate times,
the interviewers had substantial previous telephone
experience, and advance post cards were sent to re-
spondents outside the city of Chicago where telephone
listings were used. In the city of Chicago, random digit
dialing was used since about 50 percent of households
have unlisted telephone numbers. Of course, advance
postcards could not be sent to these households.

No major efforts were made to convert the refusals
or to locate the remaining non-contacts. Past experi-
ence would suggest that the cooperation rate might
have been increased to near 90 percent if this had been
attempted, but that costs would also have risen sharply.

2. From this sample of 5,214 a disproportionate
stratified sample of 1,446 households was selected (to
obtain a final sample of about 1,200) with the stratify~
ing variables being:

a. Level of medical experience in the previous
year;

b. Education of female head of house or spouse
of male head.

There were four strata, each with about 300 house-
holds:

Stratum 1: Low education, low incidence
2: Low education, high incidence
3: High education, low incidence
4: High education, high incidence

Other variables such as household size, race, age of
head and respondent, geographic location and other
social class variables such as income and occupation
were considered for stratification, but previous expe-
rience indicates that these are less highly related to
accuracy of diary keeping of medical events. These
variables are considered in the analysis, rather than
increasing the cost and difficulty of the initial screen-
ing.

3. An initial interview was conducted with all house-
holds which were then randomly assigned to one of the
following three treatments:

a. Three personal interviews at monthly inter-
vals;

b. Recruit to keep a diary of medical experi-
ences for three months with total compensa-
tion of $15;

¢. Recruit to keep a diary with no compensation.



Figure 1. PROPOSED RESEARCH DESIGN FOR STUDY OF USE OF DIARIES FOR COLLECTING HEALTH DATA

Number of Households
High Incidence Low Incidence
Treatment High Ed. Low Ed. High Ed. Low Ed.
Pérsonal (100) (100) (100) (100)
Face-to-face 50 50 50 50
Phone 50 50 50 50
Diéry—compensation (100) (100) (100) (100)
Pick up 50 50 50 50
Mail 50 50 50 50
Diary—no compensation (100) (100) (100) ' ‘\(4-00)
Pick up 50 50 50 50
Mail . 50 50 50 50
Total 300 300 300 300

Within a stratum, about 100 households received each
treatment.

4. The Survey Research Laboratory attempted pro-
cedures for reducing costs with half the households in
each treatment method. For the personal interviews,
half the households were contacted by phone, rather
than face-to-face. For the diaries, half the households
were requested to mail diaries in. See figure 1 for a
description of the overall design.

5. SRL attempted to maximize the diary mail in
.cooperation rates by conducting reminder phone calls
to respondents whose diaries were not received within
two weeks of the expected date,

Summary of Resuits

The complete discussion of the analysis is in a report

prepared for the National Center for Health Services
Research. Copies of this report will be available in the
near future. Here, I shall summarize some of the key
findings and present some illustrative tables. '

1. As seen in the earlier work on special samples,
diary pick up methods obtain as high levels of cooper-
ation as do repeated personal and phone interviews
(table 1).

2. Almost all non-cooperation occurs in the Ist
month of the panel for both diary and personal proce-
dures. Losses in the 2nd and 3rd months are only
between 1 and 2 percent of the sample (table 1).

3. Diary mail-in methods are substantiaily worse in
obtaining household cooperation than are other
methods (table 1).

4. Compensation has no significant effect on coop-
eration for diary pick up methods, but does have a
significant effect for the mail-in procedures (table 1).

5. There is no evidence that less educated house-
holds with more health problems have any more diffi-
culty with diaries than they do with personal or tele-
phone interviews. Cooperation was lower on the
phone than with the diary pick up methods, although
the differences are not significant.

Table 1. COOPERATION BY METHOD AND MONTH

Percent-Cooperating
' Month
n Initial 1 2 ) 3
Personal 256 91.3 87.4 83.1 82.3
Phone 231 . 85.5 79.7 78.5 7.7
Diary pick up 432 85.6 82.9 81.0 80.1
Compensation 221 85.5 81.9 81.0 80.1
No compensation 211 85.8 83.9 81.0 80.1
Diary mail 441 89.6 63.7 57.6 52.2
Compensation 223 90.1 69.1 63.2 59.2
No compensation 218 89.0 58.3 51.8 45.0
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Table 2. DAYS FELT ILL BUT PERFORMED USUAL ACTIVITIES BY METHOD
Method Month 1 Month 2 Month 3 3 Month Average
Personal
Face-to-face 4.31 3.29 3.58 3.73
(201) (192) (190)
Phone 3.02 3.91 4,36 3.76
(205) (201) (202)
Diary
Pick up 7.59 573 5.26 6.19
(358) (347) (342)
Mail 10.14 6.73 7.36 8.08
(283) (256) (230)
Compensation 10.57 6.41 8.18 8.39
(334) (318) (305)
No compensation 6.83 5.81 3.80 5.48
(307) (285) (267)
Compensation-pick up 8.92 5.87 6.73 747
. (180) (176) (173)
mail 12.62 7.16 10.31 10.03
(154) (142) (132)
No compensation-pick up 6.36 5.53 3.79 5.23
(178) (171) (169)
mail 6.98 6.03 3.81 5.61
(129) (114) (98)

Table 3. DAYS STAYED HOME FROM WORK OR SCHOOL OR UNABLE TO DO USUAL TASKS BY METHOD

3 Month
Method Month 1 Month 2 Month 3 Average
Personal
Face-to-face 3.31 (2017) 4.09 (192) 3.15(190) 3.52
Phone 2.99 (205) 3.29 (207) 3.45 (202) 3.24
Diary
Pick up 4.71 (358) 4.36 (347) 3.45(342) 417
Mail 4.35 (283) 2.88 (256) 3.45(230) 3.56
Compensated 5.64 (334) 4.72(318) 3.68 (305) 4.68
Not compensated 3.46 (307) 2.29 (285) 3.24 (267) 3.00
Compensated- 6.10 (180) 3.69(176) 5.33(173) 5.04
pick up-mail 4.36 (154) 3.62 (142) 4,02 (132) 4.00
Not compensated- 2.76 (178) 3.22(171) 2.75 (169) 2.9
pick up-mail 4.34 (129) 3.19(114) 1.42( 98) 2.98
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Table 4. VISITS TO HEALTH PROFESSIONALS BY METHOD

Month 1 Month 2 Month 3 3 Month Average
Personal
Mean visits 1.81 1.59 1.40 1.60
o 2.38 2.43 '1.99
Phone 1.70 1.52 1.33 1.52
Face-to-face 1.92 1.66 1.46 1.68
Diary
Mean visits 1.71 1.43 1.45 1.53
o 2.23 1.9¢ 1.98
Pick up 1.66 1.33 1.32 1.44
Mail 1.77 1.57 1.64 1.66
Compensated 1.87 1.55 1.56 1.66
Not compensated 1.54 1.80 1.33 1.39
Ratio Diary/Personal . 94 .90 1.04 .96
Initial interview '
Based on month 2,11
Based on 2 weeks 2.25
US estimate (HIS) 1.73
Table 5. VISITS FOR HOSPITAL CARE BY METHOD .
Method Month 1 Month 2 Month 3 3 Month Average
Personal .36 .25 .21 .27
Face-to-face .38 21 .18 26
__Phone 35 32 .27 31
Diary .30 24 .27 27"
Pickup .35 .24 .27 .29
Mail .23 .24 .27 .25
Compensation 35 .30 32 .32
No compensation .24 .18 .20 21°
Ratio Diary/Personal .83 .96 1.29 1.0
Initial interview .09
_ Table 6. DAYS FELT ILL BUT PERFORMED USUAL ACTIVITIES BY HOUSEHOLD MEMBER
3 Month
Household Member Month 1 Month 2 Month 3 - Average
Children
Personal 57 .28 .51 .45
(467) (452) (455)
Diary 1.40 .98 1.01 1.18
(772) (739) (702)
Ratio 2.46 3.49 1.99 2.51
Male Adults (Head & Others) . ' '
Personal 1.12 .98 1.27 1.12
(372) (362) (360)
Diary 3.50 2.36 2.62 2.83
(763) (719) (683)
Ratio 3.13 2.41 2.06 2.52
Female Adults (Wife)
Personal 1.78 2.07 1.90 1.92
(447) °(438) (440)
Diary 2.40 2.06 . 157 201
(469) (441) (420)
Ratio 1.35 1.00 .83 1.05
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Table 7. NUMBER OF MEDICAL SUPPLIES OBTAINED BY METHOD AND TYPE

Month 1 Month 2 Month 3 3 Month Total
Type Phone Face Phone Face Phone Face Phone Face
Personal
Prescription 1.14 1.50 91 1.23 .99 1.19 1.01 1.31
Non-prescription 17 .65 .24 .55 .18 .53 .20 .58
% prescription ’ 86.3 69.9 78.9 69.3 843 69.3 83.2 69.5
n (205) (201) (201) (192) (202) (190)
No/comp Comp Nofcomp Comp No/comp Comp No/comp Comp
Diary
Prescription 1.04 1.01 1.06 1.19 1.18 1.31 1.09 1.17
Non-prescription 43 .61 .59 .68 .68 77 .57 .69
% prescription 70.8 62.2 64.1 63.8 63.6 63.1 65.7 62.9
n (307) (334) (285) (267) (305)

6. For the less salient events, especially days “feltill,”
but “performed usual tasks,” substantially higher re-

porting of events is obtained from diaries than from-

personal interviews. For the more salient events, such
as visits to health-professionals and hospitals, the dif-
ferences between diary and personal methods become
insignificant. Diary methods yield more accurate re-
porting than personal methods for household mem-
bers other than the respondent. On personal inter-
views, the data about the respondent are considerably
more complete than are the data about other house-
hold members (tables 2-6).

7. Diary households who are compensated consis-
tently report higher levels of events than do non-
compensated households (tables 2-5).

- 8. There are no differences in total household
events reported by phone and face-to-face methods,
although there is the possibility that accuracy of re-
porting about different individuals in the household
differs between phone and face-to-face procedures.

9. The same method effects are generally seen for all
sample types. There is no evidence that education has
an effect on diary keeping. There is some indication,

(318)

however, that households with less education may be
subject to larger response effects on the personal
interview.

10. Diary households report slightly higher pur-
chases of medical supplies, but the number of pay-
ments to medical care providers does not differ by
method (table 7).

11. Reports on the details of a medical event or
expenditure are consistently more accurate in the di-
aries. As an illustration, there is evidence that respon-
dents on the personal interviews misclassify a substan-
tial proportion of over-the-counter medical supplies as -
being prescriptions (table 7).

12. Comparisons to data from the National Health
Interview indicate that the sample of Illinois house-
holds used in this study does not differ in its medical
experiences from a national sample. Comparisons of
the initial and unbounded interview to the panel re-
sults, however, indicate that some of the National
Health Interview results may be inaccurate, although
in some cases the effects of telescoping and forgetting
events cancel each other.

13. Looking only at costs and cooperation, the tele-

Table 8. DIRECT COSTS PER SINGLE INTERVIEW BY METHOD AND LOCATION

Initial Interview

Single Followup Interview

Phone Face-to-Face Phone Face-to-- Diary Diary Diary Diary
Face Mail Mail Pickup Pickup
Compen- Uncompen- Compen- Uncompen-

sated sated sated sated

Chicago $13.88 $11.36 $13.80 $ 8.86
(n=548) {(n=353) (n=295) (n=288]

Urbana $17.56 $14.88 $17.14 $12.94
(n=430) (n=236) (n=242) (n=229}

TOTAL $ 3.42 $15.50 $ 4.33 $12.77 $ 5.48 $ 1.06 $15.31 $10.68
(n=219) (n=978) (n=604) (n=589) (n=427) (n=338) (n=537) (n=517)
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phone procedure is the least expensive method that
yields high cooperation (table 8).

14. Face-to-face interviews are more expensive than
diary procedures except when compensation is used
for diary pick up households (table 8). .

15. Diary mail-in procedures after an initial face-to-
face interview are more expensive than phone inter-
views, but cheaper than all other methods (table 8).

16. The diaries that were picked up were the easiest
to code, having the most complete and detailed infor-
mation,

Recommendations

Comparing the results simultaneously, no one pro-
cedure is both most accurate and cheapest. The
cheapest method, repeated telephone interviews, re-
sults in cooperation rates as high as those in face-to-
face interviews. The levels of reporting and the quality
of the data, however, are clearly inferior to data ob-
tained from diary procedures and marginally inferior
to data from face-to-face interviews on selected topics.
The differences are greatest, however, for the less
important and salient items and for purchases of med-
ical supplies. If the major purposes of a study were to
monitor more serious illnesses, the losses in accuracy
from using phone procedures would not be very seri-
ous and these procedures would become very attrac-
tive,

If the greatest possible accuracy is required in terms

of both sample and reporting, the diary pick up proce-.

dures are optimum. These yield not only the highest
levels of all kinds of medical events and expenditures,
but also the most complete and accurate recording of
details. If households are to use diaries, there is no
reason to use the diaries only as memory aids. The data
from the diaries can be processed with little difficulty
by a trained coding staff.

Compensation had no effect on cooperation in this
study, but did improve the level of reporting of diary
households. One might expect that compensation
would become even more important if the length of
the period were extended beyond three months. Gov-
ernmental agencies that have implicit or explicit
policies against compensatitig respondents might
consider the possibility of alternative forms of com-
pensation instead of money. Attractive publications
from the U.S. Government Printing Office or a small
electronic calculator for use in keeping track of medi-
cal expenses are among the possibilities.

Diary mail-in procedures resulted in substantially
lower cooperation levels than did all the other proce-
dures, although the quality of the diaries returned by
mail was not significantly lower than that of diaries
which were picked up by interviewers.

All of the panel procedures eliminate telescoping
and are, in that respect, superior to a single interview.
There is some indication, however, that the current
two-week period used in the Health Interview Survey

balances telescoping and omissions. The results are
closer to those found in the diaries than to the
bounded interviews. Bounded interviews unadjusted
for omissions would produce lower levels than those
seen currently.

Given the variety of cost and quality considerations,
are there procedures that are only a little mote costly
than the cheapest procedures, but for which the gains
in accuracy more than compensate for the increased
costs? Some combined procedures seem to be worth
consideration. One method might combine the use of
diary mail-in and phone procedures. Households
would be recruited to mail in diaries, but those who
refused to do so, or promised to do so but did not,
would be contacted by phone. The phone work and
mailing could be handled from a central location after
the initial face-to-face recruiting interview. The pres-
ence of the diary in the home and at least its partial use
as a mernory aid should improve the quality of the
phone reporting, although phone responses would
still not be as accurate as reports in diaries that are
picked up. At the same time, the low cooperation of the
mail-in diaries would be overcome by the use of the
phone procedures.

This procedure could be tested either with or with-
out compensation for responding households. It is not
clear that compensation would have any effect on the
households contacted by phone, but compensation
would improve the level of reporting of the house-
holds who mailed in diaries.

Even if diary pick up procedures are used, tele-
phone calls might be made to obtain missing data or
correct errors in diaries or to contact households who
were unavailable during the diary pick up period.

One combined method that is currently used, an
initial face-to-face interview followed by later phone
interviews, appears to have no major advantage in
terms of cost, cooperation, or quality of data over
straight telephone interviewing. For a very careful

- sample, however, it might be necessary to have the

households without telephones represented. (Al-
though less than ten percent of all U.S. households are
without a phone in their homes, the percentage is
substantially higher in some parts of the country, par-
ticularly the rural South.) For these households, a
diary pick up procedure could be used, while phone
interviews were used elsewhere.

It should be noted that the same optimum allocation
formulas that are used in other stratified samples
would also be appropriate here. That is, if combined
methods with different costs are used, the optimum
allocation of the sampling rate in a stratum is inversely
proportional to the square root of the unit costs in the’
stratum.

Finally, it should be noted that all the panel methods’
yield better data at lower cost than do independent
interviews. This is true even if one is interested
primarily in levels since the increase in response-accu-
racy in panels more than compensates for the increase
in sampling variance. If one is particularly interested
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not in measuring levels, but changes, the advantages of
panels are even greater since both response and sam-
pling errors are lower for panels than for independent
interviews. There is little doubt that households are
interested in health topics and willing to cooperate in
surveys that gather health information on a continuing
basis, regardless of whether diary or personal inter-
view procedures are used.
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THE TELEPHONE INTERVIEW: PROGRESS AND

PROSPECTS

" Charles F. Cannell, Ph.D., Survey Research Center, Institute for Social Research, The University of Michigan,

Ann Arbor, Michigan

Just over 100 years ago Alexander Graham Bell sent
the first message over the telephone, “Come here,
Watson, I want you.” In more recent years hundreds
of U.S. citizens have received a somewhat different
message, “Hello, I want to interview you.”

Mr. Bell's invention has spread from that first phone
-to over 90 percent of U.S. homes, a sufficiently high
proportion to permit drawing samples of phone num-
bers which can closely mirror the national population.
WATS lines now cover the entire country, substan-
tially reducing the costs of long-distance calls and mak-
ing telephone surveys feasible for a State, a section, or
the whole Nation.

The survey research community has enthusiastically
adopted this new potential for data collection. Within
the past several years, government, university, and
private survey organizations have turned to phone
interviewing in place of personal interviews for at least
some of their research. Compared with the organiza-
tional costs of developing or maintaining a widespread
field interviewing staff, it is relatively easy and com-

. paratively inexpensive to establish and staff a facility
which can make phone calls throughout the United
States. ’

The purpose of this paper is to introduce and dis-
cuss briefly some of the issues relating to telephone
interviewing. Survey methodologists have only re-
cently begun to study efficient uses and effective
techniques for telephone interviewing. Because of
this, few research findings are presently available, and
our present ideas derive primarily from experience,
impressions, and guesses. For this reason any state-
ment we make here today is subject to change, altera-
tion, and correction as we add to research findings and
expertise about telephone interviewing.

First, consider some general topics and problems of
telephone surveys. Of primary interest to potential
users is the question of the quality of the data obtained

from telephone interviews, compared with that de- -

rived from personal interviews. There is no definitive
study which makes this comparison, and several that
are available in the literature blur the comparisons
because of the samples used, or because respondents
interviewed on the telephone had previously been
interviewed in person.! These studies show few differ-
ences indicating that one or the other data-collection
method is consistently superior. In fact, the most strik-

1 The exception is the Groves/Kahn study, which
makes a comparison of national samples based on compara-
ble samples of personal interviews and telephone interviews.

ing findings pointed to a problem of reporting in-
validity shared by both telephone and personal
interviews.

Wiseman? asked a series of opinion questions of
respondents, some in person, some over the tele-
phone, and some in a mail questionnaire. There were
no significant differences between telephone and per-
sonal interviews on most items, but on two particularly
sensitive issues—attitudes toward the availability of
contraceptive information to unmarried women—the
telephone interviews showed a somewhat more liberal
position.

Henson, Roth, and Cannell® found evidence that
respondents were somewhat less likely in person than
over the telephone to claim positive qualities for them-
selves on the Lubin mental health scale. Reporting on
other indices of mental health did not vary with the
data-collection method used.

Hochstim’s study* of health variables found evi-
dence that responses were generally comparable in
personal interviews, telephone interviews, and mail
questionnaires. His data did suggest that on some
social-desirability items, slight differences were found
which favored the telephone for obtaining reports of
socially undesirable information. In contrast, Colom-
botos,’ interviewing a sample of physicians, reports
that personal interviews obtained as many reports of
socially undesirable information as did telephone
interviews.

Groves and Kahn,® in a carefully controlled com-
parison of telephone and personal interviews, found
few significant differences. For the telephone inter-
views, however, they do report somewhat higher

% Wiseman, F. “Methodological Bias in Public Opinion
Surveys.” Public Opinion Quarterly, 36, 1972:105—8.

3 Henson, Ramon, Aleda Roth, and Charles F. Can-
nell. “Personal versus Telephone Interviews and the Effects
of Telephone Reinterviews on the Reporting of Psychiatric
Symptomatology” (Research Report). Survey Research Cen-
ter, The University of Michigan, 1974.

4 Hochstim, Joseph R. “A Critical Comparison of
Three Strategies of Collecting Data from Households,” Jour-
nal of the American Statistical Association, 62, 1967:976—82.

5 Colombotos, John. “Personal versus Telephone In-
terviews: Effect on Responses,” Public Health Reports, 84,
1969:773—82.

¢ Groves, Robert M. and Robert Kahn. Comparing Tele-
phone and Personal Interview Surveys. New York: Academic
Press (forthcoming).
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item-nonresponse, and shorter answers to open
questions.

These studies typify the overall findings of small and
inconsistent differences in the information yielded by
the two methods. Two studies, however, demonstrate
the important and shared problem of response inva-
lidity. Rogers” reinterviewed a personal interview
sample, randomly assigning them to a telephone or a
personal interview. Questions asked for complex
knowledge, attitudes, income, voting behavior, and
education. As in the studies described earlier, few dif-
ferences were found between reports from the two
types of interviews. Those differences that did occur
were small, and tended to favor telephone interviews,
but the sample sizes were too small to permit any firm
conclusions. The most significant finding, however,
was the invalidity of report in both methods. For
example, in both telephone and personal interviews,
voting in the presidential and mayoral elections was
overreported by about 20 percent.

Similarly, Locander, Sudman, and Bradburn®
found only minor differences between personal and
telephone interviews in the validity of reporting of
embarrassing events. They did, however, find that
invalid reporting by telephone ranged from 12 per-
cent for voter registration to 46 percent for drunken
driving. These studies point to the major issue of re-
sponse validity.

At present, little is known about what constitutes
effective telephone-interviewing techniques. Histori-
cally, the motives for turning to telephone interviews
have been primarily a desire to avoid high costs and
low response rates rather than a desire to explore a
new and promising data-collection method. Con-
sequently, the telephone interview has tended to be
perceived as a less desirable alternative to the personal
interview—simply a personal interview conducted
from a distance.®

The goal in turning to telephone interviewing
should not be simply to obtain the same quality of data
on the telephone as from personal interviews (a quality
which research demonstrates is sometimes quite poor),
but rather to take full advantage of the new technol-
ogy, and to develop techniques which will minimize
error and bias. There are basic differences between
personal and telephone interviewing which néed to be
studied.

One of these differences is the absence of visual
communication on the telephone, substantially reduc-

7 Rogers, Theresa F. “Interviews by Telephone and in
Person: Quality of Responses and Field Performance,” Public
Opinion Quarterly, 40, 1, 1976:51—65.

# Locander, William, Seymour Sudman, and Norman
Bradburn. “An Investigation of Interview Method, Threat
and the Response Distortion,” Journal of the American Statistical
Association, 71, 1976:269—"75.

¢ The exception has been in the development of sam-
pling techniques unique to the telephone interview.
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ing the usual cues by which interviewer and respon-
dent communicate with and are perceived by each
other. Another difference is the lack of the naturaily
occurring, pre-interview interaction which charac-
terizes a personal interview. In personal interviews,
there are usually several minutes of pre-interview
conversation beginning on the doorstep while the in-
terviewer and respondent become acquainted and
prepared for the interview. In contrast, the natural
tendency over the telephone is to introduce the survey
briefly and move quickly to the questions. This is prob-
ably due in part to conventions governing telephone
behavior which dictate that strangers state their busi-
ness, transact it efficiently, and avoid nonessential
conversation.

In personal interviewing, the elements of visual
communication plus the pre-interview acquaintance
period allow the interviewer easily and naturally to
establish both the legitimacy of the interview and the
image of herself'® as a pleasant, understanding, and
safe person with whom to interact. In personal en-
counters, perceptions of others are biased in large part
on a constant stream of nonverbal communication,
including smiles and other facial expressions, posture
and postural changes, eye contact, and other physical
behaviors. The interviewer’s physical presence allows
her to communicate attention to, interest in, and ac-
ceptance of what the respondent has to say, through
nonverbal as well as verbal indicators.

The absence of visual communication in the tele-
phone interview may seriously hamper the inter-
viewer’s ability to maintain and strengthen the image
of safeness, permissiveness, and acceptance of what
the respondent has to say. Since these qualities con-
tribute to respondent meotivation, techniques for
communicating them over the telephone need to be
developed. Without special efforts there may be lin-
gering suspicion of the purpose of the interview and
uncertainty about how to respond to the unknown,
unseen interviewer.

The preceding pages have raised some fundamental
issues which confront telephone surveys, and answers
will come only through methodological investigations.
But researchers are unlikely to declare a moratorium
on telephone surveys until firm answers are given,
Such methodological lag is not unique, and research in
science seldom awaits the development of perfect mea-
surement techniques. One only hopes that progress is
not too long delayed.

Interviewing Technique

While the basic principles of face-to-face interview-
ing are applicable to telephone use, there are some
major differences due primarily to the need to com-
pensate for the missing nonverbal communication.
Social scientists have demonstrated that much of the

10 We use the female pronoun since interviewing staffs
tend to be women.




significant content of interpersonal communication
consists of eye contact, head and body motion, smiles
or frowns, head nods, etc. Much of this nonverbal,
visual communication reinforces the verbal communi-
cation, and is especially significant in providing feed-
back to the other person. Such feedback may convey
affection or messages of liking, acceptance, and
warmth, as well as cognitive messages that the com-
munication has been understood and achieves its in-
tended purpose. In telephone interviews, the absence
of nonverbal visual stimuli needs to be compensated
for by increased use of verbal feedback.

Interviewers are very aware of this need for feed-
back and, if not ¢ given adequate techniques. will invent
their own. Unfortunately, these often consist of spon-
taneous comments, directive probes, or agreement—
all types of feedback which are potentially biasing.
Interviewers have been overheard making such com-
ments as, “That’s a good answer,” “Sorry to hear you
had the flu. I had it myself and felt terrible.” “My uncle
had the same disease you have.” “I'll bet you felt terri-
blel” “Yes, that is a tough question; give a guess.”

To avoid these idiosyncratic interjections, pre-
planned feedback responses need to be incorporated
into the questionnaire,.or the interviewers provided
with a list of acceptable feedback items to use after each
response. These may be simply, “I see,” or “Um-
hmm,” to communicate understanding; or they may
be longer, “That’s useful information,” “We're in-
terested in that.”

Another major interviewer problem is the speed at
which telephone interviews are conducted. Interview-
ers proceed too rapidly both in reading questions and
in rushihg to the next question following the response.
Rapid pace in reading questions leads to misunder-
standing and misinterpretation. A rapid response time
also inculcates a reaction that the interview is superfi-
cial and that careful consideration of responses is un-
necessary and not desired. Special training in inter-
viewing at a slower pace is called for.

Attention to feedback will communicate to respon-
dents that they are understood and are performing
well; a slow pace will communicate a sense that the
interview is a serious undertaking, and requires care-
ful attention. Both techniques are incentives to diligent
respondent performance, hopefully producing more
valid responses. ’

Monitoring Interviewer Performance

Telephone interviews conducted from a central lo-
cation permits close monitoring of interviewer per-
formance, especially to evaluate and correct faulty
techniques. This is a major advantage over household
interviews; it leads to better standardization of per-
formance, and can substantially improve the quality of
interviewing.

B Propei‘l}%?)ne, monitoring is not simply a matter of

listening to interviews but is structured listening, based

‘on a system for objectively coding the quality of per-
formance on all major interviewer techniques.

The monitoring forms that we are presently using
for telephone interviewing include ratings of a sample
of questions for such variables as: question-asking
pace, naturalness of speech, probes, reinforcement,
etc. Each sampled question in each sample interview is
rated on a 4-point scale for these variables. The results
can be summed for overall evaluation of the inter-
viewer's performance. Immediate feedback to the
interviewers, evaluating and ' correcting their
performance, will maintain a high standard of data

- collection.

Sampling

The sampling objective for the telephone interview
survey is the same as for the personal interview
survey—to select a probability sample which truly re-
flects the population which one wishes to describe.
Assuming that one wishes a sample of the adult popu-
lation, the first step is to establish a sampling frame
containing the telephone numbers of the entire popu-
lation from which a sample can be drawn.

For special samples—for example, members of
Health Maintenance Organizations—one would sam-
ple from a list of all such members. Obtaining a sample
of the general population is more complicated because
no complete, up-to-date list is available; but even if
such a list were available, not everyone has a telephone.

We mentioned that over 90 percent of U.S. house-
holds had telephones; but there is considerable varia-
bility in this coverage by geographical sections of the
country, by urban versus rural areas, and by other
personal demographic characteristics of potential re-
spondents. Before deciding on a telephone survey, it is
important to determine the telephone coverage for the
particular population to be sampled. (Such informa-
tion is usually available from AT&T offices.) Natu-
rally, the first idea which comes to mind in considering
how to obtain a sample of telephones is to use the
telephone directory. Telephone directories, however,
pose at least two serious obstacles to good sampling
methodology; the omission of all unlisted telephones
(a large and growing population), and the rapid out-
dating of the directories.

A sampling method that avoids these problems has
been called “random-digit dialing.” While somewhat
more complicated than this simple description implies,

* sampling consists of generating a set of randomly cho-

sen, 4-digit numbers.

Such a sample is not very efficient, since it will in-
clude nonworking numbers and business establish-
ments. Systems to increase efficiency by reducing
nonworking numbers are beginning to appear. Meth-
ods developed by Sudman ** and by Waksberg '* are

11 gydman, Seymour. “The Use of Telephone Di-
rectories in Survey Sampling,” Journal of Marketing Research,
10, 1973:204—07.

" 12 Waksberg, Joseph. “Sampling Methods for Random
Digit Dialing,” Journal of the American Statistical Association, 73,
361, 1978:40—46.
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among the best examples. I recommend that a sam-
pling statistician be consulted in designing a sample.
Although simpler by far than generating an area
probability population sample, designing the tele-
phone sample is still a complex technical undertaking.

Response Rates

Some investigators claim a higher response rate for
telephone surveys than for personal interviews, while
others find the rate to be about the same or even
somewhat lower. But regardless of what the response
rates actually are, it is clear that telephone interviews
are not the answer to low response rates. There is some

_evidence, however, that the rates are more nearly
equal for urban and rural segments of a sample, a gain
over personal interview rates which usually show sig-
nificantly lower rates in highly urbanized areas.

Data-Collection Costs

Cheaper data is one attraction of telephone surveys,
and they are considerably cheaper than area probabil-
ity samples and personal interviews. They are, how-
ever, not as cheap as might be assumed, being one-
third to one-half the cost of personal interviews. An
analysis of costs shows that approximately 33 percent
of the costs are for interviewers’ salaries, and 40 per-
cent are for equipment costs and long-distance
(WATS) line charges. A higher proportion of data-
collection salaries are spent on monitoring and super-
vising than is the case for personal interviews because
of the opportunity for better control. While cheaper
data is a desirable goal, the objective is not to find the
cheapest method but to determine the method yield-
ing the most valid data per dollar.
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Computer-Based Telephone Surveys

A relatively new development in telephone surveys
is the use of interactive interviewer-computer systems.
The interviewer faces a TV screen using a console on
which either precoded or free responses can be en-
tered directly into the computer. The questionnaire is
stored in the computer, which displays the appropriate
question on the screen. Such systems presently exist or
are being developed at some commercial organiza-
tions, at the Census Bureau, and at a few universities.
Although not likely to be available for widespread use
at least for some time to come, it does extend the
potential of telephone interviewing by providing bet-
ter control over interviewer behavior and by eliminat-
ing at least two survey steps: independent coding, and
card-punching. For most questions, these two steps
become part of the interviewer’s activities.

Concluding Statement

As these comments suggest, telephone interviewing
is a new methodology in survey research and not sim-
ply an adaptation of face-to-face interviewing. It pre-
sents a new potential, but also new methodological
problems. When techniques are properly developed
and researched, telephone interviewing may yield sur-
vey data which are more valid than are usually pro-
duced in field interviews, largely because of the poten-
tial for greater standardization and control over in-
terviewer performance. The new developments in tel-
ephone interviewing portend exciting times ahead for
survey research. Taking advantage of new technical
developments could mean a revolution in survey re-
search, perhaps the most significant since probability
sampling and the advent of the computer.



METHODOLOGICAL CONSIDERATIONS FOR THE
DEVELOPMENT OF A HEALTH INTERVIEW SURVEY
CAPABILITY AT THE STATE OR LOCAL LEVEL

Robert R. Fuchsberg, Director, Division of Health Interview Statistics and Monroe G. Sirken, Ph.D.,
Associate Director for Mathematical Statistics, NCHS, Hyaitsville, Marviand

The National Center for Health Statistics under
Public Law 93-353 was authorized to develop a
cooperative health statistics system “to assist State and
local health agencies and Federal agencies involved in
matters relating to health in the design and implemen-
tation of a cooperative system.” The purpose of this
legislation was to establish and maintain coordinated
and uniform data systems to guide decisionmaking
regarding health care in the United States by enabling
decision makers to learn of current and future health
needs, to make better planning possible, and to allow
more effective monitoring and evaluation of health
programs and services.

In an effort to implement Public Law 93-353 the
Division of Health Interview Statistics examined its
present data collection program which was designed to
gather health, disability, and medical care information
for the Nation as a whole, for the four major regions of
the country, and also for several of the largest standard
metropolitan statistical areas. Expansion of the sample
to provide annual State and local estimates was consid-
ered and discarded because of the very high costs. It
would require about 50 million dollars to provide an-
nual estimates for all States and many hundreds of
millions to produce local estimates for every sizable
community. Instead of attempting to meet State and
local population health data needs through a sample
expansion of the National Health Interview Survey, it
was decided that the survey staff would provide tech-
nical assistance to State or local governments which
requested assistance in conducting their own survey. A
limited number of States and local agencies have con-
tacted the National Center for Health Statistics and
requested varying amounts of technical assistance.
Assistance has been provided to Tennessee, Virginia,
Hawaii, New Hampshire, Puerto Rico, Fort Lauder-
dale, Florida, and a number of other areas in an at-
tempt to share our knowledge and experience with our
colleagues either contemplating or carrying out
household surveys. In addition, members of the Cen-
ter staff conduct courses annually under the auspices
of the Applied Statistics Training Institute in Health
Survey Methods and Procedures and in Health Survey
Sampling Methods in a further effort to share our
experience in hope of improving survey research de-
sign and encouraging greater survey validity, reliabil-
ity, and comparability.

In carrying out these technical assistance activities, a
number of training materials, reports, and manuals
are being developed to assist State and local data

gatherers. These survey methodological descriptions
are used in conjunction with our technical assistance
efforts. They are not designed as do-it-yourself survey
instructions since we believe that scientific population
sample surveys are too complex for the do-it-yourself
handbook approach.

While proceeding with our efforts to provide tech-
nical assistance to State and local health interview sur-
veys, we are also pursuing other approaches in our
efforts to meet the local data needs. We have proposed
a redesign and fourfold sample expansion of the Na-
tional Health Interview Survey. This will permit the
Health Interview Survey to produce a limited amount
of key statistics for all States by combining up to three
years of data on continuing or core topics. For States
with the largest populations, annual estimates could be.
produced. For medium population States, estimates
could be produced by combining two years of data,,
and States with low population density would require
information combining three years of data to produce
reliable estimates. In addition to enabling the Health
Interview Survey to provide such direct State estimates
of key health variables, the sample expansion would
provide a greatly improved capacity to produce indi-
rect or synthetic State or local estimates for items too
rare to be measured directly. The indirect or synthetic
estimates are constructed by using regional or national
population rates for a health variable and adjusting the
rate for each State in accordance with the demo-
graphic characteristics of the State’s population.

Another new initiative is currently being developed
to aid in meeting the increased demand for health and
medical care statistics. The staff of the Division of
Health Interview Statistics has long been dissatisfied
because of its inability to meet urgent needs for data on
emerging health concerns quickly. For example, dur-
ing the past year when there was accumulating medical
evidence of the dangers of liquid protein diets, there
was an urgent need to know how many people were
taking liquid protein and what other foods they were
eating. The Health Interview Survey normally re-
quires 2 or more years to develop a new sup-
plementary item, pretest it, collect the data over the
course of a year, tabulate the results, and analyze and
write a report. Even if this procedure was speeded up
due to the urgency of the situation, it is still too cum-
bersome to meetimmediate data demands of this kind.
Plans are now in progress to establish a telephone
interview capability within the National Center for
Health Statistics using random-digit dialing and the
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computer assisted electronic questionnaire which
could produce data on important, new or urgent
health concerns within a matter of a few months instead
of a few years. This telephone interview survey system
will permit the National Center for Health Statistics to

develop an expertise in the conduct of telephone sur-

veys on health topics. This expertise will be used to
assist State and local health agencies to conduct limited
surveys within their target areas or even permit the
National Center for Health Statistics to conduct such a
survey for a local health agency. This system will be
tested in the late summer and fall of this year, and we
will be conducting some methodological research be-
fore the end of this year.

In summation, the Center is making a concerted
effort to be responsive to State and local data needs by
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expanding the Health Interview Survey sample to
produce direct and indirect (synthetic) estimates for
State and local areas. It will continue to provide and
expand its ability to give technical assistance to State
and local agencies who wish to conduct health surveys
by personal interview or by telephone. It may conduct
demonstration telephone surveys using random-digit
dialing for States or local areas to refine the methodol-
ogy and develop technical assistance manuals. The
Center will continue undertaking methodological
studies to investigate the cost and error effects of al-
ternative methods for producing State and local area
and national statistics. These activities are currently
being coordinated under the National Center for
Health Statistics’ recently established Survey Intelli-
gence Service.



REMARKS ON PAPERS BY SUDMAN AND LANNOM,
CANNELL, FUCHSBERG AND SIRKEN

Thomas B. Jabine, Chigf Mathematical Statistician, Social Security Administration, Washington, D.C.

In spite of all the surveys going on today, there is
very little useful research on survey methodology
being done. There are probably good reasons for this.
Good methodological research is expensive. Results
tend to be dependent on target populations and survey
content and therefore difficult to generalize. People in
charge of surveys are understandably reluctant to
complicate their lives by building in methodological
experiments (Noelle-Neumann is an outstanding ex-
ception?).

Nevertheless, more research on survey methodol-
ogy is necessary if we are to get our money’s worth on
the millions (billions?) of dollars spent annually on
surveys. Those of us who work on the design of samples
for surveys often comfort ourselves with the statement
that “the optimum is very broad,” meaning that even a
fairly substantial departure from optimum allocation
of resources may cause only a small increase in sam-
pling error. However, if we expand our horizon to
think about Zotal survey design rather than sample
design (i.e., minimizing the total error from all
sources, or in Cannell's words obtaining “the most
valid data per dollar”), we are no longer in the same
comfortable environment. We are faced with a bewil-
dering variety of alternative data collection proce-
dures, which can lead to a wide range of outcomes
measured in terms of quality and cost.

The number of organizations doing significant re-
search on survey methodology can be counted on the
fingers of one or at most two hands. We are fortunate
to have 3 of them represented on this part of the
program.

The paper by Sudman and Lannom provides useful
information on the results of two specific meth-
odological experiments with the use of diaries to ob-
tain health data. There is little doubt that the diary is a
useful weapon in the arsenal of the survey researcher.
Not every respondent can be persuaded to keep a
diary and to make entries on a regular basis or when
events occur. However, for those who do, reports are
likely to be more accurate than reports obtained re-
trospectively at the end of the reporting period.

The authors deserve particular credit for providing
detailed unit cost data for the different procedures
used, so that survey designers can use the results in the
context of total survey design.

! Noelle-Neumann, Elisabeth, “Wanted: Rules for
Wording Structured Questionnaires,” Public Opinion Quar-
terly, Vol. XXXIV, No.2, Summer, 1970: 191—201.

Since a discussant is expected to comment on the
findings and their interpretation, I will proceed to
raise some specific questions. No doubt many of these
questions will be answered in the full report.

1. Testing of ledger versus journal-type diaries
was described as a key feature of the first
experiment; however, the findings for this
comparison are not presented, nor are we
told which type was used in the second exper-
iment.

2. No information is given on sampling errors
or levels of significance for the comparisons
presented. I trust appropriate information
will be included in the full report.

3. The relationships between the key findings
and the data in the tables are not always clear.
For example, looking at table 1, the conclu-
sion that “losses in the 2nd and 3rd months
are only between 1 and 2 percent of the sam-
ple” (item 2) does not appear to be true for
diaries that were sent in by mail. The state-
ment that “the number of payments to medi-
cal care providers does not differ by method”
(item 10) is not supported by the data in table
7. The statement that “Diary methods yield
more accurate reporting than personal
methods for household members other than -
the respondent” may very well be true, but
the data in table 6 do not clearly demonstrate
this.

4. Health data are obtained in the National
Health Interview Survey from one-time re-
trospective interviews, as opposed to the
panel or longitudinal approach used in the
experiments conducted by the SRL. For
many items a 2-week reference period is
used. The authors of this paper twice allude
to evidence or indications that, at least for
some items, errors due to telescoping and
omissions tend to offset each other. I think it -
would be dangerous to rely on the limited
evidence that now exists as grounds for
complacency about the present design of the
HIS. There is much evidence that the
bounded interview approach reduces errors
in reporting less memorable events, and for
this and other reasons I believe that a thor-
ough review of the total survey design of HIS
is long overdue.

5. The most striking contrast between diary and
personal interview methods was for the item
“days felt ill but performed usual activities.”
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However, it is not easy to imagine what value
this particular item might have for health
services planners. I make this point only to
underline and call special attention to the
authors’ comment that the choice of method
is a function of the information needed, and
that the cheaper telephone procedures may
be adequate for many data requirements.

6. Conclusions about the relationship between
education of respondents and success with
diaries should be interpreted with caution,
because of the exclusion of non-telephone
households from the second experiment.
The relatively small sample sizes could also
conceal real differences of sufficient size to be
important in survey design decisions.

Finally, with respect to Sudman and Lannom’s pa-
per, I would like to second the authors’ recom-
mendations that combined procedures be considered.
Whether the issue is what sampling frame to use or
what data collection method to adopt, it is usually true
that no one approach is optimum for the entire target
population.

The paper by Cannell is more general in scope. It
provides a thoughtful analysis of how telephone in-
terviewing differs from other methods of data collec-
tion, especially face-to-face interviews. Recent devel-
opments, such as random-digit dialing and computer
assisted telephone interviewing (CATTI) are described.
Readers are encouraged to consider telephone inter-
viewing not merely as a substitute for personal visits to
respondents, but as a method of data collection that
offers unique advantages in terms of cost and potential
improvements in quality if its special features are
properly exploited.

Cannell touches briefly on the positive features of
CATIL A recent report by Rustemeyer * gives consid-
erably more detail on the potential for such things as
pretesting questionnaires in an interactive mode, use
of questionnaires tailored to respondent characteris-
tics, greater facility for conducting split-panel tests of
questionnaire variations, and faster tabulations. The
possibilities seem almost limitless.” For example, ran-
dom assignment of cases to interviewers working out
of a central location would permit reliable measure-
ment of the contributions of interviewer variance and
bias to total error. While these components of error are
believed to be important in many types of surveys, they
are difficult and expensive to measure in conventional
surveys using face-to-face interviews.

1 am not trying to say that the millenium is close at
hand. CATI is not necessarily the answer to everyone’s
problems. While overall unit costs are low, the devel-
opment costs are significant and it is likely that only a
few organizations will establish sophisticated facilities

2 Rustemeyer, Anitra, “Toward Development of a
Computer-Assisted Telephone Interviewing System,” U.S.
Bureau of the Census, July 1977.
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for conducting national or local telephone surveys.
The setup costs for particular surveys (e.g., pro-
gramming the questionnaire display systems and the
on-line edits) may be substantial, at least in the early
stages. The CATI approach is likely to be of limited
use when the content of the survey requires many
open-end questions, use of flash cards or consultation
of records by the respondent. In other words, CATI is
probably not suitable for some of the more complex
kinds of surveys.

1 would also like to add a cautionary note about
random-digit dialing. Like other tools, it can be used
well or poorly. We all know that coverage loss can
result from leaving out non-telephone households.
However, there are some other problems with
random-digit dialing that are not always acknowl-
edged. First, what can we conclude about telephones
that are not answered after one or more tries? Without
going into detail, it is obvious that computing a re-
sponse (or completion) rate in surveys using
random-digit dialing is not a simple matter. Second
what should be done about households with more than
one telephone number? This problem can be dealt
with readily, but is sometimes ignored, leading to over-
representation of multi-telephone households in the
sample estimates.

In spite of these caveats, I share Cannell’s enthusi-
asm for the potential benefits from using telephone
interviewing as a new methodology, and not just a way
to conduct face-to-face interviews at a distance.

Fuchsberg and Sirken’s paper tells how NCHS tries
to assist State and local health agencies to obtain health
survey data for the areas they serve. The sources of
assistance include:

« Direct or synthetic estimates based on the
National Health Interview Survey.

o Training and technical assistance for States
and localities wishing to conduct their own
surveys.

« Development of improved methodology for
various kinds of State and local health surveys.

o (Possibly) conducting -telephone surveys for
States and localities, presumably on a reim-
bursable basis.

All of the proposed new initiatives have potential
value for State and local agencies. However, the re-
sources available to NCHS will continue to be limited
and a realistic set of priorities is essential. The follow-
ing comments represent my personal views on the
probable payoffs from alternative courses of action.

1. If new money becomes available for the Na-
tional HIS, it is not at all obvious that it should
be used to expand the sample. This may seem
like 2 strange statement in a meeting dedi-
cated to helping State and local agencies. To
understand it, I ask you to think in terms of
total survey design rather than sample de-
sign. Providing State and local estimates with



somewhat lower sampling errors is not cost
effective if the main source of error in these
estimates is response bias. Better results might
be achieved by changing the data collection
procedures in the national survey (e.g., by
using a diary-panel approach) and using in-
direct or synthetic methods to obtain State
and local estimates.

Applying the principles of total survey de-

sign to HIS will not necessarily call for a large
investment in new methodological research.
It will require a careful analysis of the consid-
erable body of information already available
(including that provided by Sudman’s diary
studies) on the components of sampling and
nonsampling error for health survey varia-
bles. As stated earlier, I believe that such an
effort is long overdue.
. In my opinion, State and local agencies
should not try to conduct local replicates of
the Health Interview Survey, either on a
continuing or an ad hoc basis, and NCHS
should not encourage them to do so. HIS is a
complex and expensive survey, requiring
specialized professional resources which are
usually not readily available to State and local
agencies, especially for one-time surveys.
Nor can many of these agencies afford to
contract for such a survey.

On the other hand, there are surely some
local needs that can be met readily by rela-
tively simple low-cost surveys, conducted
either by the agency itself, or on its behalf by
NCHS or by a contractor. Therefore, I am

enthusiastic about NCHS’s plan to develop a
capability for conducting computer-assisted
telephone surveys. With a reasonable in-
vestment, it should be possible to develop a
set of survey modules for CATI surveys that
will be responsive to State and local needs and
which can be used either by NCHS ‘or by
other organizations to do surveys for the
agencies that want and can afford them.

. I'am also happy to see that NCHS is planning

the development of a facility for conducting
surveys that can provide quick response to
needs for data on special concerns that can-
not be anticipated far ahead. The problem of
the long time lapse between perceived needs
for new survey data and the actual availability
of these data is pervasive in the Federal
statistical system. There have been a few seri-
ous attempts to attack this problem. Perhaps
the greatest success has been achieved by the
Center for Disease Control in establishing
facilities for conducting epidemiological
studies quickly in response to special health
problems.

The use of CATI techniques, although po-
tentially helpful, will not in itself result in an
effective facility for quick response surveys.
Paradoxically, what will be needed is very
careful advance planning over an extended
period to develop special budgeting, clear-
ance and (if applicable) contracting proce-
dures. Only in this way will it be possible to
move quickly when the need arises.
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NATIONAL HEALTH MONITORING AND
SURVEILLANCE

Welcome to the session on National Health Monitor-
ing and Surveillance. I'm Paul Leaverton of the Na-
. tional Center for Health Statistics (NCHS).

I was requested to organize a session on this topic,
one that is dear to my heart, and was very pleased to do
so. It is an important area and interest is escalating.
Pending national legislation has NCHS playing a more
prominent role in environmental epidemiology. We
will be orienting our resources more toward health

monitoring and there will be more coordination with
other Federal agencies for this purpose.

We have arranged this session to present and discuss
a variety of national health monitoring and surveil-
lance systems. The common thread is that they are
national in scope. Some, but not all, will be able to point
to new areas of concern with the environment, with
occupational hazards, or with consumer products.

We have a distinguished lineup of speakers. It
should be an interesting afternoon.
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INFANT MORTALITY SURVEILLANCE: SUMMARY OF

PRESENTATION

Joel C. Kleinman, Ph.D., Special Assistant to the Director, Division of Analysis, National Center for Health Statistics,

Hyattsville, Maryland

In this presentation, I discuss two methodological
issues related to infant mortality surveillance. Surveil-
lance is defined as the identification of geographic
areas or population segments with unusually high
rates or with rates having unusual temporal patterns.
Two purposes are distinguished: health program
planning and evaluation, and monitoring or identify-
ing potential environmental hazards.

The first issue involves the use of total versus race-
specific rates. In 1976, the black infant mortality rate
(IMR) was 92 percent higher than the white rate (25.5
versus 13.3 per 1000). Furthermore, there was vir-
tually no overlap in the distribution of white and black
IMR’s over Health Service Areas (HSA’s): 95 percent
of HSA’s had white IMR’s below 16.5 and black IMR’s
above 18.4. If total IMR’s are used for identifying

HSA’s with unusually high rates, the differences ’

among HSA’s in the proportion of black births can
lead to the omission of areas with high rates. For
example, only half of the HSA’s with black IMR’s in the
highest 20 percent had their total IMR among the
highest 20 percent. .

These results suggest different approaches to sur-
veillance for program planning versus environmental
monitoring. In the latter case, race-specific (or ad-
justed) rates should be used since race is a confounding
variable when searching for potential environmental
hazards. For program planning, however, both total
and race-specific rates should be used. The total IMR
will identify areas with high race-specific rates or witha
high proportion of black births (which can all be con-
sidered at high risk). The race-specific IMR’s will
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identify areas with high rates among their white or
black for other race groups even when the proportion
of births in each group is small.

The second issue relates to the effects of random
error on IMR’s based on small numbers of births and
deaths. For example, in 1975—76 only 69 percent of
the 40 HSA’s with the highest white IMR’s (above 15.3)
were significantly (P < .05) higher than the United
States white rate of 18.7. Similarly, only 54 percent of
the 28 HSA’s with the highest black IMR’s (above 28.9)
were significantly higher than the U.S. rate of 25.8.
The effects of random error when examining change
is even greater. For example, 45 HSA’s had white
IMR’s which were in a higher quintile in 1975—76 than
in 1974—75, i.e., relative to other HSA’s these 45 lost
position. Yet only four of these HSA’s had significantly
(P < .05) less decline than the United States decline for
whites. For blacks 32 HSA’s lost position and only
seven had significantly less decline than was the case
nationally.

Thus, with only two years’ experience it is difficult to
make sound inferences about the relative positions of
HSA’s and how they changed. When the geographic
units become smaller, the problems increase rapidly.

The need for some criteria involving stability as well
as level in identifying high-risk areas is therefore cru-
cial. Unfortunately, such criteria tend to favor more
populated areas at the expense of rural areas. The
aggregation of years and areas improves stability but
may mask isolated areas or emerging problems. It is
difficult, however, to suggest other practical alterna-
tives.



CAN BIRTH DEFECT DATA FROM BIRTH RECORDS
EVER BE USED FOR ENVIRONMENTAL HEALTH

MONITORING?

Robert L. Heuser, Chizf;, Natality Statistics Branch, Division of Vital Statistics, National Center - for Health Statistics,

Hyaitsville, Maryland

The birth registration system is a convenient source
of information on congenital anomalies, an adverse
health outcome, which many researchers want to re-
late to environmental information. First, it is an al-
ready functioning system. Data are currently available
without having to design and implement a new data
collection mechanism. Second, it is a comprehensive
system, covering virtually all births in the United
States. All but four States currently have an open-
ended write-in item which permits maximum detail in
reporting the birth defects. The other four States have
on their certificates either a checklist of limited cate-
gories or a yes/no indication of congenital anomaly.

However, there are some disadvantages which must
be seriously considered. First, congenital anomalies
are relatively infrequent events—less than 1 percent of
all births as reported on birth certificates. For many of
the over 3,000 counties in the country there are only a
few hundred births and therefore only a handful of
anomalies reported each year. In many cases a change
of one or two events has a significant impact on the
anomaly rate, increasing or decreasing it up to 100
percent. Therefore, we must look not only at the rate
but also at the actual number of events. .

When congenital anomaly data are correlated with
environmental data it is necessary to look at the specific
conditions and not just at the overall level of
anomalies. This can drastically reduce the number of
events available for analysis.

One way of overcoming the problem of small num-
bers is to aggregate data for a number of years, as was
done by Dr. Mason for his Atlas of Cancer Mortality for
U.S. Counties: 1950—1969. The problem of the small
number of specific anomalies is probably at least as
great as for the cancer study for which 20 years of data
had to be aggregated. While this can solve the problem
of small numbers, it works against the need for timeli-

ness which is essential for monitoring and surveillance -

purposes.

A second problem is the fact that there is extensive
underreporting of congenital anomalies on birth cer-
tificates. Some conditions are not detected in the first
day or two of life and therefore could not be expected
to be reported on the birth certificate. For other con-
ditions there may be many reasons why they are not
completely reported on the certificate. Underreport-
ing is not necessarily a problem if it is uniform. But,
when there is differential underreporting, one must
be careful in drawing conclusions from the data. A

relatively low rate may mean a low incidence of a
»

particular condition or it may be the result of incom-
plete reporting. Conversely, a relatively high rate may
reflect conscientious reporting and the true incidence
may be no higher than in other areas. A high rate can
be a clue that there may be a special problem, but alow
rate does not necessarily mean that there is no
problem.

The effects of differentials in completeness of re-
porting are especially important when making geo-
graphic comparisons, such as industrialized versus
nonindustrialized areas, which is a primary concern in
studying environmental hazards. One of the com-
plicating factors is that there can be differences in the
level of completeness from region to region, from
State to State, from county to county, and even from
physician to physician within a hospital.

In our analysis of 1973—74 data we see some indi-
rect evidence of regional variation in completeness of
reporting. It has been observed that the incidence of
congenital anomalies is related to birth weight—low
birth weight infants have a higher level of anomalies.
The South region has about the same percent low birth
weight as the country as a whole for both white and
black births. It would therefore be expected that the
level of congenital anomalies in the South would be
about the same as in the entire country. However, the
anomaly rate for both white and black births in the
South was 2025 percent lower than for the country as
a whole. There is a related analytic problem in study-
ing trends over time. If an increase is seen in the
congenital anomaly rate for a particular area, isita real
increase or the result of improved reporting?

Toillustrate the problem of small numbers and what
is probably differential underreporting, congenital
anomaly rates have been computed for the counties of
selected States for 1973 and 1974. For this purpose the
rates are expressed as the percent of all live births that
have a reported anomaly. Figures 1—3 show these
rates for Nevada, New Mexico, and Alabama. The
number shown on the map in each county is not the
anomaly rate; itis the number of births with anomalies.

Nevada and New Mexico illustrate the kind of year-
to-year variation in the overall congenital anomaly rate
that can occur with small numbers of events. In
Nevada (fig. 1) there are three counties where the rate
was zero in 1973 and over 2 percent (the highest cate-
gory) in 1974. For two of these counties the 1974 rates
were computed with only two births with anomalies. In
New Mexico (fig. 2) there were three counties with this
kind of change in rates between 1973 and 1974, and
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Figure 1. Congenital Anomaly Rates by County: Nevada, 1973 and 1974
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Figure 2. Congenital Anomaly Rates by County: New Mexica, 1973 and 1974
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Figure 3. Congenital Anomaly Rates by County: Alabama, 1973 and 1974
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two counties whose rates went from over 2 percent to
zero. For both States there were other counties where
the rate more than doubled. There are also examples
of large declines. If rates were computed for specific
anomalies, these problems would be magnified.

I have selected Alabama (fig. 8) primarily to illus-
trate the need for caution in correlating the level of
congenital anomalies as reported on birth certificates
with the level of industrialization. Itis widely suspected
that the incidence of congenital anomalies is higher in
the industrialized areas, The major industrial area of
Alabama is around Birmingham, yet these counties
had a reported anomaly rate of less than 0.5 percent in
1973 and no more than 1.0 percent in 1974, while
other less industrialized counties in the State had
higher rates. Low rates were also seen in the industrial
areas of Pittsburgh, Buffalo, and Detroit, but high
rates were seen in industrial areas of eastern Ohio.
Also seen in many Alabama counties is the problem of
small numbers.

The data for New Mexico illustrate the usefulness of
being able to look behind a 4-digit ICDA code and see
what is actually written on the birth certificate, an
option not available to many researchers.

One of the counties had an extremely high rate—
5—7 percent. A look at the specific conditions reported
revealed a high level for ICDA code 746.7 (fibroelas-

tosis cordis). One possibility was that this represented
an outbreak of a rare condition, endocarditis. At the
request of the Center for Disease Control, we reviewed
the entries on a sample of the birth certificates. This
showed that the entries were not endocarditis but
heart murmurs, which also can be coded to 746.7.
Without the ability to go back to the original record,
erroneous conclusions could well have been drawn.
Many researchers would have only the statistical in-
formation on a data tape and would not have access to
the original entry.

Can birth defect data on birth records ever be used
to monitor environmental hazards? Yes, I believe they
can if they are used to identify possible problem areas
for much more in-depth studies, such as those based
on the cancer atlas which have just been mentioned by
Dr. Mason. For this 2 number of years may need to be
aggregated to give stability to condition-specific rates.
The usefulness of these data would be increased by
improved reporting to reduce the variations in level of
completeness. It must be remembered, however, that
birth certificate data cannot be used to infer a causal
relationship between congenital anomalies and any
particular environmental agent. The in-depth studies
are needed to provide that information. Therefore,
my answer to the question is “Yes, but...”
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THE FEASIBILITY OF USING U.S. BIRTH
CERTIFICATES TO TEST OCCUPATIONAL AND
ENVIRONMENTAL HYPOTHESES OF BIRTH DEFECTS

ETIOLOGY

Steven H Lamm, M.D., D.T.P.H., Tabershaw Occupational Medicine Associates, Rockville, Maryland

l. Etiologic Theory

Each period has had its own unified field theory of
disease causation to serve as the foundation for its
public health research, policy, practice, and organiza-
tion. In the same way, etiology has been more a charac-
teristic of the period than of the disease under
consideration—whether cancer, birth defect, or men-
tal illness.

For centuries, “the will of the gods” was to many a
sufficient etiologic explanation. In the early Middle
Ages, comets-and coincident but striking natural
phenomena were believed to cause diseases. In the
18th and 19th centuries, “miasmas” or bad air (ma-
laria) explained disease causation. Tuberculosis
sanitaria were to be built on hills, situated, as it were,
safely above the miasma. One traveled to the good airs.
Even John Snow’s pump experience was explained on
the basis of the miasmas.

The last hundred years has seen the development of
the sanitary movement and the germ theory. The dis-
covery of bacteria and the development of bacterial

. technology led to a new etiology—bacteria—that was
applied to all diseases and answered the causation of
some. In the last 50 years, viruses were discovered, the
electron microscope was invented, and viral culture
techniques have been developed. It took about half a
century to demonstrate the role of some viruses in
some animal cancers, of rubella virus in human
teratology, and of slow growing viruses in Alzheimer’s
pre-senile dementia.

The tantalizing pursuit of results gained in the Rous
sarcoma virus studies and those in the rubella virus
work, led to an enormous effort devoted to the un-
raveling of possible viral etiologies for all cancers and
likewise for birth defects. Few positive findings, how-
ever, have become established to support such a hope-
ful hypothesis.

Fairly recently, application of the “unitary etiology”
concept has focused upon “chemicals” as the cause of
disease—whether it be cancer, birth defects or mental
illness. Sparked by the Thalidomide tragedy, the first
focus was on pharmaceuticals. More recently the focus
has been on natural occurring substances such as as-
bestos, arsenic, and lead; man-made or synthetic
chemicals such as DDT, PCB, and TRIS; and dietary
factors such as vitamin E, fiber, or trace metals. Gov-
ernmental response has followed suit with increased
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funding for the FDA, NIOSH, EPA, OSHA, NIEHS
and CPSC.
" Since one of the major reasons for a health system is
the reduction of the incidence of diseases, data from
health systems have been used to observe the pattern
of specific diseases over time in a community. The
information derived from these data have been used
not only for the descriptive epidemiology, but also as
the data base for the analysis epidemiology directed
toward etiologic considerations. Thus, data from
health systems have served, and will continue to serve,
as data sources to develop and to test etiologic hypoth-~
eses of disease transmission.

For instance, is it feasible to develop or test chemical
hypotheses—occupational or environmental—of birth
defect etiology using the U.S. birth certificates?

Il. Model

The fundamental equation is E + I — O where E =
exposure, I = interaction, and O = outcome, or a
derivative of that, A E + A I —A O. Differences in
outcome rates are due to differences in exposure and
differences in interactions.

iIl. Measurement of Qutcome Variable

If birth defects are considered as an outcome vari-
able in this model, how well can we measure it?

Two nationwide data systems currently exist for the
monitoring of U.S. birth defect incidence. The Center

Table 1

BIRTH DEFECT REPORTING FREQUENCIES—USA, 1974
NCHS* BDMP+  NCHS/BDMP
Anencephaly 21 4.4 47%
Spina-bifida 4.5 5.9 77%
Hydrocephalus 1.6 6.1 27%
Cleft Palate 3.0 5.2 57%
Cleft Lip 6.3 9.3 68%
Anorectal Stenosis 1.5 34 44%
Down’s Syndrome 3.7 8.0 46%

* Vital Statistics Section, NCHS, per 10,000 births.
+Congenital Malformation Surveillance Report, CDC,
per 10,000 births.



Table 2. TIME TRENDS IN BIRTH DEFECT REPORTING

NCHS* BDMP +
1973 1974 1970-73 1974 1975-76
Anencephaly 24 2.1 5.2 4.4 4.3
Spina bifida 4.2 4.5 7.2 5.9 51
Hydrocephalus 1.6 1.6 4.7 6.2 41
Cleft Palate 2.9 3.0 53 5.2 47
Cleft Lip 6.5 6.3 10.0 9.3 9.2
Anorectal Stenosis 1.7 1.5 3.6 34 3.2
Down's Syndrome 3.8 3.7 8.3 8.0 8.3

*Vital Statistics Section, NCHS, per 10,000 births.

+Congenital Malformation Surveillance Report, CDC, per 10,000 births.

for Disease Control's Birth Defect Monitoring Pro-
gram since 1970 has been receiving notification of
birth defects diagnoses on hospital discharges from
approximately one-third of U.S. births. The U.S. birth
certificate (NCHS) offers a second monitoring system
that has been coded and recorded since 1973. The lack
of completeness of birth defect information on birth
certificates is well-kknown. Table 1 demonstrates the
variation in reporting rates between the two systerms.

This variation in reporting frequencies is a function
of individual malformation and depends to a large
extent on the ease with which a malformation is ob-
servable in the delivery room. This difference is ac-
counted for by the recognition that birth certificates—
the data source for the NCHS program—are filled out
after the baby has been seen in the delivery room or
immediately thereafter, while hospital discharges—
the data source for the BDMP program—are filled out
after at least three days of observation of the newborn.
Table 2 demonstrates, however, that within each sys-
tem the reporting incidence is fairly constant for each
malformation type.

Thus, while birth defect data on birth certificates’

may be markedly underreported and thus a poor mea-
sure of their incidence rate (0), their consistency over
time suggests their suitability as a data set to monitor
changes in the incidence rate (AQ).

IV. Measurement of Exposure Variable

There are few exposure variables that are directly or
indirectly recorded on the birth certificate. New York
State and West Virginia are the only two States that still
record maternal and paternal usual occupational and
industry on the birth certificate, though many States
still record maternal information. Rarely, however, is
this data coded. Unless the data is coded and accessi-
ble, it is of little value without returning to the original
document. Currently, it is difficult to develop expo-
sure frequency rates (E) prospectively.

An alternative analytic approach is to compare inci-
dence rates of specific birth defects for aggregates of
populations with different exposure opportunities.
County-based data on “pollution” levels in air and
water or presence or absence of certain types of indus-

try can be compared with birth defect data. County-
based correlations can be determined; however, the
rates of rare events such as specific birth defects in
30,000 counties are not at all stable, even aggregated
over many years. Such county-based correlations have
not proven very useful for multifactorial analysis of
infant mortality rates, which deal with more frequent
events. Furthermore, such studies suffer from the
“ecological fallacy” of attributing to the affected indi-
viduals the ecological characteristics of the mass popu-
lation. Identification of strong associations that may be
etiologically related has only been possible where ex-
posure is definable and most successful where it is
quantifiable.

V. Measurement of Interaction Variable

The interaction variable is unmeasureable because
the indices to measure are not known. Various hy- -
potheses will be developed to suggest that specific cat-
egories of women or pregnancies due to certain ge-
netic or physiological propensities may be at higher
tisk of certain birth defects. However, until the specific
hypotheses are developed, the evaluation of the inter-
action variable must be postponed.

In occupational oncology studies, it has often been
demonstrated that excess cases are only identifiable in
the group with known high exposure and not in
groups with assumed, probable, or estimated low ex-
posures. This may well demonstrate that at the low
levels of exposure, the interaction variables are
stronger determinants of outcome incidence than are
the exposure variables. Similarly in birth defect
studies, etiologic associations have been demonstrated
where exposure is identifiable (such as early preg-
nancy pharmaceutics or infection) but rarely where
exposure differences are attributable only to groups
and not to individuals. Again, this may indicate that
interaction variables are the dominant determinants
unless direct exposure can be demonstrated.

VI. Role of Public Health Governance

The public health institutions of the United States
have a responsibility to respond to the public’s demand
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for etiologic information on birth defects and cancer,
to identify and protect it from true agents, and to limit
the social consequences of false hypotheses. New spe-
cific hypotheses are reported in the national news
weekly. Most frequently the data bases do not exist in
an accessible manner to rapidly test these hypotheses.!
Such data bases should be developed, for the cost of
not doing so is enormous.

It may well be that a proper data system cannot be
built in the United States until a national health pro-

1 Mark Twain commented that “A lie has made it half
way around the world while the trath is still putting its boots
on.” .
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gram or record system exists. However, appropriate
programs in the United States should be developed.
Further analytic capabilities and trial studies should be
assisted in foreign countries which have national
health systems such as Great Britain and Canada.

Through international cooperation and the devel-
opment of appropriate data systems locally and na-
tionally, more complete linkable record systems may
merge which can be used to develop and test etiologic
hypotheses of birth defects.? -

2 Research was compiled for this presentation while in
the employ of: 1. Senior Epidemiologist, NICHD, NIH; 2.
President, Consultants in Epidemiology; 3. Tabershaw Oc-
cupational Medicine Associates.



THE NATIONAL ELECTRONIC INJURY
SURVEILLANCE SYSTEM: MONITORING
EMERGENCY ROOM DATA TO IDENTIFY HAZARDS
ASSOCIATED WITH CONSUMER PRODUCTS

Eliane Van Ty Smith, M.S., Division of Special S tudies, Hazard Identification and Analysis, Consumer Product Safety'

Commission, Washington, D.C.

One of the primary missions of the U.S. Consumer
Product Safety Commission is to protect the public
against unreasonable risks associated with consumer
products. In order to help the Commission address
product safety issues, a surveillance mechanism is
needed to identify hazards resulting from'a myriad of
products on the marketplace. One such tool currently
available to the Commission is the National Electronic
Injury Surveillance System, or NEISS (pronounced
“nice”).

I. What is NEISS? -

The NEISS is the primary data collection system
used by the Commission to determine the nature and

scope of the consumer product injury problem in the -

United States. The NEISS is a bi-level system in which
data are collected at the firstlevel through a network of
statistically selected hospitals and at the second level
through the follow-up of selected reported injuries
with in-depth investigation. Only product involve-
ment, not accident causation, is measured at the sur-
veillance level. Therefore, the second level or in-depth
investigation is required to determine how and why
accidents happen.

il. Why NEISS?

NEISS is based on the premise that if the efiology of
various kinds of accidents is known, many of them can
be prevented. However, this knowledge cannot be ob-
tained without some data, and more particularly with-
out quality data; for in accident research, as with all
other types of studies, the conclusion drawn must be
justified by the quality of data employed. No amount
of refined processing can improve upon the quality of
the data.

Since the decisions made by the Commission i impact
on all of us as consumers and often have a major
economic 1mpact on our soc1ety, it is lmportant that
they be made on the best data available. The require-
ment exists not only to develop a systematic basis to
find certain types of accident cases, but also to obtain
reliable statistics intended to reﬂect the accident pic-
ture of the nation. This requirement cannot be met by
relying solely on voluntary reporting on the part of the
consumer.

Also, the injury problem presented on the basis of
voluntary reporting would not adequately highlight
certain types of accidents which should be senously
addressed. People are not always eager to report acci-
dents which they suffer or which the people under
their charge suffer for the simple reason that they feel
they might be embarrassed. Also, knowledge of how
accidents happen must be gained through careful and
unbiased weighing of the best available evidence. The
sorting and sifting of a mixture of factors associated
with the accident must be elicited as objectively as
possible at the onset. The characterization of the in-
teraction between host, agent and environment is a
complex task that cannot be left to chance observation
alone,

Although there are other possible sources of injury
statistics such as household surveys, NEISS remains
the primary data collection system of the Commission
because hospital emergency rooms with their large

-reservoir of Injury cases represent the most cost effec-

tive single source for product-related injuries. Since
only an approximate 40 percent of the Nation’s
product-related injuries are treated in emergency
rooms, data from this source only does not provide a
measure of the entire injury problem. It does, how-
ever, represent a good surrogate for the injury
problem.

Because the Commission is interested in all types of
consumer product-related injuries, including those
seen in all types of medical facilities as well as those
minor injuries that receive no professional medical
attention, the NEISS is being supplemented by other
sources of data, such as death certificates, consumer
complaints, petitions and newspaper clippings.

lll. Role of NEISS to Identify Hazards

How is NEISS monitored to provide meaningful

_ information to identify hazards associated with con-

sumer products?

1. Identifying the scope and magnitude of the
product-related injury problem (statistical infer-
ences from the data).

Data collected through the NEISS contains
information on the “who,” “when,” “where,” and
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“what,” each product-related injury. This in-
cludes hospital record number, age and sex of
patient (the “who”); date of treatment (the
“when”); the accident type or location (the
“where”); injury diagnosis or disposition of pa-
tient (the “what™).

One advantage of NEISS is that statistical in-
ferences from these data can be generalized to
the Nation as a whole. This thereby makes pos-
sible an unbiased assessment of the relative
magnitude of a variety of injury problems asso-
ciated with consumer products.

NEISS hospital emergency rooms are statisti-
cally selected to provide injury data that are rep-
resentative of those seen in emergency rooms
throughout the Nation. The NEISS sample is
being currently updated and redesigned to
maximize the potential for statistical interpreta-
tion of the data collected through the system.

The redesigned sample, similar to the current
sample, captures injuries associated with con-
sumer products which are treated in hospital
emergency rooms. The new sample was drawn
from a list of all hospitals that report having an
emergency department and those hospitals
without emergency departments which report
treating one or more emergency visits in the
following categories: “general, medical and
surgical”; “hospital units of an institution”; “eye,
ear, nose and throat”; and “orthopedics.” The
universe of the new sample has been expanded
to include hospitals in all 50 States and the U.S.
‘Territories. Excluded are penal hospitals, be-
«cause they treat a select population, and hospi-
‘tals with fewer than six beds because there is no
complete listing of hospitals of this group.

" In order to draw a sample which will yield the
greatest precision within a given budget alloca-
tion, several possible methods of grouping the
hospitals were examined. Hospital size (as mea-
sured by the total number of emergency room
visits) and geographical distribution were found

to be the most effective modes for stratifying the
hospitals. All hospitals (without specialized burn
care facilities) were grouped into four strata.
Then within each group they were put in order
by zip code to ensure adequate geographic dis-
tribution. Hospitals were then sampled from
each group in such a way as to ensure adequate
representation of all hospitals by size and
geography.

" Because of the concern that hospitals with
specialized burn care facilities may be unique in
the type of emergency burn injuries that they
treat, all hospitals with specialized burn care
faciliies were gathered in a fifth stratum. A
sample of hospitals was then randomly selected
from this group. The selection procedure also
allows the total number of hospitals in this group
to be increased if the need arises. The resulting
sample for the NEISS is shown in table 1.

Data collected from the sample hospitals can
then be referred back to their respective groups
and totaled to reflect the emergency room
treated injuries associated with consumer pro-
ducts in the United States. Similarly, data col-
lected from statistically selected follow-up inves-
tigations can be projected to all injuries treated
in emergency rooms in the United States and its
Territories.

2. Case Finding Mechanism (Systematic and
Timely).

Injury cases collected through the NEISS sur-
veillance level constitute a reservior of accident
cases that can be immediately tapped for investi-
gation and further research, following leads on
potential product hazards.

The timeliness of the computerized data col-
lection procedure is a valuable advantage for
gathering quality information on accidents and
identifying current problems. The daily trans-
mittal of injury reports allows cases of interest to
be quickly assigned for investigation. As a result,

Table 1. DISTRIBUTION OF HOSPITALS IN NEW SAMPLE

Total Emergency

Percent of Sample

Hospital ~ Range of Total Emergency Room Visits Hospitglé Hospitals ~ Sampling Hospitals In Size
Group Room Visits in Universe 1 in Universe in Sample Rate Group
1 1—14,770 20,319,634 4,290 78 .0182 60.0
2 14,771—24,315 13,974,757 729 16 .0219 123
3 24,316—39,717 16,743,861 549 16 .0291 12.3
4 39,718+ 15,645,371 268 12 .0448 9.2
5 Hospitals with
* Burn Care Facilities 7,224,946 181 8 .0442 6.2
Total 73,908,569 6,017 130 —_ 100.0
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1 Universe all specified hospital emergency rooms within the United States and Territories. See text for more detailed
definition.
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it is possible for investigations to be conducted
within 72 hours of the victim’s being seen in the
emergency room, thereby reducing both mem-
ory bias and the likelihood that the product in-
volved in the accident has been discarded.

Figure 1 and the following narrative describe
the NEISS operation. Numbers in parentheses
throughout the narrative refer to data flow ar-
rows in figure 1.

Surveillance begins when, for example, a man
with an injury involving a mower is admitted to
the hospital emergency room for treatment (1).
Basic mformation is obtained about the accident
by the admissions clerk and is written on the
emergency room record (2). A hospital

employee designated and trained as a coder/

transmitter reviews records daily for those in-
juries involving consumer products (3) and
transcribes coded equivalents for all relevant
data to a code sheet (4).

At the end of each day’s coding, the coder/
transmitter types the coded data into a tele-
typewriter (5) installed”for this purpose. While
typing, a perforated paper tape is automatically
punched with complete data on each case. The
perforated tape is then loaded in a special “read-
er” on the machine.

During late night hours of low telephone line
traffic, a special switching device attached to the
Headquarter’s computer in Washington auto-
matically polls each of the hospital-based termi-
nals (6). This device turns on each remote tele-
type machine and reads the perforated paper
tape at high speed, edits the data for accuracy

and completeness, and records the data in the
computer (7). The central computer then pre-
pares a daily summary register (8) and detailed
case printouts for Headquarter’s review each
‘morning (9).

Detailed case printouts are consulted for pri-
ority items from which individual cases are
selected for investigation. Hospital identifica-
tion and case numbers are noted and typed into
the Headquarter’s teletype terminal (10) which
relays the information to the computer (11) for
later simultaneous transmission to the appro-
priate hospital and CPSC field terminal (12).
Hospital personnel check the records (13) for
name, address, and telephone number of the
victim. This information is then given by tele-
Phone to the CPSC field mvestlgator (14) who _
initiates contact with the victim or his family to
request an mvesugatory visit (15)

If the victim grants permission for an investi-
gation, he is visited at the earliest practicable
time—ideally, within three days of the injury. A
comprehensive interview is undertaken to verify
surveillance data, identify make and model of
the product, and to diagram, photograph, or
collect a sample where appropriate (16). .

Complete data on the product-related injury
are collated then to form the investigation report

- which is sent to Headquarters in Washington for

confidential staff review and analys?s a7.

. Identifying the emergency room treated
"population injured in product-related

accidents.

Table 2. ESTIMATED NUMBER, RATE ' AND MALE/FEMALE RATIO OF PRODUCT-RELATED INJURIES ADMITTED TO
HOSPITAL EMERGENCY ROOMS BY SEX AND AGE: CONTIGUOUS UNITED STATES,
JANUARY 1, 1976—DECEMBER 31, 1976 2

Both Sexes 3 Male Female Ratio Male/Female

Number of Injuries Number of Injuries’ Number of Injuries Number of Injuries
“Per Per Per Per

In 1,000 . In 1,000 In 1,000 In 1,000

Thousands Population Thousands Population Thousands Population Thousands Population
All Ages 4 8,753 40.8 5421 51.9 3,325 30.2 1.6 1.7
Under 1 Year 91 30.1 53 34.4 38 25.6 14 13
1-4 Years 1,062 86.3 632 100.5 430 71.4 1.5 14
5--14 Years 2,494 67.1 1,644 86.7 850 . 467 1.9 1.9
15—24 Years 2,328 573 1,585 776 744 36.9 21 21
25-—-44 Years 1,712 31.2 1,017 37.7 695 249 1.5 15
45—64 Years 737 16.9 371 17.7 366 16.1 1.0 11
65 Years and

Over 314 13.7 115 12.3 199 14.6 0.6 0.8

1 Rate: Number per 1,000 population for contiguous U.S. as of July 1, 1976, U.S. Bureau of the Census.
2 Totals may not equal the sum of the parts due to rounding.
3 Includes an estimated 7,000 injuries for which sex was unreported.

4 Includes an estimated 8,000 injuries for which age was unknown or unreported.
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Through the system, age and sex information
are gathered for each emergency room patient
injured in product-related accidents. As a result,
the NEISS provides a systematic basis for com-
paring the rate of emergency room admissions
for various population groups.

As illustrated in chart A' and presented in
table 2 !, the rate of emergency room admissions
(number per 1,000 population) was highest for
each sex in the age group 1—4 (101 males, 71
females). The next highest rate was in the age

" group 5—14 (87 males, 47 females). The lowest’

rate for each sex was in the age group 65 and
over (12 males and 15 females); the highest rate
for any sex/age group was in the male age group
1—-4. The ratio of males to females for rates
" generally resembles the ratio of numerical ad-
missions, since the proportion of each sex within
most age groups is quite similar. However, the
major exception is within the oldest age group in
which females experience almost 1 3/4 times as
many injuries as males, but the rates for these
two groups are not too disparate due to the
higher number of females in this older popula-
tion. Again, this corresponds to the data in the
National Health Survey where the estimated
rate of medically attended injuries was quite
similar for both sexes in the age group 65 and
over.

4. Surfacing Potential Product Hazards.

There are several general systematic ap-
proaches to surface potential product hazards
associated with the emergency room treated
population injured in product-related accidents.

One approach is to flag out among a multitude
of product categories those that are associated
with the highest frequency and/or the most se-
vere injuries for a defined population. Three of
the data elements collected in NEISS used to
generate one of the severity scales at the Con-
sumer Product Safety Commission are: nature
of injury, body part affected, and disposition of
patient. All non-fatal injuries are classified into a
6-point scale ranging from minor to most severe.
These scale scores are then incremented by 1 if
the patient is admitted for in-patient hospital
care. A 7th point on the scale is, therefore, estab-
lished to include these injuries among the most
severe injury classification which require hos-
pitalization. Poisonings are an exception to this
procedure. A poisoning which is treated and
released is classified as a 2 on this scale, while a
poisoning requiring hospitalization is classified

! HIA Special Report, “Consumer Product-Related

Injuries Treated in Hospital Emergency Rooms, January 1,
1976—December 31, 1976.”

as a 6. Deaths are classified as 8 on this scale, but
are grouped with category 7 in the weighting
procedure to be discussed below. This ranking is
based on medical judgment in terms of expected
physical impact as well as life threat and poten-
tial for permanent impairment (see table 3).

The classification of injury according to this
severity scale thus involved some value judg-
ments. However, the most subjective aspect of
the scale is the use of an inflation factor designed
to reflect differences in degree of severity be-
tween scale categories. To accomplish this, the
least severe category has been assigned a value of
10. This value is increased by 20 percent to ar-
rive at 12 for the next value. Thereafter, each
succeeding scale category is increased according
to a geometric progression, i.e., 40 percent, 80
percent, up to a 640 percent increase for cate-
gory 6 to arrive ata value of 2516 for category 7.

Several indices can be developed to surface
potential hazards. One of the indices, known as
the Hazard Index (see Appendix A), was origi-
nally developed as a management tool to gener-
ate a list of potentially hazardous products for
further study. The Hazard Index is a numerical
ranking of products based solely upon NEISS
injury frequency and severity data, adjusted to
give greater weight to injuries to children under
15 years of age. Children are often exposed to
injury risks of which they are unaware. Because
of this vulnerability, CPSC wanted to ensure that
injuries to this population would have greater
opportunity to surface. Therefore, any injury
occurring to a child under 15 years of age is
inflated by a factor of 2.5. This factor was
selected based on the fact that the population 15
years of age and over is approximately 2 1/2
times the size of the population under 15 years.
Therefore, this inflation factor neutralizes the
difference in population size.

As a management tool, the Hazard Index has’
a number of advantages and disadvantages
which are discussed below.

Although the Hazard Index is obviously sub-
jective in nature, it provides a relatively simple
method of ranking products according to
criteria which reflect important judgments in
the decision process. It quantifies severity of in-
jury together with frequency and incorporates
procedures which highlight injuries that are
life-threatening, impairment-threatening, or
occur to a specifically vulnerable age group.

Since the basic philosophy underlying the
Hazard Index is to surface those product groups
which involve injuries of particular concern to
CPSC, there is an increased risk of highlighting
product groups which may be of lesser public
health concern. In other words, as the sensitivity
of the Index is increased, i.e., surfacing those
areas of true concern, specificity of the Index
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Table 3. SUMMARY OF SEVERITY INDEX

.

" Severity Category 6 | Severity Category 5 Severity Category 4 | Severity Category 3 | Severity Category 2 | Severity Category 1
Diagnosis Severity Value——340 | Severity Value—31 Severity Valug—31 | Severity Value—17 | Severity Value—12 Severity Value—10
Amputation Any part of body '
' head, face, neck, leg, arm, hand,
Avulsion 25% of body + eye, upper trunk lower trunk foot, finger, toe mouth, ear
25% of body +, all single body parts K
Burns eye ' . except finger, toe, ear finger, tos, ear
head, face, eye, ear, leg, arm, hand,
Cell Damage 25% of body + mouth, neck, trunk foot, finger, toe
Concussion 25% of body+ head
head, face, ear, mouth, neck, arm, leg, hand,
Contusion.or Abrasion 25% of body+ upper trunk eye, lower trunk foot, finger, toe
: R ’ head, arm, leg, ]
Crushing trunk, foot, hand finger, toe
head, face, mouth, arm, leg, hand, foot,
Dermatitis 25% of body + eye, neck, trunk finger, toe, ear
[ head, face, mouth, . | ~ = arm, leg, hand,
Dislocation 25% of body+ neck, upper trunk lower trunk, eye foot, finger, toe
. ) head, face, ear, arm, leg, hand, foot,
Foreign Body 25% of body+ . neck, upper trunk . | lower trunk mouth ) finger, toe, eye
. . S head, face, neck, ‘ ‘ arm, leg, hand, foot, |
Fracture 25%:of body+ - trunk finger, toe, mouth ° .
arm, 160, finger, toe, ear, .
Hematoma 25% of body+ head, face, upper trunk | eye, lower trunk hand, foot mouth, neck
_ Internal Organ Injury 25% of body+ head, neck, trunk mouth, eye
. head, eye, facs, arm, leg, hand, foot,
Laceration 25% of body + mouth, neck, trunk finger, tos, ear
Nerve Damage 25% of body+ all other body parts
Not
Polsoning Hospitalized , Hospitalized
head, face, neck, B arm, leg, hand, foot,
Puncture 25% of body+ ear, upper trunk eye, lower trunk finger, tos, mouth
. arm, leg, hand,
Strain or Sprain 25% of body+ ] neck, upper trunk lower trunk, eye | foot, finger, toe, ear
anoxia, electric Ingested or aspi- ]
shock, submersion rated foreign object

Category 7—-Category 6's who are hospita]ized and deaths—Sevaerity Value of 2516
NOTE: Hospitalized cases are moved to the next higher saverity category.

Example: A hospitalized category 4 will be classified under category 5.
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Chart A. Estimated Number of Product-Related Injuries Admitted to Hospital Emergency Rooms per 1,000 Population
by Age and Sex: Contiguous United States, January 1, 1976-December 31, 19761
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tends to decrease by increasing the false posi-
tives. The primary criticisms directed at the
Index include the subjectivity of the weighting
procedure and in particular the high severity
values applied to specific injury diagnostic cate-
gories such as hospitalized poisonings. It is
argued that persons poisoned are often hos-
pitalized merely for observation, usually result-
ing in no real injury outcome. The age inflation

- factor is also deemed unfair by some. Itis argued

that parents tend to be more conscientious about
obtaining medical care for their children than
for themselves. Therefore, it is further argued,
since children’s injuries tend to be over-
represented when the emergency room serves as
the source of injury data, the age inflation factor
further compounds this age differential in the
Hazard Index.

Another approach to surface potential prod-
uct hazards is to identify an emerging hazard
through certain injury trends associated with
particular product categories. An example of
such an emerging problem is reflected by data
on skateboard-related injuries which show a

- statistically significant increase from FY 1976 to

FY 1977. Much of this increase was due to a
greater number of users, but the sheer mag-
nitude of the increase indicated a public health
problem that is worthy of further investigation.
A major effort was undertaken by the Commis-
sion in FY 1977 to further analyze the
skateboard problem. As a result, the Commis-
sion is currently pursuing an educational inter-
vention strategy and encouraging safer
skateboarding through the use of protective
equipment.

5. Identifying the nature and type of hazard
associated with consumer products

The NEISS is much more than a case finding
‘mechanism and a flagging device to bring prod-
uct hazards to light. The second level of the
system, or investigation, provides information
on the nature, types, and relative magnitude of
hazards associated with a given product
category.

In-depth investigations elicit detailed
background information on how and why acci-
dents occur. Following the assignment of a case
for in-depth investigations, a comprehensive
interview is conducted to verify and expand sur-
veillance data, identify make and model of
product and to diagram, photograph or collecta
sample, as appropriate, and to determine pre-
cisely how and why the injury occurred. The
completed investigation report is sent to CPSC
Headquarters in Washington, D.C., for staff re-
view and analysis.

When surveillance cases are statistically
selected g)r investigation, inferences about the

relative magnitude of different types of hazards
can be made.

The answers gathered through in-depth in-
vestigations of a particular consumer product
provide the means for an engineering, statistical
and behavioral analysis of the product’s design
characteristics, its inherent hazards, and the way
in which it was used. All data, both surveillance
and investigation, are used to assist in determin-
ing options for remedial activities.

The resulting analysis can be used by the
Commission as a tool to develop remedial
courses of action to protect the consumer against
an unreasonable risk of injury. For example, the
Commissioners may decide that an informa-
tional and educational program on the inherent
hazards of a particular product may be an effec-
tive course of action. On the other hand, the
analysis may indicate a hazard of such propor-
tion that the only remedial step is the develop-
mentand promulgation of mandatory standards
to overcome the risk of a ban. In addition, there
is a middle-of-the-road approach—that is, a
program of close work with industry represen-
tatives to encourage them to initiate and develop
voluntary standards.

IV. Potential Expansion of the System

One big advantage of the NEISS resides in the
amount of data collection flexibility present in the
system.

The surveillance level of the NEISS is basically a
structured data system designed to collect, on a con-
tinuing basis, fixed data elements. However, the
NEISS coding sheet used in the emergency room is
formatted in such a way as to allow for information
other than the core data elements to be added as new
needs arise (see CPSC form no. 192, exhibit 1). Infor-
mation for each hospital case is recorded on two lines,
The first line consists of the core data elements and
some additional space that can be formatted to code
other information. The second line can be used to
record unstructured information such as a brief
scenario of the accident.

The cases collected through the surveillance level
constitute a sampling frame from which samples re-
sponding to various criteria can be selected for
follow-up investigation.

As a result of this flexibility, the Commission was
able to conduct through both levels a variety of special
studies designed to obtain more specific information
tailored to the particular needs of the moment. The
Commission is also sharing the system with two other
government agencies with similar data needs. The
Commission is currently negotiating interagency
agreements with the U. S. Environmental Protection
Agency and the National Highway Traffic Safety



g1l

Exhibit 1. NATIONAL ELECTRONIC INJURY SURVEILLANCE SYSTEM CODING SHEET
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Administration at the Department of Transportation . We envision that this system could be of use to
to collect specific information on injuries associated other agencies and we are currently exploring this
with pesticides and involving vehicle accidents. possibility.
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APPENDIX A

Consumer Product Hazard Index

Product
Rank ! Number 2 Product Description 2 AFSI*
1 1202 Bicycles & Bicycle Equipment, Inc. Add-On Features
(Baskets, Horns, Non-Standard Seats, Handlebars) .................. 35.746
2 1842% Stairs (inc. Folding Stairs), Steps, Ramps, Landings .................... 25411
3 1211# Football, Activity, Related Equipment & Apparel ..................... 13.766
4 1204 Baseball, Activity, Related Equipment & Apparel ..................... 11.960
5 1241* Swings, Slides, Seesaws and Playground Equipment ................... 11.013
6 0645* Non-Glass Tables & Unspecified Tables .............c.oovniviienna.. 10.243
7 1231* Swimming, Swimming Pools & Related Equipment .................... 9.221
8 0601* Beds, Inc. Springs, Frames, Bunk Beds, & Unspecified Beds
(Exc. Mattresses or Box Springs, Water Beds, Sofa Beds,
Infant Beds & Special Beds) .......oviuviiniiinienniennienneensen, 8.717
9 0910* Liquid Fuels, Kindling, Illuminating (Inc. Gasoline,
Kerosene, Lighter Fluid, Fuel for Chafing Dishes &
Fondue Pots, Charcoal Starter, €tC.) ......cviveeieviirenenneeeenns 8.440
10 1819 Nails, Carpet Tacks & Screws, Thumbtacks .........coovuvieiieennn.. 7.623
11 1205 Basketball, Activity, & Related Equipment ..........c.ovvvvninnrnnnn... 7.140
12 0602* Chairs, Sofas & Sofa Beds ...vvvvrurerrenrieieineiineeeerennnnnes 6.932
13 0902* Bleaches & Dyes, Cleaning Agents & Caustic Compounds 6.176
14 1815* Architectural Glass, Inc. Glass DOOYS . . et vvvrenneeeennnnneeeennnnnnns 6.087
15 1807 Floors & Flooring Materials .. ..ovvvveinininiiienneniieinainennas 5.808
16 0202* Cooking Ranges, Ovens & Related Equipment ................ounnan. 5.768
17 1401* Power Lawnmowers & Unspecified Lawnmowers .............covuen.. 5.046
18 1308%* Skates, Skateboards & SCOOLEIS .. .vvvrireerernvreerenneerernenennnnn 4.945
19 0309* Furnaces & Floor FUrDaces ........oviuiivinininiieniiinenenienenes 4.704
20 0610* Bathtub, Non-Glass Shower Enclosures & Shower
Structures Other Than Doors & Panels ..............ooovviunian., 4.504
21 0604* Desks, Storage Cabinets, Bookshelves & Magazine Racks ............... 4.163
22 0921* Household Chemical Products Other Than Bleaches &
Dyes, Cleaning Agents, Caustic Compounds, Paints,
Solvents & Lubricants, Waxes & Polishes (For Ex.,
Fumigants, Adhesives, Photographic Chemicals, Carbon Tetrachloride,
Acid, Chemical Deodorizer) .......coviieriennnnrreernnnnneneannns 3.749
23 1834* Non-Electric Fences & Unspecified Fences ...........cccviveiivvinnnns 3.721
24 0917 Charcoal.....o.ouiiiir i ittt e e i ; 3.693
25 0618* Ladders & Stools (Exc. Chain Ladders) .........ccveveeiieiieeenennnns 3.353
26 1118% Glass Bottles & Jars (Exc. Baby Bottles) ....... et et aaas 3.219
27 0102 Washers with WIDGETS . . oo ot ittt ii i reaeenennnns 3.059
28 1210 Fishing Equipment, Poles, Lines, Lures, Hooks, Fishing Knives, Scalers
Nets, Tackle Boxes, Loaders, €1, . ....cviiiiiierrenrrenreeeennenen 3.020
29 1817 Porches, Balconies, Open Side Floors & Floor Openings ............... 3.020
30 0801* Home Workshop Power Saws & Unspecified Saws ........ccoovvivnin. 3.010
31 1630 Money, Paper & Coins, Inc. TOy MOnEy....ovvviueriiiiirnreencannnns 2.817
32 1217% Toboggans, Sleds, Snow Discs & Snow Tubing ..........cocovvnvinenn.. 2.601
33 0849% Batteries, ALKInds ....covuiiiiiiiieiiirrinereenenenes Feeeirenees 2.395
34 1103* Cans, Inc. Self-Openers & Resealable Closures .............c..ve.n... 2.355
35 1704 Matches ..o e i 2.313
36 0605% Electric Fixtures (Light Bulbs, Lamps, Light Fixtures,
Electrical Outlets, Electric Chandeliers, Appliance Cords,
Extension Cords & Replacement Wire)...........covvvvnniniininne 2.283
37 1216* Snow Skiing & Associated Equipment, Skis, Poles, Boots,
etc,Inc.SkiJacks ... ..ol e 2.251
38 1648* Pens, Pencils, & Other Desk Supplies .......0ccoveviiiiiniinneeieenn. 2.203
39 1270 2.152

Wrestling, Activity, Related Equipment & Apparel ....................
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Product

Rank ! Number 2 . Product Description 3 AFS14
40 1614%* Clothing, Inc. Day & Nightwear (Exc. Outerwear
8 Clothing AcCesSOTies) «..vveveriiunreerreerenieiianiinaniions - 2.058
41 1272 Gymnastics, Activity & Associated Equipment ...........cocooiaiane 1.966
42 1237* Gas, Air & Spring Operated Guns (Inc. B-BGuns) .........cceeevinens 1.906
43 1861 Walls, Not Otherwise Specified........oovveniiiiiiiinriiiieanie. cee 1.885
44 0313* Heating Stoves & Space Heaters (All Types,
© Inc.Recreational).......cocevivurniinineniieaiaianciaannas Ceveeen 1.823
45 0407+ Unpowered Cutlery & Knives, Inc. Switchblades
& POCKEt KNIVES .. oviiiiiiintiiiiiireininnnnannansnanassnnns 1.812
46 1279* "Hockey (Inc. Ice & Field Hockey) &
Related EQUipment ......vvvrinniirienenierieaeacannss Cheireavas 1.802
47 1811 Bricks, Concrete Blocks, Not Part of Structure ..........cccevunnn vens 1.781
48 0907%* Paints, Solvents & Lubricants .............cveieennccrcrannveieianans 1.718
49 3204 Motor Scooters, Minibikes & Other Such Vehicles
) (Twoor Three Wheels) .....covviiiiiiiiiiiiiniiiininenenanns e 1.638
50 1831 Window Sills, Door Sills, Door Frames, Window Frames ............ ves 1.615
51 1616% Jewelry (Except Toys), Watches, Keys & Key Rings .......... PR, 1.629
52 1822% Non-Glass Doors (Inc. All Garage Doors &
Unspecified Storm DOOTS) +.vvvveeenrnenernrnrinrroneaeanrarscons . 1.526
53 1838 Lumber, Boards, Panelling Pieces, Not Part of Structure .............. . 1.516
54 0848* Welding, Soldering, & Unpowered Cutting Equipment,
Torches and ITONS .. covvviruniviunveruernieernnerereeevennorons .. 1.491
55 0418%* Tableware, Inc. Flatware & ACCESSOTIES .. ccvuvrerernuvraovaconnonnoen 1.439
56 3205 Lo L Cieee 1.437
57 1652 Pins & Needles . .oovvvvninininnreniienieneirerarineararirranacaes 1.399
58 1245 TCE SKALES ..o vvv v nii it ii i irtiittte ety ‘e 1.345
59 0820 Internal Combustion Engines, Gasoline Engines,
Household (Not AUtomOtive) ....vvveervrranneenns P PPN 1.344
60 0424 Drinking Glasses (Glass) «...ovnveiiniiniieeiinnininninnenennnas ieee 1.323
61 0337% Pipes (Hot Water, Steam, & Unspecified) ................... 1.315
62 1405* Tractors or Other Large Power Garden Tools 1.307
63 1223* Outdoor Grills, Stationary & Portable ............ 1.299
64 1267 Soccer, Activity & Related Equipment...........covvuvivinaone. Ciees 1.257
65 1609* Sun Lamps & Heat Lamps .. cocverenneeereieiunuararieeenvereeanan. 1.255
66 0821* Automotive Tools & Accessories, Tire Chains,
License Plates, Tire Irons,
Inc. Automotive Chemical Products ........................ v 1.126
67 1291 Tennis, Badminton & Related Equipment ................. Ceveveieaes 1.205
68 1212% Golf Equipment, Inc. Golf Carts ............cooveeieiiane evereees 1.185
69 0501* TEleVISION SELS v nuvurvtneninnensnnersenreneeceineeenaraneans . 1.157
70 0520* Telephones & Sound Recording, Reproducing,
Transmitting & Receiving Equipment (Exc. Children’s
Toy Phonographs) .....c.oovvuvuivninnininenn, e . 1.140
71 1602# Hair ACCESSOTIES « o vt vvevnvnnenenrvreeerurseonsanncnesnsavrnes Cevaes 1.187
72 0852 ROPE & StIIME ¢ o evveeeiiinii e eiiaeiesecnencnsaraasnsansnss . 1.119
73 0238* Irons & Ironers (EXC. TOYS) cvvvvriierrrrrenenireneesorrnonnresacians 1.111
74 1328* Wagons & Other Ride-On Toys (Exc. Bicycles, Tricycles) ............ . 1.077
75 0101* Home Laundering Appliances (Washers & Dryers,
Exc. Wringer Washers) ...................... Cereeeiieieanaes veees 1.063
76 0319* Other Heating Systems, Inc. Heat Pumps,
Panel & Baseboard Electric Radiant Units, Boilers,
Ductwork for Heating or Cooling Systems,
Thermostats for Heating or Cooling Systems ................co0vvce 1.021
77 0415 Wax Candles/Paraffin .........c.ooiiiviiiiiiiiiiiiniiinnns Cevies 1.010
78 0320* Home Radiators & Unspecified Radiators ...........cooovvvveviieana, 1.002
79 1403+ Hand Garden Tools (Rakes, Hoes, Trowels, Garden
Shovels, Pitchforks, etc.) Inc. Winter Manual Yard
Tools, Snow Shovels, Scrapers ............ccvvvnenen. P 1.001
80 1305 Toy Cars & Trucks & Non-Flying Airplanes,
Boats, EXC. Models . .. voviiii ittt ieiieierenaaaaraarrcaasceaas 1.001
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Product

Rank ! Number 2 . Product Description * AFS1*
81 1853~ Interior Walls or Panels ......oovnivniinniinnenniiniiiineeneineennns 0.992
82 1266 Volleyball, Activity & Related Equipment ..............c.ooviiiein..., 0.938
83 0827 2 BT < 0.915
84 1806 . Roofs & Roofing Materials .....ovvvuvuernrniniiiieiieenninnaenennan. 0.904
85 0456% Gookware (Metal, Ceramic, Glass) ........oiiviiiiiiiiiiiiiiian., 0.903
86 1631 Grocery Carts & Luggage Carriers, Personal Use..............c.oc00ee 0.894
87 1313 e 5 3 © 0.857
88 1505* Baby Carriages, Walkers & Strollers ............cooviiiiiiiiinanen. 0.853
89 1233 Trampolines .. ...vvneiiiiiieniiri ittt eiaiieaaaaes 0.842
90 1294 Bleachers .. oovvneineiiiiiiitiiieiieiteriiei i eineiaraaaeaas 0.834
91 1601 Razors & Shavers, Razor Blades ..........ciiiiiiireernenneennennnans 0.829
92 1301 B 1 10 T 0.825
93 1832 Wire, Not Electric, Inc. Picture Hanging Wire, .

Barbed Wire, Construction Wir€ . ......coeuvevuveeenenrnonsearennse .. 0.800
94 1290 Snowmobiles, Inc. Apparel & Protective Gear, Exc. Helmets ........... 0.784
95 0648* Plumbing Fixtures (Sink, Toilets) ...........ocoviiiiiiiniiiinien.. 0.770
96 0613* Carpets & RUES . evnveuniiniiiii it eiin et rnieaeniens 0.750
97 1829 Handrails, Railings & BaniSters ...........coveuieenieinirinenneennio. 0.743
98 1109 Paper Wrapping Products ........cooviiriiiiireiiiienriecieanennss 0.737
99 1646* Outerwear, Footwear & Clothing Accessories ...............covvien.n, 0.715
100 1341 Juvenile Sports Equipment (For Ex., Toy Baseball

Bats, Gloves, Football, Kicking Tees, €1C.) ....vvvvirrinrnenueanaans 0.712

! Excluded from this Principal Product List are products either not under CPSA jurisdiction or under questionnaire
jurisdiction as well as products lacking in sufficient specificity to be meaningful.

2 Except where two or more NEISS products have been grouped, Product Numbers correspond to Product Codesas they
appear in the NEISS Coding Manual. For grouped products, the Product Number is the NEISS Product Code for a typical
product in the group. In the listing these grouped Product Numbers are starred(*). °

3 In some cases, the product descriptions include more than one NEISS product category.

4 The Age Adjusted Frequency-Severity Index (AFSI) was derived by multiplying the estimate of the numbers of injuries
treated in an emergency room for a product category by the mean severity of these injuries, repeating thie same calculation for the
injuries occurring to children (0—14 years) by one time and a half to bring the 0—14 population to par with the 15 and older
population, then summing all such weighted injury severity values. This sum was then divided by 10 and the last three digits of the
resulting number were truncated to obtain the AFSI index number.
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NATIONAL CENTER FOR HEALTH STATISTICS

PLANNED PROGRAMS

Paul E. Leaverton, Ph.D., 4ssociate Director for Research, NCHS, Hyattsville, Maryland

Since early in this century the Division of Vital
Statistics (DVS) of the National Center for Health
Statistics (NCHS), or its predecessor offices, has
chronicled deaths in this country by publishing annual
volumes on United States mortality. In the 1950,
NCHS was formed, combining DVS with the national
health surveys which were begun at that time to sys-
tematically assess morbidity levels as well. In our 20-
year history over 20 national data systems have now
evolved to measure various aspects of national health
including population trends, health services and
facilities, illness, and death.

NCHS is legislatively mandated to “collect and ana-
lyze” data in these diverse areas. In fulfilling this man-
date the Center has earned an international reputation
for collecting, tabulating, and disseminating quality
data. However, two major consensus criticisms have
been directed to NCHS from various sources in recent
years. One is that data release could be more timely.
Paradoxically, the other has stressed the need for more
in-depth analyses

~ One of the more specific and pointed examples of
this occurs in the widely circulated 1977 report of a
Technical Consultant Panel (chaired by Johrn
Goldsmith) entitled “Statistics Needed for Determin-
ing the Effects of the Environment on Health.”

This report contains eight recommendations. The
first three are:

1. Establish a National Death Index;

2. Formally recognize the epidemiologic re-
sponsibilities, and substantially strengthen
the epidemiologic capability at NCHS;

3. Provision by NCHS of data in such format,
detail, and timeliness that epidemiologic
analyses can focus on environmental health
problems. This includes analysis of variations
in morbidity and mortality by age, race, sex,
economic status, time of year, and geo-
graphic area in order to detect or obtain evi-
dence pointing toward environmental
effects.

The Center is attempting to respond to these rec-
ommendations made to, and endorsed by, the U.S.
National Committee on Vital and Health Statistics.

An Epidemiology Branch is being established in the
Office of Statistical Research. It will be the responsibil-
ity of this branch to conduct epidemiologic research

using NCHS data systems as well as to develop meth- -

odology to facilitate such analysis by others both in and
outside the Center.
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Establishing a National Death Index is not a new
idea; it has been under discussion since 1964. What is
new is that, finally, we are planning to establish such a
Tegistry beginning with deaths occurring in calendar
1979. This index will make it possible for i mvestlgators
to determine whether or not an individual who is in-
cluded in study groups exposed to various environ-
mental or occupational risks has died durmg a given
period of time without the investigators’ having to go
through the very costly and time-consuming process of
checking the vital records indexes of each of the States,
If the National Death Index indicates that such a death
has probably occurred, the investigator can obtain
additional statistical information on the death by con-
tacting only the vital statistics office in the State where
the death occurred.

Requests for use of the National Death Index will be
screened by a group of consultants, serving in an advi-
sory capacity to the Director of NCHS, to determine if
they meet the minimum criteria for approval the most
important of which are that the study be strictly statis-
tical in nature and that the information provided by
the investigator be sufficient for valid and efficient use
of the index. As a minimum, each query shall include
the decedent’s name (or maiden name, if an adult
female) and either the decedent’s date of birth or So-
cial Security Number. It would also be desirable to
obtain other data items such as place of residence, sex,
race, marital status, and State of birth.

NCHS will prepare a User’s Manual including a fee
schedule, the application procedures, and other in-
formation necessary to use the service. Funds for the
index are included in our FY 1979 appropriation bill,
If itis passed, we will start the system with 1979 deaths,

+ and should be able to begin servicing users by early Fall

in 1980.

I want to spend the rest of this time discussing our
response to the third recommendation in the
Goldsmith Report. This is our plan to “automate” na-
tional health monitoring for the United States. This is
my fondest dream. I think it is the most exciting activ-
ity at the Center. Exciting because although, to my
knowledge, no national health statistics reporting sys-
tem has yet led to the discovery of a disease cause or
contributing factors. But we haven’t really utilized
computer technology efficiently to display national
data toward this purpose. And there have been some
tantalizingly close calls.

In England in the early 1960’s an annual dramatic
rise in deaths due to childhood asthma was eventually
attributed to the use of a type of pressurized bron-
chodilator. An on-line more rapid display and analysis



of time trends might well have spotted this trend be-
fore clinicians and epidemiologists noted and verified
this association. The bronchodilator was banned and
the death rate came back down.

In this country, the Environmental Epidemiology
Branch of the National Cancer Institute has led the
way in Jemonstratmg now mnovative geographic dis-
plays can generate epidemiologic leads in the search
for new contributors to mortality, particularly envi-
ronmental factors. As we have just heard from Tom

Mason, the atlases produced by this group have led to -

many field studies which have great promise to add to
our knowledge about environmentally induced
cancer.

This important new epidemiologic activity has
prompted NCHS to take steps to begin developing
methods which would, in a similar manner using com-
puter produced maps, display age-adjusted and age-
specific death rates for major diseases. Simple dot
maps of cases (not rates) are contemplated for rarer
diseases. There is no technological reason why we can’t
develop such a system so that, shortly after the annual
mortality data tape is produced by DVS, such a display
can be generated. In addition time-trends by region
would be examined. Unusually young deaths should
also be noted. Hopefully, a system can be constructed
which would detect unusual patterns or leads for field
study follow-up by epidemiologists in appropriate
Federal agencies. One must be careful, of course, not
to unduly alarm the public during this process.

As a first step, we are in the process of producing an
atlas for all major diseases. A color version should be
published later this year. However, black and white
excerpts will be available this summer.

As is frequently pointed out, mapping for
epidemiologic reasons is fraught with many dangers.
Aren’t there too many errors in the recording of pri-
mary cause on death certificates? Also couldn’t re-

gional “fashions” in listed causes be a major con-

tributor to regional differences, thus obscuring envi-
ronmental factors? Our view is that this is undoubtedly
true for some diseases. However, since the data are
collected and made public anyway, a clearer presenta-
tion would be helpful in assessment of this and other

“quality control” types of problems in the data. The -

cancer atlases have already shown that interesting pat-
terns may still be revealed amongst such noise. It
should be noted that NCHS has used the Automated
Classification of Medical Entities (ACME) system since
1968. This technique of handling multiple or secon-
dary listed causes “corrects,” in a nationally uniform
manner, any illogically written causal sequences.
Other issues which must be resolved relate to years

covered, size of geographic unit, choice of disease
classifications, and grouping. A major question is what
constitutes a reliable rate and, should unreliable rates
(those based on small numbers) be displayed at all?

The first three variables epidemiologists would or-
dinarily “control for” in such mapping projects are
age, race, and sex. Our approach is to construct sepa-
rate maps for the four groups: white males, white
females, non-white males, and non-white females,
and, as stated, account for age by standard adjustment
procedures using census values for each county. Due
to the relationship between poverty level and health, it
might seem reasonable to similarly adjust for this fac-
tor. However, such an adjustment could well reduce
the apparent geographic discrepancies which are due
to direct environmental causes. This would certainly
be the case for many variables correlated with income
level. Thus no such adjustment has been made. The
important association between income and illness will
continue to be investigated, of course, and the atlas
should be of assistance to researchers in this particular
activity. In fact, one important set of studies resulting
from such maps may be of geographic associations
between certain diseases and medical care availability.

I’ll present only a few of the maps from this atlas.
One depicts total mortality by State Economic Areas
(SEA) for white males.

These data relate only to the “underlying” cause of
death. Of significant monitoring potential is the use of
contributing causes, something DVS does code but
which, as yet, has not been tapped on a national basis.
There is a later session at this conference on multiple

" causes of death.

In addition to mortality, we have heard discussion
today of infant mortality and birth defects monitoring
systems. We are also in the process of investigating
fuller utilization of the annual Health Interview Sur-
vey data in monitoring. Because the primary sampling
units are changed only after several years it may be
possible to construct special types of morbidity rate
maps. .

In summary, the National Center for Health Statis-
tics is responding to an increasing need for epidemiol-
ogy. A major component is developing methods for
more timely and systematic monitoring of death and
disease. It is eminently reasonable that the national
focal point for the gathering of health statistics in-
crease its efforts in this direction. The benefits should
be manifold and long-term. A variety of health agen-
cies, whether they be concerned with health results or
occupational, environmental, or other health hazards,
should be tuned in. Perhaps we are a bit ambitious, but
we are obligated to make the effort,
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DIAGNOSTIC ENCODING OF MEDICALLY ORIENTED

NOMENCLATURE

Don A. Brothers, Health Division, Statistics Canada, Ottawa, Ontario

Introduction

The purpose of this report s to present the results of
an application of Diagnostic Encoding of Medically
Oriented Nomenclature (DEMON), the automated
medical coding system, for a representative sample of
records from the Hospital Discharge Statistics System
of the National Center for Health Statistics (NCHS).
See appendix A for a description of the sample.

No attempt is made to describe how the system per-
forms the coding as that topic has been covered in
considerable detail by previous reports.! Those re-
ports present the results from prior testing of DEMON
diagnostic coding on mortality and morbidity records.

The importance of this test is that it represents a first
attempt to apply an integrated diagnostic/surgical cod-
ing system to the complex medical narrative structures
found on hospital admission/separation records
(hereafter referred to as A/S/R’s). The system now

. performs multiple component coding 2 on both surgi-
cal as well as the diagnostic narrative descriptions. In
most cases, the coding is accomplished by two separate
DEMON modules.

However, in certain instances the system can, where
necessary, interrelate the machine coded diagnostic
information to the surgical area in order to reconcile
the problems of code selection caused by missing or
assumed information. This information is generally
visually transmitted by the manual coder. This is ac-
complished by a post diagnostic and surgical linkage
module (EDIT) and this provides for the integration
of the two coding areas.

The remainder of the report will describe the meth-
odology employed for the test, analyze both the quan-
tity as well as the quality qf’t.he coding, and provide
some analysis of the cost/effectiveness of the DEMON
system for processing hospital A/S/R’s,

Characteristics and Preprocessing of the
Data Set .

A computer tape obtained from NCHS contained
18,077 physical®records, representing 10,031 logical
ecords (I per A/S/R). Appendix B'isa copy of the
keying instructions and record format for the original
tape.

The file was randomized by assigning a computer
generated random number to each A/S/R and then
sorting the file by that number. The first 5,000 A/S/R’s
were used to educate and “tune” the DEMON system
dictionaries, and the remaining 5,081 records were
retained for the test data set.

It should be noted that during the free form keying
of the medical narratives, the operator delineated be-
tween diagnostic and surgical information. In addi-
tion, the operator attempted to separate the narratives

_ into single diagnostic or surgical phrases.

. By employing these operator assigned delimiters,
the file of 5,031 A/S/R’s was split into two files: one for
diagnostic and the other for surgical information.
Each designated single condition phrase became a log-
ical record with added linkage characteristics back to
the total A/S/R. Each logical record should contain a
single diagnostic or surgjcal condition and these rec-
ords are hereafter refeyfed to as “lines” of input.
Examination of tablé 1 shows that the 5,031 A/S/R’s
contained 13,853 liytes of input to DEMON /(10,032
diagnostic + 3,821 surgical). These narratives pro-
duced 14,983 IGDA code assignments, and the at-
tempt to have the operator delimit single conditions
was reasonably successful; table 1/line 4/column 8
(T1/L4/C8) indicates an average of 1.13 ICDA codes
assigned per line. .
Approximately 4% (619) lines required no ICDA
code at all. These lines contained either nonmedical

Table 1: TOTAL ICDA CODES ASSIGNED

LN # Line Description ' Diagnostic Surgical Total
1 Number of lines input 10,032 3,821 13,853
2  Total codes assigned 11,027 3,956 14,983
3  Lines with no codes 339 280 619
4 X codes per line requiring codes 1.14 1.12 1.18
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Table 2: SOURCE OF CODE ASSIGNMENT

Manual Machine Total

LN # Line Description Coded Coded Man/Mach Coded
1. - Number of lines processed

a Diagnostic 1,496 6,538 1,998 10,032

2 Surgical 615 2,547 659 3,821

3 Total 2,111 9,085 2,657 13,853
2. - % lines processed

A Diagnostic 14.9 65.2 19.9 100.0

2 Surgical 16.1 66.6 17.2 100.0

3 Total * 15.2 65.6 19.2 100.0
3. -~ Number of codes assigned

A Diagnostic 1,212 6,533 3,282 11,027

2 Surgical 478 2,451 1,027 3,956

3 Total 1,690 8,983 4,309 14,983
4 - % of codes assigned

R Diagnostic 1.0 59.2 29.8 100.0

2 Surgical 12.1 61.9 26.0 100.0

3 X 1.3 60.0 28.7 100.0

information, the word “none” or items not generally
coded by ICDA. In some instances, certain repetitive
occurrences of phrases led to the assignment by the
system of a default dummy code (R999 or R998) or an
expanded code for certain conditions where it was
thought useful to code their occurrence. Eg. PO01=
spontaneous delivery. With these exceptions, the coa-
‘ing adheres to the rules of ICDA-8 coding.

After the test was completed it was discovered that
the NCHS system relaxes some ICDA rules and
simplifies some code structures (eg. fracture disloca-
‘tion surgical codes as well as procedures accompany-
ing deliveries). Had these changes been made it is
probable that fewer errors would have been made by
the DEMON system.

Analysis of Quantity Performance

Table 2 provides information on the source of code
assignment for the 13,853 lines input to the DEMON
system.

T2L2.3C1 indicates that 15:2% of the lines were
unresolved by DEMON and therefore require manual
coding.

T2L2.3C2 indicates that 65.6% of the lines were
resolved by DEMON and require no further coding
action. .

T21.2.3C3 indicates that 19.2% of the lines were
resolved by DEMON. However, conditions detected
by the system indicate an unacceptable probability of
error. These records are isolatéd for checking (scan-
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ning) by a manual coder in order to correct coding
errors. The criteria for isolating these records are as
follows:

(a) A word(s) of 5 or more characters was not
recognized by the system.

(b) Less than 75% of the recognized words
having codes associated with them were
used in the code assignment. -

(©) The system assigned more than 1 code for
the line (theoretically only 1 code should
be assigned per line).

Employing the quality control legend (Appendix C),
examination of table 3 shows the type and number of
errors corrected by the scanning process. The manual
coder is assisted by a system output listing which high-
lights the problem areas. Because of their complexity
or imcompleteness, these records provide a challenge
to the manual coder. Estimates based on this test de-
termined that scanning requires 25% of the time it
requires to manually code the records.

In a preliminary analysis of the test results, scanning
criteria “C” had not been used to isolate records. Later
analysis of error source clearly showed that it is essen-
tial to isolate these records for manual checking, even
though this increased the percentage to be scanned
from 11.1% to 19.2%.

Analysis of Quality Performance

Table 4 displays the type and number of errors
remaining (residual) in the 65.6% of lines totally re-
solved by the machine. The table also includes those



Table 3: ERRORS DETECTED AND CORRECTED BY SCANNING *

LN # Line Description Diagnostic Surgical Total
1 Error type 1 544 79 623
2  Errortype2 109 50 159
3 Error type 5 171 64 235
4 Error type 7 266 46 312
5  Deviation type 9 94 18 112
6 Total (1-9) 1,184 257 1,441

*Includes errors detected by manually checking all lines which returned more than 1 code.

errors occurring on lines returning GT 1 code even
though these errors were effectively isolated for cor-
rection by the inclusion of scanning criteria “C”.

Analysis of error source in this table shows that
47.5% diagnostic and 43.5% surgical errors (LN12)
occurred on '11.7% and 9.3% of the input records
respectively (LN13). When this is displayed as a rate
per 1,000 lines T4L14 it is even more evident that lines
returning GT 1 code are the most damaging source of
errors. In order to correct these errors scanning
criteria “C” was established.

Table 5 displays the number and percent of residual
errors expected to remain in the data set after comple-
tion of all machine and manual processes. T5L6 indi-
cates a residual diagnostic error rate of 4.7%, surgical
at 2.8% for an average of 4.1%. This is within the
3~5% projected residual error rate for the system.

As in all previous emperical testing of the DEMON
system, analysis of unresolved records, scanned rec-

ords, and errors have lead to an upgrading of the
system dictionaries in order to enhance future system |
performance. This is generally accomplished by re-
sponding to conditions such as

(a) unknown but valid words encountered by
the system for the first time,

(b) previously unestablished relationships
which determine code assignment,

(c) systematic defect in dictionary in selecting
a default code, or

(d) the addition of new abbreviations or
comimon misspellings.

Given that this same test data set were rerun with the
upgraded system, many of the errors would no longer
occur. This upgrading process should probably con-
tinue until a residual error rate of approximately 2.5%
is attained with regularity. That rate is probably the

Table 4: ERROR ANALYSIS MACHINE ONLY CODED RECORD

Diagnostic Surgical
Lines Lines Lines Lines
Error Returning Returning Returning Returning
LN # Type 1 Code GT 1 Code Total 1 Code GT 1 Code Total

1 1 270 165 435 16 20 36

2 2 90 46 136 46 13 59

3 3 — —_ — 2 1 3

4 4 — — —_ 1 0 1

5 5 85 10 95 25 3 28

6 6 —_ —_ — 1 1 2

7 7 3 183 186 0 28 28

8 8 — — — 0 4 4

9 9 219 77 296 36 8 44

10 Total (1-9) 667 481 1,148 127 78 205

1" Minus LN 9 219 77 296 36 8 44

12 Total Errors 448 404 852 91 70 _ 18

% Dist. Errors 52.5% 475 % 100.0% 56.5% 43.5% 100.0%

13 # of Lines 6,538 866 7,404 2,547 260 2,807

% Dist. Lines 88.3% 11.7% 100.0% 90.7% 9.3% 100.0%

14 Error Rate per
68.5 466.5 115.0 35.7 269.2 57.3

1,000 Lines
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Table 5: CODING QUALITY EVALUATION

LN # Line Description Diagnostic Surgical Total

1 No. of errors in manually coded

records (estimated @ 3.1%

error rate) 37.6 14.8 52.4
2  No. of errors in man/machine

coded records after manual

checking (estimated @

3.1% of prior existing errors) 33.7 7.4 411
3 No. of errors remaining in

machine only coded records 448.0 91.0 5£39.0
4  Total Residual Errors 519.3 113.2 632.5
5  Total Codes Assigned 11,027 3,956 14,983
6 % Residual Error 47% - 2.8% 41%

optimal performance level for the DEMON system.
The information required for upgrading is readily
- available from the output listings, provided the man-
ual code for coding or scanning and in fact updating
‘would be performed or identified at the same time.

' Cost/Effectiveness Analysis

For the purpose of analyzing the cost effectiveness
of the DEMON ‘system the characteristics of the test
data set of 5,031 A/S/R’s were doubled and therefore
approximate a data set of 10,000 A/S/R’s.

Cost obtained from both NCHS and Statistics
Canada do not include any overhead.

Definitions and Sources

1. U.S. Cost Data— Supplied by NCHS Data Prepara-
tion
(@) Cost = .38 per A/S/R plus overhead
(b) Costis 90% Medical Coding = 34.2¢ A/S/R.
(c) Annual Volume = 232,000 A/S/R’s
2. Computer/Data Processing—Supplied by Service Divi-
sions Statistics Canada
(& Computer time charged as per normal Statis-
tics Canada project (see Appendix D)
(b) Key edit data entry @ $6.00 hour and esti-
mated @ 8,000 key strokes per hour.
3. Manual Coding and Checking—Supplied by Nosology
Reference Center, Statistics Canada
" (@) Totally manual coded records costed as per
U.S. costs @ 34.2¢ for medical coding on each
AJ/S/R.
(b) Manual checking (scanning) of man/mach
records costed @ 25% of total medical coding
cost 25% of 34.2 = 8.5¢ per A/S/R.

DEMON Cost Analysis

Data Entry—1,000,000 key strokes
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1 million/8K—125 hours @ $6.00 ..... $ 850,00

ComputerTime .......coovvvevivinnnnen 350.00
Manual Coding

4,222 lines @ 2.6 per A/S/R—

1,623 A/SIRs@ .342 .........cuv... 555.00
Manual Checking

5,314 lines @ 2.6 per A/S/R

2,043 A/S/IRs@ .085 ..........c..... 173.65
Total Cost DEMON ..........ccvvunen $ 1,928.65
Current Cost NCHS # .342 A/S/R ...... 3,420.00

Potential Savings per 10,000 A/S/R’s .... $ 1,491.00
Potential Annual Savings
1,491 X 282,000 ... iiiiiiiiiiiiiian, $34,591.20

Evaluation of Cost/Effectiveness

Any potential savings produced by the DEMON sys-
tem would be reduced by the initial cost of implemen-
tation and periodic upgrades until some optimal per-
formance is obtained. These costs when amortized
over 2 number of years would be minimal. Revisions of
ICD would require dictionary modifications; however,
this cost would be partially offset by the reduced re-
quirement for retraining manual coders as well as pur-
chased supplies. It is estimated that conversion from
ICDA—8 to ICD—9 will require 6 months work and
approximately $1,000 computer time.

Conclusion

No automated system will ever totally replace the
need for qualified medical coders of statistical data,
nor is such a system desirable if innovation and excel-
lence in this area are to be encouraged.

The DEMON system when applied within a coding
environment can relieve the medical coder from much
of the tedious, repetitive and simplistic coding struc-
tures (65.6%). The 15.2% of lines unresolved by
DEMON and the 19.2% which require manual check-



ing would provide the coder with a challenge in coding
records characterized by their complexity or incom-
pleteness.

The quality of coding resulting from this test falls
within the range of acceptance now employed at
NCHS. The potential for savings within the current
hospital discharge system as well as possible spinoffs
into other medical record areas would appear to make
the current DEMON system economically as well as
technically feasible.

FOOTNOTES

1. Brothers, D.A. DEMON published proceedings of
Computerized Medical Coding of Statistical Uses Confer-
ence, Orlando, Florida, December 1976.

2. Each line of input to the system should theoretically
contain a single diagnostic or surgical entity; however,
DEMON can if required assign up to seven codes from a
single record. This feature is referred to as multiple compo-
nent coding.

197




APPENDIX A*

Automated Coding Project

Approximately 10,000 Hospital Discharge Survey
(HDS) abstracts from data year 1975 were used to test
_ the DEMON ‘system. Because of time and fiscal con-
straints, abstracts were selected by batch number (HDS
abstracts are stored in batches of approximately 1,000
records) rather than abstract number. Ten batches
-were systematically sampled from a total of 231
batches using a random start procedure. All narrative
pertaining to diagnoses and procedures was keyed
from the abstracts to tape. The tape was forwarded to
Don Brothers at Statistics Canada for computer as-
signment of ICDA—8 codes via the DEMON system.
Because the sampling unit for abstracts was the
batch rather than the individual record, there is a
greater likelihood of clustering by hospital and/or by

data month (date of discharge). To assess this possibil-
ity, selected characteristics of the subsample of 10,000
abstracts used for the Automated Coding Project were

compared to the total HDS sample of 231,670
abstracts.

The subsample of abstracts represented 95 of the
432 hospitals that participated in HDS in 1975. Table 1
indicates that the bed size and ownership percent dis-
tributions of the subsample were similar to the distri-
butions for the total sample. However, the subsample
did contain more abstracts from hospitals in the South
region and fewer abstracts from hospitals in the
Northeast and Noyth Central regions than would be
expected by chance (x* = 15.4, df = 4, P<.01).

Table 1. PERCENT DISTRIBUTION OF PARTICIPATING SHORT-STAY HOSPITALS IN THE HOSPITAL DISCHARGE SURVEY
SAMPLE AND IN THE AUTOMATED CODING PROJECT SUBSAMPLE BY SIZE OF HOSPITAL, BY GEOGRAPHIC REGIONAND
BY OWNERSHIP, 1975

Bed Size of Hospital (beds)

6-49 50-99 100—199 200-299 300-499 500-999 1,0000rmore
HDS Sample 8.6 125 174 13.7 23.8 204 3.7
Subsample 4.2 11.6 17.9 11.6 29.5 211 4.2
Geographic Region

Northeast North Central South West
HDS Sample 26.9 30.1 29.2 13.9
Subsample 18.9 22,1 474 11.6

Ownership
Voluntary, Nonprofit Government Proprietary

HDS Sample 47.9 243 278
Subsample 49.5 242 26.3

" #*Appendix A was provided by the National Center for Health Statistics.
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Table 2. PERCENT DISTRIBUTION OF ABSTRACTS IN THE
HOSPITAL DISCHARGE SURVEY SAMPLE AND IN THE
AUTOMATED CODING PROJECT SUBSAMPLE BY
CONTROL MONTH 1975

Control Month HDS Sample Subsample
January 8.6 9.5
February 8.1 9.1
March 8.7 8.1
April 8.4 9.9
May 8.6 9.9
June 8.1 8.6
July 8.5 7.9
August 8.6 7.4
September 8.0 7.8
October 8.5 6.2
November 8.0 7.0
December 7.8 8.7

Table 2 shows the percent distributions for the sub-
sample and total HDS sample by data month. Abstracts
in the subsample represented all 12 data months, al-
though more abstracts were sampled from the earlier
data months and fewer from later months than would
be expected by chance (x* =165.26, df=12, P<.01).

Although there are statistically significant differ-
ences between the subsample and sample, there is no
reason to believe that these variations would produce
bias in regard to the narrative recorded on the
abstract. In other words, the subsample of HDS
abstracts should contain diagnostic and procedural
terminology that are representative of the total HDS

_sample.
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COLUMN ITEM

1 Card Number

APPENDIX B*

DEMON

KEYING INSTRUCTIONS

2~-5  Hospital Number

6 Component Number

Enter as stated.

Enter digit following Hospital Number. If
no entry is given, leave blank.

NOTE: The following hospitals must have a

component:

Hospital 1014 = “1” or “4”
Hospital 6204 = “1” or “4"
Hospital 5305 = “1”, “2", or “3”

7-10  HDS Number

Enter as stated.

11-16  Medical Records Number

Enter as stated. if no Medical Record Number
is given, blank entire field.

A.

B.

o

Ignore alphabetic characters.
Example: C5427 will be keyed as 005427

If more than six digits are given, key
the last six digits.
Example: 6732461 will be keyed as 732461

If less than six digits, precede with zeros.

Ignore dash and the digit following the

dash when given.

Example: 1234-1 will be keyed as 001234

NOTE: An entry of 14—17—84 will be keyed
as 141784, The dashes are to be
ignored.

When data year follows the Medical Records
Number, delete data year.
Example: 2606-75 will be keyed as 002606

If data year precedes Medical Records Number
and is given with or without a dash, key

last six digits.

Example: 756823 will be keyed as 756823

*Appendix B was provided by the National Center for Health Statistics.
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17—

Diagnoses Full Text

Key each diagnosis in full textin the

C order it appears on the abstract. If

necessary, continue on to next record.
Each additional record will have the
next card number. The identifying
information in columns 2—16 will be
duplicated on each additional record
pertaining to a particular abstract.

Each diagnosis will be separated by an
asterisk (*).

One slash (/) will separate diagnoses
from operations. :

If no operation is recorded, key two
slashes (//} to denote completion of
abstract. :

Operations Full Text

Key each operation in full text in the
order it appears on the abstract. If -
necessary continue onto next record.
Each additional record will have the next
card number. The identifying information
in columns 2—16 will be duplicated on
each additional record pertaining to a
particular abstract.

Each operation will be separated by an
asterisk (*).

Key two slashes (/) to denote completion
of abstract.

NOTE: The following abbreviations given as diagnosis and/or
operations will be keyed as indicated below: .

1. ©= with
2. 2° = secondary
3. 5= without

All other abbreviations, numerals, etc., willbe keyed as given.
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APPENDIX C

Quality Performance: Legend

Code Types

D — Diagnostic Codes
P — Operations

A — Biopsy/Procedures
R — Radiology, etc.

Error Types

Etrorin D or P code

Error in D or P code last digit only
Error in A or R code

Error in A or R code last digit only
Missing D or P code

Missing A or R code

Extra D or P code

Extra A or R code

Deviation (non error)*

O©ONOG N~

*Type “9” represents deviations from perfect code assignment rather than errors. They are characterized by the following types of
conditions.

(a)

(b)
(©)

(@
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An identical condition was expressed on two separate lines of an A/S/R. Therefore the system assigned the code twice,
thereby producing a redundant code.

The system assigned a dummy code (R999 or R998 for generally noncoded entities.

Conventions established at a particular installation will determine the inclusion or exclusion of certain codes: eg. Should
conditions following “STATUS POST” be coded?

Age criteria will be required to select appropriate code, eg. certain diagnostic conditions applying to either m_other or infant,

Resolution of the above coding deviations could be resolved by a post DEMON edit module.



APPENDIX D

Computer Time and Charges*

LN # Line Description C.P.U. Time Step Time Total Charges

1.—- Total

A Diagnostic 396.3 sec 1,778.8 sec $ 117.97

2 Surgical 74.5 sec 510.9 sec 35.42

3 Total 470.8 sec 2,289.7 sec $ 153.39
2,— X Per Line

a Diagnostic .034 sec 161 sec $ .0116

2 Surgical 019 sec .133 sec .009

3 X .029 sec .147 sec $ .010
3.— X Per Code :

A Diagnostic .036 sec .161 sec $ .010

2 Surgical .019 sec .129 sec .0089

3 X .027 sec .145 sec $ .0094
a_ X Machine cost per A/S/R — 153.39 — 5,031 — $.03

*These charges apply to the machine coding run for the 5,031 A/SIR’S. The timings and changes do not include the pre- and
postprocessing charges; however these are relatively small (see cost/effectiveness evaluation).
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STRUCTURE FOR DATA QUALITY IN A MEDICAL
'RECORD INFORMATION SYSTEM

Roland J. Loup, Ph.D., Data Quality Control Manager, and Barbara J. Thompson, RRA, Data Quality Control
Consultant, Commission on Professional and Hospital Activities, Ann Arbor, Michigan

Introduction

The quality of data in information systems based on
medical records has become a major concern. The use
of data from these systems for health planning, quality
assurance, and other health care policy decisions by
organizations such as Professional Standard Review
Organizations (PSRO’s), Health Systems Agencies
(HSA’s), and others has raised important questions
concerning the quality of data in these systems.

Two recent studies by the Institute of Medicine
(I0M) of the National Academy of Sciences ! ? showed
that the reliability of coding principal diagnosis was no
better than 65 percent. It was a startling revelation that
diagnosis coding, a traditional medical record de-
partment function which was considered fairly simple
and was rarely questioned, could produce data with
such a high error rate.

The IOM study results are important in pointing out
the need for a concerted effort to improve the accu-
racy of diagnosis and procedure coding. But coding
accuracy is only one component of data quality in a
medical record information system, and attention to
coding accuracy alone will give an incomplete picture
of data quality.

The purpose of this paper is to present a structure
for data quality in a medical record information sys-
tem. This structure is three-dimensional. One dimen-
sion is comprised of the six components of data quality.
Another dimension is made up of the three processes
in data flow and the process of using information in a
medical record information system. The third dimen-
sion consists of the three control activities which make
up the data quality function.

Six Components of Data Quality

The components of data quality are characteristics
of data that render it useful. The six components of
data quality in a medical record information system
are defined as follows:

1. Accuracy—Conformity of data in the infor-
mation system to the actual care and condi-
tion of the patient.

2. Confidentiality—Protection of data from
unwarranted disclosure.

3. Security—Prevention of data loss or data
damage.
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4. Timeliness—Availability of all data when
needed.

5. Totality—Inclusion of all data, and only the
data that should be there, in the system.

6. Utilization—Use of data. )

The concept of data quality in any medical record
information system must include all six components. If
any one component is deficient, the ultimate purpose
for the data may not be realized. For example, produc-
ing 99 percent accurate data two years after it was
needed serves no useful purpose.

Processes

Every medical record information system involves a
series of processes which must occur in order to trans-
late the reality of the original situation into the data
which reflects that reality and ultimately to act on that
data. These processes comprise a second dimension in
data quality which must be identified and analyzed in
relation to the six components of data quality. These
processes must be identified and analyzed because it is
in this dimension, the performance dimension, that
€ITOors occur.

The three processes in the data flow in a medical
record information system are:

Medical record documenting. The medical
record is a compilation of information regarding
patient care that ranges in content from subjec-
tive professional observation to objective find-
ings regarding the patient. Many individuals
from different professions and with different
levels of experience contribute to the record.
Entries in the record vary from handwritten
narrative to machine-produced graphic displays
and originate throughout the facility at varying
times in the episode of care.

Coding and abstracting. Coding is the transla-
tion of medical terminology and other informa-
tion about the patient into code. The coding of
diseases and procedures is accomplished
through the use of classifications such as
H-ICDA—2? or ICDA-8. * More detail about
coding can be found in “Accuracy of Diagnosis
and Operation Coding™® Abstracting is the
selection of information to be encoded and the
lifting from the record of certain predefined
data items, e.g., patient sex.

\



Data processing. Data processing includes all
the steps, by humans and machines, required to
convert the coded and abstracted data into a
usable form for data users and for storage.
Major steps include entry of data into a com-
puter system, computer manipulation of the
data, and production ot required outputs, e.g.,
reports.

Following the three processes which occur in the
data flow, a fourth process occurs—using information.
This fourth process is the realization of the purpose
for which the information system was created. It is in
this process that decisions are made and actions are
taken based upon that information. ’

The relation of the four processes to the six compo-
nents of data quality is shown in figure 1.

Errors can occur in the design, implementation, or
operation of these four processes. These errors result
in data which is not fit for use because of an inadequacy
in one or more of the six components of data quality.

The identification, control, and correction of these
errors take place in the data quality function.

The Data Quality Function

The data quality function is a set of activities
through which we obtain data which is fit for use by all
who use the data. [This definition is based on concepts
of J. M. Juran, for example in the Quality Control
Handbook. ¢]

The three steps in the data quality function are:

Specification. In this step the standards for
design, performance, procedures, and outputs
are set. These specifications serve as a basis for
measuring the conformance of each component
of data quality to the actual standard.

Quality control. Quality control is defined by
Juran® as the “ . . . regulatory process through
which we measure actual quality performance,
compare it with standards, and act on the dif-
ference.” Quality control is a management ac-
tivity within the system in that decisions are
made based on deviations of performance from
standards.

Audits. An audit is the set of activities inde-
pendent of the system itself through which the
quality of outputs from a data system and the
adequacy of quality control procedures for the
system are reviewed. ’

The relation of the data quality function to the six
components of data quality and the four processes in
an information system are shown in figure 2. This
relation is the structure for data quality in a medical
record information system.

Structure for Data Quality

The structure for data quality in a medical record
information system allows for the definition of specific
procedures and activities within each process in a med-
ical record information system as they apply to the
individual components of data quality. An analysis of
each activity during the design of an information sys-
tem permits the building of a strong data quality func-
tion as part of that design.

Many systems in operation today have not been
designed with the data quality function in mind.
Therefore, to evaluate this function in such a system, it
is necessary to examine the system in detail, build a
matrix of the process activities for each data quality
component, and determine the specifications, quality
control activities, and audits that exist or can be put
into place for that system.

The structure for data quality can be used

1. .during the design of an information system
to ensure that the data quality function is
included,

2. to identify and evaluate the data quality
function in an already existing information
system, and

3. to evaluate the quality of data in an informa-
tion system.

Examples

The following examples show how the data quality
function can be applied to individual components of
data quality within individual processes of a medical
record information system. The procedures listed
within each example are not intended to represent all
that might be required, but exemplify how the data
quality function can be applied to a process.

Example 1: Component of Data Quality:
Timeliness
Process: Processing Weekly
Clinic Status Report

Assume the medical record information system is a

+ discharge abstract system which receives paper

abstracts by mail from ambulatory care clinics in an
urban environment and produces a weekly clinic status
report for each clinic.

1. Specifications

Standard: Weekly clinic status reports shall be
produced 24 hours after the last
abstract is received from the clinic.

Procedures:

a. All mail will be opened the same work day it is
received.
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Figure 2. Structure for Data Quality Medical Record Information System
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b. All batches of abstracts containing the final rec-
ord for a week will have special identification on
the envelope and have priority for processing.

c. Allrecords will be entered into the data process-
ing system the day they are received.

d. All corrections will be made to any records in the
system on the day the corrections are received.

e. Reports will be produced immediately following
completion of input and corrections.

f. Reports will be mailed immediately after they
are produced.

The proper application of these procedures (and
others not enumerated here) makes possible the at-
tainment of the timeliness standard for processing the
weekly clinic status report.

2. Quality Control

a. A weekly production status report is prepared
which gives receipt dates of batches, run dates,
mail dates and other information which the
manager monitors to determine that the stan-
dard is being met.

b. Exceptions are flagged and investigated by
management, and corrective action taken to
solve problems.

Once standards have been set, quality control ac-
tivities must be established that are a part of the system
itself. Performance of the system related to the overall
timeliness standards and the procedures must be
monitored on a regular basis to be sure that per-
formance is within certain specified control limits. If
deviations are found, the manager must take action
(e.g., change behavior, change procedures) to improve
performance.

3. Audits

a. An auditor checks that procedures are being
followed. For example, the auditor goes to the
mail room and determines what day’s mail is
being opened, what week’s reports are being
processed, mailed, etc.

b. An auditor interviews employees to determine
whether they know the performance standards
and their role in carrying them out.

Example 2: Component of Data Quality:
Accuracy
Process: Coding

1. Specifications

Standard: The encoded data will accurately reflect
the condition of the patient (diagnoses,
problems) and describe the treatments
performed during the patient care
episode.

Procedures to be followed by the coder:
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a. Select the terms to be coded. Examine the entire
medical record to select the terms necessary to
form complete diagnostic statements and select
the “totality” of information, i.e., all the diag-
nostic statements and all the descriptions of
treatments necessary to completely describe the
patient’s condition and care.

If conflicting or ambiguous information is
found, refer the record to the attending physi-
cian for clarification.

b. Code the terms. Look for the terms in the Al-
phabetic Index to the classification. If the term is
found, refer to that code number in the Tabular
List of the classification and follow additional
coding instructions which may be present there.

c. Classify the terms. If the terms cannot be found
in the classification index, write on the coding
document the statement to be coded. Forward
the document to a nosologist at the coding
clearinghouse who will assign the code and will
notify you of the assignment.

2. Quality Control

The supervisor of the coding process will apply the
criteria from Quality Control of Diagnosis and Proce-
dure Coding” and monitor the accuracy of codes.
Quality control studies of coding accuracy will be
carried out following the structure presented in
Quality Control of Diagnosis and Procedure Coding.

3. Audits

Carry out a reabstracting study by selecting a sam-
ple of records and having an expert coder inde-
pendently recode and compare the results to the
original coding. This study provides accuracy rates
that can be used to assess the validity of the quality
control activity and provides information that can
be used to determine that the correct procedures
for the coding process are defined and operating.

Summary

This paper presents a structure for data quality in a
medical record information system. This structure is
based on six components of data quality, four pro-
cesses in medical record information systems in which
errors can occur, and three steps in the data quality
function. Uses of this structure for data quality and
examples of its applications are presented.
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USEFULNESS OF THE MEDICARE STATISTICAL
SYSTEM TO PROFESSIONAL STANDARDS
REVIEW ORGANIZATIONS AND HEALTH

SYSTEMS AGENCIES

Marian Gornick, Carol Walton, and James Lubitz, Offz'cé ‘of Policy, Planning, and Research, HCFA, Baltimore,

Maryland

Introduction

With the passage of the 1965 amendments to the
Social Security Act creating the Medicare program, the
Federal Government established for the first time a
uniform nationwide program of health insurance for
persons aged 65 years and over. Because of the press-
ing need for information on this landmark program
for use in program administration, planning, research
and evaluation, a statistical system had been designed
and was ready to operate when the program began. It
collected a wide variety of data on the enrolled popu-
lation, the providers, and the use of Medicare services.
The system has now been operating for 12 years.

My talk today and the two that follow focus on Medi-
care data developed not directly for the Medicare pro-
gram but for two major Department of Health, Edu-
cation, and Welfare (HEW) programs begun more
recently. The first program is the Professional Stan-
dards Review Organization (PSRO) program of 1972,
the purpose of which is to promote the effective, effi-
cient, and economical delivery of health care services
of proper quality provided under the Medicare,
Medicaid, and Maternal and Child Health programs.
The second is the areawide planning and resource
development program established by the National
Health Planning and Resources Development Act of
1974.

To implement the PSRO program some 200 PSRO
areas were designated nationwide, each with a Profes-
sional Standards Review Organization to be developed
to assume program responsibilities. Similarly, the
areawide planning program works through a network
of some 200 Health Service Areas nationwide, each
with a Health Systems Agency (HSA) organization to
be developed to carry out planning responsibilities.

Usefulness of Medicare Program Data to
the PSRO’s and HSA’s

As ‘the PSRO’s and the HSA'’s began to develop, it
was perceived that the Medicare data system could
serve these programs in several ways. Because the
Medicare program preceded the PSRO and HSA pro-
grams by several years, Medicare data could provide
information about how services were used both before
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and after the implementation of these new programs.
Second, because Medicare was a national program

- covering nearly all persons aged 65 years and over, it

could provide the PSRO’sand HSA'’s with regional and
national data to compare with those of their own areas.
Third, because both enrollment and utilization data
can be produced at the PSRO and HSA area levels,
rates of use of Medicare services can be computed.
Fourth, areawide planning and resource development
requires information about the flow of patients into
and out of an area. Such information is not readily
available except from a data system covering a broad
geographic area. Analysis of utilization rates in a spe-
cific area also requires information about the flow of
patients. Fifth, the scope and flexibility of the Medi-
care statistical system makes it useful in evaluation and
administration. In summary, Medicare data can be
used by the PSRO’s and HSA’s for:

e Baseline data before the start of the program

e Regional and national data to compare with area
data

e Data for determining utilization rates

o Patient origin data

e Data for program administration and evaluation

For these reasons our office, which is responsible for
the Medicare data base, and offices responsible for
administering and evaluating these new programs
cooperated to generate a wide range of acute care
hospital utilization data based on PSRO and HSA
areas.

Limitations of Medicare Data for the
PSRO’s and HSA’s

It is important to note that data available from the
Medicare statistical system s limited to Medicare enroll-
ees, whereas the concerns of the PSRO’s include all
federally funded patients. Similarly, HSA’s are re-
sponsible for health planning and resource develop-
ment for the entire Nation.

Nonetheless, Medicare data is important for two
reasons. First, Medicare patients account for about 20
percent of all acute care admissions and about 30 per-



.cent of all acute care days. Second, a study sponsored

by HGFA is underway that includes an analysis of the
usefulness of the Medicare data system as a surrogate
for data systems which cover the entire population.
Preliminary results indicate that Medicare data can be
useful for understanding patterns and trends in the
use of health care services by persons of all ages. In
particular, Medicare data can be useful for patient
origin studies and estimates of per capita bed use and
expenditures. Although this research was doné in
selected areas in New England, the findings suggest
that information on the patterns of hospital use by the
Medicare population may be generalizable in many
aspects to the entire population.!

Sources of the Data

The sources of the data generated for the PSRO’s
and HSA'’s come primarily from three Medicare statis-
tical files:

1. The master health insurance enrollment file,
which contains information about the resi-
dence and demographic characteristics of
each person enrolled in the Medicare pro-
gram.

2. The short-stay hospital discharge bill file,
which contains information taken from the
billing forms submitted by hospitals for each
patient.

3. The provider of service file, which contains
information about the location and charac-
teristics of hospitals certified to provide Med-
icare services. ‘

Data from all three files are incorporated into a
single hospital record. Each record represents an in-
dividual hospital stay. The size of the record varies,
depending upon the data elements required for a spe-
cific statistical project. Each record is annotated with
PSRO and HSA codes for the beneficiary’s area of
residence, and PSRO and HSA codes for the hospital’s
location. This effort primarily uses a file of these rec-
ords representing Medicare discharges throughout
the nation in a particular reporting period. A fourth
file that consists of admissions notices is used if very
current counts of the number of hospital stays is
required. '

Designing Data for PSRO’s and HSA’s

Before focusing on one of the statistical programs
designed for the PSRO and HSA programs, we should
like to make this observation. Because the respon-
sibilities of the PSRO’s differ from those of the HSA’s,

! The research on which these findings are based was

done by The Codman Research Group, Inc., with funds
provided under HEW Contract 600—77-0039.

it was assumed at first that certain kinds of information
would be useful to the PSRO’s while other kinds of
information would be useful to the HSA’s. The expe-
rience from our effort, however, is that they often
request the same information. We began to perceive
that although the PSRO’s and HSA’s have different
roles, they can have a strong effect on each other.- That
is, the effectiveness of one program is often tied to the
effectiveness of the other. Under that assumption, it
follows that the same kind of information can be useful
in the administration of either program, albeit the
focus of interest and perspective be different. Con-
sequently, all data sets are now designed so that they
can be arrayed by PSRO areas or by HSA areas.

The MEDPAR Report

I am going to give a brief overview of the Medicare
Provider Analysis and Review (MEDPAR) report de-
veloped for the PSRO’s and HSA'’s; following that, an
overview of two other information programs will be
presented by members of our office.

The MEDPAR report consists of a set of 20 tables
and a booklet explaining how the data were derived
and how they may be used.

The set of 20 MEDPAR tables is designed to show
different aspects of Medicare utilization. Arranged by
hospital within PSRO or HSA area, each table focuses
on specific variables to provide hospitals and areawide
profiles of patient mix and utilization. The hospital-
level profiles help to identify particular hospitals with

" patient mixes or patterns of utilization that differ sub-

stantially from other hospitals in the area. Similarly,
the area profiles can be compared with those for the
region and Nation.

Each table focuses on a specific element of informa-
tion, e.g., surgical status of patients, average stays for
diagnostic categories, day of the week of admission, or
long-stay cases. In approaching each table, the reader
might ask:

1. What specific pattern of Medicare hospital
use is displayed by this table?

2. What questions or issues are raised by this
table which may require further study?

3. What is ‘already known about hospital ad-
ministrative and clinical practices or about
the type of Medicare patients in the hospital
or area which might explain the observed
utilization patterns?

4. What additional data, including that in the
other tables, are needed to help explain the
questions or issues raised by this table?

Using the MEDPAR Tables

Of the 20 tables, five of them illustrate the potential
utility of MEDPAR report to the PSRO’s and the

HSA’s. Tables 9 through 12 answer questions about
admissions and discharge patterns by day of the week.
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Table A. LIST OF MEDPAR TABLES

Table 1:
Table 2:
Table 3:
Table 4:
Table 5:
Table 6:
Table 7:
Table 8:
Table 9:
Table 10:
Table 11:
Table 12:
Table 13:
Table 14:
Table 15:
Table 16:
Table 17:
Table 18.
Table 19:
Table 20:

They also raise questions about how hospital resources
can be utilized most efficiently and economically. If
patients were admitted and discharged uniformly
throughout the week, on the average 14.3 percent
would be admitted each day and 14.3 percent would be
discharged. These tables should be useful to health
planners since admission and discharge practices af-
fect the daily census which affects occupancy rates

Number of Discharges and Average Length of Stay by Status at Discharge (Live/Dead), by Hospital

Selected Hospital Characteristics from the Automated Certification System as of 12/75, by Hospital

Number of Discharges, Average Length of Stay, and Percentile Stays for Selected Discharge Diagnoses, by Area
Number of Discharges, Average Length of Stay, and Percentile Stays for Selected Surgical Procedures by Area
Number of Discharges and Average Length of Stay for Selected Primary Discharge Diagnoses, by Hospital
Percentage Distribution of Total Discharges by Length of Stay, by Hospital

Percentage Distribution of Live Discharges by Length of Stay, by Hospital

Percentage Distribution of Dead Discharges by Length of Stay, by Hospital

Percentage Distribution by Day of the Week of Admission, by Hospital

Average Length of Stay by Day of the Week of Admission, by Hospital

Percentage Distribution by Day of the Week of Discharge, by Hospital

Average Length of Stay by Day of the Week of Discharge, by Hospital

Average Length of Stay for Non-Surgical and Surgical Discharges and Percent of all Discharges with Surgery, by Hospital
Average Length of Stay, Preoperative and Postoperative for Nonendoscopic Surgical Discharges, by Hospital
Number and Average Length of Stay for all Surgical Discharges by Single and Multiple Diagnoses, by Hospital
Number and Average Length of Stay for All Non-Surgical Discharges by Single and Multiple Diagnoses, by Hospital
Percentage Distribution of Discharge and Length of Stay by Age, by Hospital

Percentage Distribution of Discharges and Mean Length of Stay, by Sex and Race by Hospital

Average Hospital Charges per Discharge and per Day by Hospital

Long-Stay Discharges by Surgical Status and Age, by Hospital

which in turn affect the need for beds.? The tables
should also be useful for utilization review because
admission and discharge practices affect average
length of stay (ALOS).

2 William Shonick, Elements of Planning for Areawide
PersonalH ealth S ervices, (Saint Louis: The C.V. Mosby Com-
pany, 1976).

Table 9. SHORT-STAY HOSPITAL DISCHARGES FOR A 20 PERCENT SAMPLE OF MEDICARE ENROLLEES AGED 65
YEARS AND OVER: PERCENTAGE DISTRIBUTION BY DAY OF THE WEEK OF ADMISSION (1—40 DAY STAYS ONLY).

PSRO Area XXXX
Provider Total
Number/Hospital Discharges
In Sample Total
US Total 1299839 100.0
HEW Region 01 73009 100.0
PSRO Area XXXX 3978 100.0
Hospital A 451 100.0
-Hospital B 824 100.0
Hospital C 486 100.0
Hospital D 208 100.0
Hospital E 611 100.0
Hospital F 301 100.0
Hospital G 491 100.0
Hospital H 606 100.0 ~

Sun
13.6
13.5
14.2

13.1
17.7
12.6
13.5
14.1
13.0
14.9
11.9

Test Run
Period covered 01/75—12/75
Percentage Distribution by Day of Admission

Mon Tue Wed Thu Fri Sat
19.1 16.7 14.9 13.6 124 9.7
18.3 16.9 14.7 14.0 12.7 9.9
17.9 18.1 14.3 144 12.0 9.2
20.0 19.3 14.0 14.6 9.8 9.3
16.4 16.7 16.9 12.7 11.3 8.3
23.0 20.0 12.8 14.2 10.5 7.0
16.8 23.6 144 13.0 12.0 6.7
154 15.4 14.1 14.2 15.1 11.8
18.6 21.9 13.0 13.3 10.3 10.0
16.9 18.1 14.3 16.9 10.2 8.8
17.7 16.5 12.9 15.5 15.2 10.4

# Calculated data not shown when total sample discharges for a hospital are less than 5.
NOTE: Tables 9—19 display data for discharges of 1—40 days only.
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Table 9 presents hospital-level and area-level data, cient utilization of facilities and services and physician

displaying the percent distribution of discharges by admitting practices, or both.
the day of the week of admission. A low percentage of A test run of Medicare data arrayed by hospital (with
Friday or Saturday admissions could indicate ineffi- identifiers deleted) within PSRO areas is shown. Table

Table 10. SHORT-STAY HOSPITAL DISCHARGES FOR A 20 PERCENT SAMPLE OF MEDICARE ENROLLEES AGED 65
YEARS AND OVER: AVERAGE LENGTH OF STAY BY DAY OF WEEK OF ADMISSION (11—40 DAY STAYS ONLY).

T
PSRO Area XXXX . (.ESt Run
Period covered 01/75—12/75

Provider . Total Average Average Length of Stay by Day of Admission

Number/Hospital Discharges Length

) In Sample of Stay Sun Mon Tue Wed Thu Fri Sat
US Total 1299839 10.1 9.5 9.6 9.8 9.9 10.2 114 11.0
HEW Region 01 73009 10.8 10.3 10.4 10.5 10.6 11.0 11.9 11.7
PSRO Area XXXX 3978 113 10.4 11.3 10.6 11.1 11.1 13.2 11.9
Hospital A 451 114 11.0 11.8 10.2 11.0 11.8 12.0 12.8
Hospital B 824 11.2 94 11.7 10.6 1141 12.2 12.7 11.4
Hospital C 486 11.3 12.6 1.5 10.1 10.8 9.8 13.3 12.3
Hospital D 208 11.0 10.9 12.1 11.4 10.0 89 11.2 12.3
Hospital E 611 12.0 10.5 1.7 11.5 12.7 12.6 12.9 123
Hospital F 301 - 1.0 11.9 10.4 11.0 96 10.1 15.3 9.9
Hospital G 491 10.0 8.2 9.9 84 10.6 9.7 13.3 12.9
Hospital H 606 11.8 11.3 11.2 11.8 11.2 11.5 14.3 11.4

# Calculated data not shown when total sample discharges for a hospital are less than 5.
NOTE: Tables 919 display data for discharges of 1—40 days only.

Table 11. SHORT-STAY HOSPITAL DISCHARGES FOR A 20 PERCENT SAMPLE OF MEDICARE ENROLLEES AGED 65
YEARS AND OVER: PERCENTAGE DISTRIBUTION OF LIVE DISCHARGES BY DAY OF WEEK OF DISCHARGE (1—40 DAY

STAYS ONLY).
Test Run
Period covered 01/75—12/75
PSRO Area XXXX
Total live Percentage distribution by day of discharge
discharges

Provider number/hospital insample  Total Sun Mon Tue Wed Thu Fri Sat
US Total 1208412  100.0 8.8 12.3 14.6 16.3 14.5 17.2 16.5
HEW Region 01 67615 100.0 8.6 12.0 14.4 16.6 14.3 17.5 16.6
PSRO Area XXXX 3663 100.0 10.2 10.6 13.7 16.3 15.7 16.2 17.2
Hospital A - 419 100.0 10.5 7.9 13.4 18.1 13.6 17.4 19.1
Hospital B 757  100.0 10.6 10.6 13.3 17.2 15.7 15.5 17.2
Hospital C 458 1000 8.3 13.1 15.1 124 17.7 17.5 15.9
Hospital D 195 100.0 17.9 11.8 1.3 17.9 17.9 11.8 11.3
Hospital E 554  100.0 12.3 9.2 14.1 18.6 12.8 15.3 17.7
Hospital F 277  100.0 13.7 11.6 13.0 15.9 12.6 13.7 19.5
Hospital G 445 100.0 54 9.4 14.2 13.9 21.1 20.2 16.7
Hospital H 558 100.0 8.6 124 14.0 15.9 15.1 15.6 18.5

#Calculated data not shown when total sample discharges for a hospital are less than 5.
NOTE: Tables 9—19 display data for discharges of 1—40 days only.
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Table 12. SHORT-STAY HOSPITAL DISCHARGES FOR A 20 PERCENT SAMPLE OF MEDICARE ENROLLEES AGED 65
YEARS AND OVER: AVERAGE LENGTH OF STAY OF LIVE DISCHARGES BY DAY OF WEEK OF DISCHARGE (1—40 DAY
STAYS ONLY).

Test Run
Period covered 01/75—12/75

Average length of stay by day of discharge
Mon Tue Wed Thu Fri Sat
10.8 10.4 103 9.7 9.8 10.0
11.9 11.5 1.2 104 10.6 103

12.8 12.5 12.2 10.5 11.2 104

PSRO Area XXXX
Totallive Average
discharges length

Provider number/hospital insample  of stay Sun

US Total 1208412 10.1

HEW Region 01 67615 10.9 10.5

PSRO Area XXXX 3663 11.4 10.4
Hospital A 419 11.5 11.5
Hospital B 757 11.1 10.8
Hospital C 458 11.2 9.8
Hospital D 195 11.2 11.5
Hospital E 554 12.3 10.2
Hospital F 277 11.2 9.1
Hospital G 445 10.3 8.9
Hospital H 558 12.1 103

14.5 10.7 11.9 9.3 1.7 11.6
12.3 12.0 1.5 10.9 1.2 9.6
124 13.2 12.8 11.1 9.8 9.4
10.3 10.4 14.0 9.8 10.8 11.0
15.0 13.5 13.3 1141 12.2 11.1

9.8 143 11.8 8.4 12.2 11.8
1.0 12.0 10.4 8.9 9.6 1.2
14.9 129 12.6 123 12.6 9.4

#Calculated data not shown when total sample discharges for a hospital are less than 5.
NOTE: Tables 9—19 display data for discharges of 1—40 days only.

9 indicates that in this PSRO, 17.9 percent of all pa-
tients in 1975 were admitted on Monday, whereas 9.2
percent were admitted on Saturday. It may be ob-
served that this general pattern occurs in all of the
hospitals in the PSRO.

Table 10 presents hospital-level and area-level data
displaying the ALOS of discharges by the day of the
week of admission. A relatively high AL.OS for Friday
or Saturday admissions might indicate less efficient
operation: i.e., such patients may have been rendered
fewer services on the weekend of admission thus pro-
longing their hospitalizations.

In the hospitals in this PSRO patients admitted on
Friday stay nearly 2 days longer than average. Note
that average length of stay for patients admitted on
Saturday is also longer in many of the hospitals in the
PSRO area.

Table 11 presents hospital-level and area-level data
displaying the percent distribution of live discharges
by day of the week. A low percentage of Sunday dis-
charges could indicate inappropriate use of facilities
and physician discharge practices.

In this PSRO. 17.2 percent of all patients in 1975
were discharged on Saturday; only 10.2 percent were
discharged on Sunday.

Table 12 presents hospital-level and area-level data
on the ALOS of live discharges by the day of the week.
A relatively high ALOS for Monday discharges may
correlate with a low percentage of Sunday discharges
(from table 11) and may indicate less efficient use of
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resources if some Monday discharges could have oc-
curred during the weekend.

In this PSRO, patients discharged on Monday stayed
1.4 days longer than the average for that area.

Figure 1 summarizes tables 9 through 12 for the
U.S. It seems clear that admissions and discharge pat-
terns are related to physician and hospital practices
that may not be the most economical ones for provid-
ing hospital services.

The last table we would like to mention in the MED-
PAR set is table 20, which focuses on long stay cases.
This table shows the percent of all hospital stays that
were over 28 days. Note that nationwide 5.9 percent of
all patients stayed 29 days or more. These dlschar§es
accounted for 23.1 percent of all hospital days paid for
by Medicare. Note that in Hospital F 11.9 percent of all
patients stayed more than 4 weeks and these patients
accounted for 42.7 percent of all days of care.

Summary

Itishoped that these profiles of hospital practice can
be useful for health planning and for utilization re-
view. Such profiles can help detect problems in re-
source allocation and development. Over time, these
profiles can also show the success of measures taken to
overcome known problems in hospital practlces.
Moreover, such data can help define factors of joint
programmatic interest and responsibility between
PSRO’s and HSA’s and can foster a cooperative effort
to effect changes.
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Figure 1. Effect of Day of the Week on Admissions and Discharges for Medicare Patients in Short-Stay Hospitals in the United
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Table 20: SHORT-STAY HOSPITAL DISCHARGES FOR A 20 PERCENT SAMPLE OF MEDICARE ENROLLEES AGED 65

PSRO Area XXXX

Provider number/hospital
US Total
HEW Region 01
PSRO Area XXXX

Hospital A
Hospital B
Hospital C
Hospital D
Hospital E
Hospital F
Hospital G
Hospital H

Total long stays

Total Total
discharges days
insample of care

79120 3447917

5627 247381

323 13700
37 1487
52 2059
48 2045
15 522
M 1622
38 1997
29 1166
63 2802

All

stays

5.9
7.5
7.9

8.0
6.2
9.5
74
6.6
1.9
5.8
9.9

Number of long stays
(29 days or more) in

All
non-
surg.
stays

4.9
6.0
5.9

53
4.7
9.0
6.6
4.0
8.9
4.0
6.7

All
surg.
stays

8.2

103

10.9

14.1
75
10.5
8.0
11.2
17.9
8.9
14.6

each category as a percentage of:

All
stays
ages

65-74

52
6.5
6.8

6.7
6.2
6.0
3.1
7.8
10.1
5.6
79

YEARS AND OVER: LONG STAY DISCHARGES (29 DAYS OR MORE).

All
stays
ages
75+

6.7
8.5
8.9

9.3
6.1
12.9
10.5
54
134
6.0
1.7

#Calculated data not shown when total discharges in sample for a hospital are less than 5.

All
days

23.1
26.7
26.4

25.9
20,2
313
22.0
2041
427
21.2
31.7

All
non-
surg.
days

20.2
2341
21.9

19.2
15.8
30.1
19.8
129
39.6
14.8
25.8

Test Bu_n
Period covered 01/75—12/75

All
surg.
days

28.1
324
324

375
23.6
33.7
24.7
30.3
48.0
31.7
39.0

Number of days of care for long
stays (29 days or more) in
each category as a percentage of:

Al
days
ages

6574

213
243
24.0

21.7
204
23.3
12.0
24.6
35.1
222
28.8

All
days
ages
75+

24.8
28.8
28.4

1

29.5
20.2
37.6
274
15.8
48.5
20.4
33.9



MEDICARE HOSPITAL PATIENT ORIGIN AND
DESTINATION DATA FOR HEALTH PLANNING

James Lubitz, Ronald Deacon, and Carol Walton, Office of Policy, Planning, and Research, HCFA, Baltimore,

Maryland

introduction

Motivated by the creation of the national network of
Health Systems Agencies (HSA’s) and Professional
Standards Review Organizations (PSRO’s) and their
data needs, the Office of Policy, Planning, and Re-
search, Health Care Financing Administration
(FICFA), produced patient origin and destination data
for the Medicare population for the entire nation by
HSA and PSRO areas. The data are intended both for
analysis at the national level and for use at regional,
State, and local levels for health planning and PSRO
functions. Patient origin and destination data were
sent in April 1978 to the Bureau of Health Planning
and Resources Development, Health Resources Ad-
ministration (HRA), Department of Health, Educa-
tion, and Welfare (HEW), for distribution to the
HSA's.

This paper discusses how the data were derived and
some possible applications for them and outlines pro-
jects involving patient flow data now underway at
HCFA. Although the data should be useful to PSRO’s
in assuring the “...effective, efficient, and economical
delivery...” of federally reimbursed health services !
and to national policymakers and Medicare program
administrators concerned with questions of equity and
access to hospital care, the paper will concentrate on
applications to health planning. It will suggest some
ways the data may aid HSA’s to carry out their respon-
sibilities, particularly for planning ways to increase
access to health services while “...preventing unneces-
sary duplication of health resources...”?

Source of Data

The data are derived from records of hospital stays
kept in Baltimore for the administration of the Medi-
care program. Although the potential exists to use
records of all of the 7.5 million stays occurring annu-
ally to generate patient flow data, a 20 percent sample
of Medicare beneficiaries was drawn to make the data
processing task less formidable. For this first effort,

1U.S. Congress, 1972 Social Security Amendments,
Public Law 92—603, Section 249F, 92nd Congress, Second
Session. ) .

2 Health Planning and Resources Development Act of 1974,
U.S. DHEW, Bureau of Health Planning and Resources De-
velopment, 1975.

data were limited to Medicare beneficiaries aged 65
and over, but disabled persons under 65 covered by
Medicare can also be included in further studies if
desired.

Because information on the location of the hospital
and the residence of the beneficiary is fundamental to
a study of patient origin and destination, it is impor-
tant to describe from where these two items come. The
bill submitted by the hospital gives the hospital's Medi-
care provider number and the patient’s health insur-
ance claim number or Medicare number. The pro-
vider number is matched to a file called the Provider of
Service File that contains information on the hospital
and its location. The street address and zip code are
submitted by the hospital itself. The State and county
of the hospital are coded at the HEW Regional Offices,
and the HSA and PSRO of the hospital are entered in
Baltimore. _

Similarly, the patient’s Medicare number from the
hospital bill is matched to a central file called the
Health Insurance Master File, which contains his/her
address. Because in most cases the address is the one at
which the beneficiary receives histher social security
check, there is reason to believe it is generally valid.
However, whenever a beneficiary delays in notifying
the Social Security Administration of a change of ad-
dress, the data will reflect his’her old address rather
than current address.

Patient origin and destination data have been pro-
duced for 1974, 1975, and 1976. Itis estimated that for
1974 and 1975 the data reflect a nearly complete count
of Medicare discharges nationally, with only 1 or 2
percent of the discharges still not processed into our
files. For 1976, about 5 percent of the discharges may
not yet be in the data files.

The items in the data files for 1974 to 1976 relevant
to a patient origin and destination study are:

. Patient residence— State and county
Hospital location—State and county

. Date of admission

. Date of discharge

Medicare status of patient—aged or disabled
HSA of hospital

HSA of patient

PSRO of hospital

. PSRO of patient

© 90 N O T G b0 1

Beginning with 1977, the following data items are
being added:
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. Zip code of patient

. Age of patient

. Sex of patient

. Race (white, black, other, unknown) of pa-
tient

0O N

- Generating Patient Origin and Destination -

Data

The basic step in programming the output of patient
origin and destination data was to design a 203 by 203
matrix to cover all the HSA’s in the country. The row
of the matrix represents the beneficiary’s HSA of resi-
dence. The column of the matrix represents the HSA

.where the discharge occurred. For example, the
coordinates (HSA,, HSA,) indicate the number of dis-
charges of beneficiaries living in HSA, who were hos-
pitalized in HSA,. Figure 1 presents the scheme of the
matrix.

The main diagonal of the matrix shows the number
of discharges of residents of an HSA occurring in their
own HSA. A similar matrix was produced to distribute
days of care.

Although the 203 by 203 matrix presents a complete
picture of patient flow among HSA’s, it is too unwieldy
for routine use. Therefore, a set of summary tables
were produced. These tables distribute:

A, Discharges (or days of care) of residents of an
HSA by the HSA’s where they occur, display-
ing the most frequent HSA’s of hospitaliza-
tion; the remainder are putinto an “all other”
category.

B. Discharges (or days of care) occurring'in an
HSA by the HSA’s of residence of the patient,
displaying the most frequent HSA’s of resi-
dence; the remainder are put into an “all
other” category.

Tables A and B illustrate the format of these tables.

Advantages of Medicare Data for Patient
Origin and Destination Studies

The nature of the data source gives it both inherent
advantages and limitations for patient origin and des-
tination studies. Among the advantages is that as a
product of an existing administrative data system, the
information is obtained without the cost of special
surveys. In addition, the data are produced on a con-
tinuing basis, facilitating longitudinal comparisons.

An advantage the data have over studies done at the
hospital or area level is that they present a complete
national picture of patient flow for a defined popula-
tion. Local area hospital-based studies can generally
provide data on the origin of a hospital's or area’s
patients but cannot readily provide a complete picture
of where the residents of the area go for all their
hospital care. The complete geographical coverage of
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our data allow it to be arrayed either to show where the
patients served by hospitals in an HSA come from or
where residents of an HSA go for hospital care,
Another advantage of the data is the existence of
accurate figures on the population at risk. Medicare
enrollment information is available yearly down to the
county and zip code level and contains data on age, sex,
and race. The enrollment data can be related to the
patient flow information to produce rates of flow. En-
rollment data is also essential to adjusting the popula-
tion at risk in an area to take into account patient
movement among areas. The adjustment method is
described in the paper to follow by Deacon.

Limitation of Medicare Data for Patient
Origin and Destination Studies

The greatest limitation of the data is that it applies
only to Medicare beneficiaries. If, however, there is a
stable relationship between the patterns of patient flow
of the general population and that of the Medicare
population, then the data may be useful to study over-
all patient movement. As noted in the previous paper
by Gornick, a study is currently examining this ques-
tion by comparing patterns of hospital use of the Med-
icare and the general population in New England,
Preliminary results indicate that patient origin mea-
sures for Medicare beneficiaries and the entire popu-
lation are highly correlated.?

For those years when an HSA has both patient flow
data based on studies of the entire population and
Medicare patient flow data, data from both sources
could be examined to explore possible relationships
between them. If a relationship is found, Medicare
patient flow data could substitute for population pa-
tient flow data for those years when data on the entire
population are unavailable.*

Uses of the Data

Examination of Medicare patient origin and desti-
nation data suggests a number of potential uses at

3 Codman Research Group, Inc., “Progress Report
No. 3: Feasibility of Using Medicare Part A Data in Health
Planning,” October 1977. Work performed under Contract
No. 600—-77—-0039 with Health Care Financing Administra-
tion, HEW.

4 The value of patient flow data based on a subset of
the population in substituting for data based on the whole
population was suggested in a study by Drosness and Lubin,
They compared patient flow data on obstetric patients ob-
tained from birth records with data on all patients in Santa
Clara County, California, and found that the patterns of flow
in the two groups were similar. They suggested that data
from birth records could substitute for data on all patients for
years when population patient flow data were unavailable,
Daniel L. Drosness and Jerome W. Lubin, “Planning Can be
Based on Patient Travel,” Modern Hospital, April 1966, pp.
92-94.



HSA area of residence

Figure 1.

HSA,
HSA,

HSA3

HSA%03

Scheme of a é03 by 203 HSA Matrix to Show Patient Origin and
Destination.

HSA area where discharge occurred
HSA4 HSA, HSA3...... . HSA503
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Table A. DISTRIBUTION OF ACUTE CARE HOSPITAL DISCHARGES OF MEDICARE BENEFICIARIES AGED 65 YEARS AND
OVER RESIDING IN HSA AREAS IN THE DISTRICT OF COLUMBIA, MARYLAND, AND VIRGINIA, BY HSA AREA WHERE

DISCHARGES OCCURRED, 1975.

HSA Area Where Patient Resi;:ies

HSA Area Where Discharge Occurred

State HSA W] ) (3 4 ©® (6) 7 ®)
All other and
Districtof (D.C.) Total DC1 MD 2 VA2 MD3 NY 7 MD 4 Location Unknown
Columbia Number 15,515 13,330 740 245 190 80 75 855
Percent 100.0 85.9 4.8 1.6 1.2 5 5 5.5
Maryland (MD) 1 Total MD 1 WV 1 MD 4 PA 4 PA9 DC1
Number 9,410 8,145 295 250 185 1565 70 310
Percent 100.0 86.6 3.1 2.7 2.0 1.6 7 33
(MD) 2 Total MD 2 DC1 MD1 MD 3 VA2 MD 4
Number 9,090 5,835 2,290 125 125 125 70 520
Percent 100.0 64.2 25.2 14 14 1.4 8 5.7
(MD) 3 Total MD 3 DC1° MD2 MD 4 VA2 MD5
Number 10,070 4,620 3,235 1,075 330 195 40 575
Percent 100.0 459 32.1 10.7 3.3 1.9 4 5.7
(MD) 4 Total MD 4 PA4 MD 2 MD 1 DC1 MD3
Number 46,810 44,180 380 270 260 165 150 1,405
Percent 100.0 94.4 8 .6 6 4 3 3.0
(MD) 5 Total MD 5 MD 4 DE 1 PA1 DC 1 MD 3
Number 8,615 7,070 875 340 75 25 20 210
Percent 100.0 82.1 10.2 39 .9 3 2 24
Virginia (VA1 Total VA1 VA4 VA3 VA2 DC1 VA5
Number 19,335 17,215 615 530 320 125 65 465
Percent 100.0 89.0 . 3.2 2.7 1.7 6 3 2.4
(VA) 2 Total VA2 DC1 VA1 MD 2 MD 4 VA3
Number 12,560 10,045 1,130 350 70 85 85 855
Percent 100.0 80.0 9.0 2.8 6 4 4 6.8
(VA) 3 Total VA3 TN 1 WV 1 NC2 VA1 VA 4
Number 40,000 34,915 1,240 850 585 430 390 1,580
Percent 1000 - 87.3 3.4 241 15 141 1.0 4.0
(VA) 4 Total VA4 VA5 VA3 VA1 NC 4 NC 6
Number 26,695 23,970 750 640 460 > 205 140 530
Percent 100.0 89.8 2.8 24 1.7 8 5 2.0
(VA) 5 Total VA5 VA4 VA1 MD 5 VA3 NC 6
Number 27,855 24,255 2,050 285 150 150 115 850
Percent 100.0 87.1 74 1.0 5 5 4 84

Data are based on a 20-percent sample of Medicare beneficiaries. Counts of discharges have been multiplied by 5 to
inflate to an estimate of total discharges.

national and local levels for the information. To illus-
trate some of the uses, 1975 data for HSA’s.in Mary-
land, Virginia, and the District of Columbia (D.C.)
have been chosen. Tables A and B display patient
origin and destination data for these areas; table 1
- presents some summary patient flow statistics for these

areas.
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A. To Study Patient Flow Among HSA’s

One use of the data, of course, is to study the
flow of Medicare patients among HSA’s for
hospital care. Patient flow information tells, on
the one hand, where the patients for the HSA’s



Table B. DISTRIBUTION OF ACUTE CARE HOSPITAL DISCHARGES OF MEDICARE BENEFICIARIES AGED 65 YEARS AND
OVER OCCURRING IN HSA AREAS IN THE DISTRICT OF COLUMBIA, MARYLAND, AND VIRGINIA BY THE HSA AREA OF
RESIDENCE, 1975

HSA Area Where Discharge .
Occurred HSA Area Where Patient Resides All others and
State HSA 1) @) 3 4) 5) 6) @ Location Unknown
Districtof (D.C.) Total DC1 MD 3 MD 2 VA2 MD 4 VA1
Columbia  Number 21,610 13,330 3,235 2,290 1,130 165 125 1,335
Percent 100.0 61.7 15.0 10.6 5.2 .8 .6 6.2
Maryland (MD) 1 Total MD 1 WV 1 PA9 PA4 MD 4 MD 2
Number 10,475 8,145 855 345 315 260 125 430
Percent 100.0 77.8 8.2 3.3 3.0 2.5 1.2 4.1
(MD) 2 Total MD2- MD3 DC 1 MD 4 VA2 MD 1
Number 8,785 5,835 1,075 740 270 70 60 735
Percent 100.0 66.4 12.2 8.4 3.1 8 7 8.4
(MD) 3 Total MD3 DC 1 MD 4 MD 2 MD 1 MD 5
Number 5,380 4,620 190 .150 125 25 20 250
Percent 100.0 85.9 3.5 28 23 5 4 4.6
(MD) 4 Total MD 4 MD5 MD3 MD 1 PA4 WV 1
Number 47,910 44,180 875 330 250 245 125 1,905
Percent 100.0 92.2 1.8 7 5 5 3 4.0
(MD) 5 Total MD 5 DE1 VA5 MD 4 PA1 MD 3
Number 8,165 7,070 460 150 110 70 40 265
Percent 100.0 86.6 5.6 1.8 1.3 9 5 3.3
Virginia *~ (VA)1 Total VA 1 Wv 1 VA4 VA3 VA2 VA5 .
Number 20,635 17,215 1,250 460 430 350 285 645
Percent 100.0 83.4 6.1 2.2 241 1.7 1.4 3.1
(VA) 2 Total VA2 VA1 DC1 MD 3 MD 2 WV 1
Number * 12,315 10,045 320 245 195 125 80 1,305
Percent 100.0 81.6 2.6 2.0 1.6 1.0 6 10.6
(VA) 3 Total VA3 WV 1 VA4 NC 2 VA1 TN1
Number 39,685 34,915 1,240 640 560 530 425 1,375
Percent 100.0 88.0 3.1 1.6 1.4 1.3 1.1 3.5
(VA) 4 Total VA4 VA5 VA1 VA3 NC 4 NC6
Number 28,100 23,970 2,050 615 390 130 105 840
Percent 100.0 85.3 7.3 2.2 1.4 5 4 3.0
(VA) 5 Total ~ VAS NC 6 VA4 VA3 VA1 NY 7
Number 26,930 24,255 835 750 100 65 50 875
Percent 100.0 90.1 3.1 2.8 4 . 2 2 32

Data are based on a 20-percent sample of Medicare beneficiaries. Counts of discharges have been multiplied by S to inflate to an
estimate of total discharges.

hospitals come from, and, on the other, where
residents of an HSA travel for hospital care.
Such information is basic to defining hospital
service areas and to estimating the effect of
changes in the supply of hospital beds or in the
population in one area on hospital occupancy
and hospital use in other areas. In addition, the
information may point out the need for studies
of travel times for hospital care if it appears a
substantial number of an HSA’s residents use
facilities in another area.

Column 1 of table 1 gives the total number of
discharges of residents of HSA’s in Maryland,
Virginia, and D.C. Columns 2 and 3 give the
number and percentage of discharges of resi-
dents of an HSA occurring in the HSA of resi-
dence. The later figure may be thought of as a
“self-sufficiency index,” reflecting the degree
to which an HSA’s residents are served by its

hospitals. For most HSA’s this percent is-high.

5 The term is suggested in Codman, p. 464.
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Table 1. SUMMARY PATIENT FLOW STATISTICS FOR HSA AREAS IN MARYLAND, VIRGINIA, AND THE DISTRICT OF COLUMBIA BASED ONACUTE
CARE HOSPITAL DISCHARGES OF MEDICARE BENEFICIARIES AGED 65 YEARS AND OVER, 1975.

(1) @ (3) 4 (5) (6) @) (8) © (10)

Discharges of HSA area Discharges from HSA area Patient Flow
residents hospitals
from hospitals in for residents of Percent Net Flow:
own HSA area own HSA area (Net Flow +
Inflow Outflow  NetFlow Total Discharges of
Percent of Percent of of non- of (Inflow- HSA area residents)
State HSA Total  Number Total Total Number Total Residents  Residents Outflow)
District of
Columbia 15,515 13,330 85.9 21,610 13,330 61.7 8,280 2,185 6,095 39.2
Maryland 1 9,410 8,145 86.6 10,475 8,145 778 - 2,330 1,265 1,065 11.3
2 9,090 5,835 64.2 8,785 5,835 66.4 2,950 3,255 -~ 305 - 34
3 10,070 4,620 459 5380 4,620 85.9 760 5,450 —4,690 - 46.6
4 46,810 44,180 94.4 47,910 44,180 92.2 3,730 2,630 1,100 24
5 8,615 7,070 82.1 8,165 7,070 86.6 1,095 1,545 —~ 450 -~ 52
Virginia 1 19,336 17,215 89.0 20,635 17,215 834 3,420 2,120 1,300 6.7
2 12,560 10,045 80.0 12,315 10,045 86.6 2,270 2,515 — 245 - 20
3 40,000 34,915 87.3 39,685 34,915 88.0 4,770 5,085 - 315 - 08
4 26,695 23,970 89.8 28,100 23,970 85.3 4,130 2,725 1,405 5.3
5 27,855 24,255 8741 26,930 24,255 90.1 2,675 3,600 - 925 - 33

Data are based on-a 20-percent sample of Medicare beneficiaries. Counts of discharges have been multiplied by 5 to inflate to an estimate of totat
discharges.



But this is not always the case. For Montgomery
County (Maryland HSA 2) and Southern Mary-
land (Maryland HSA 3 consisting of Prince
Georges, Calvert, Charles, and St. Mary’s Coun-
ties), only 64.2 and 45.9 percent of the dis-
charges of residents were in hospitals in their
own HSA. Column 3 of table A shows an outflow
of 25.2 and 32.1 percent respectively of the dis-
charges of residents to hospitals in D.C. In these
and other similar cases, the need for inter-HSA
cooperation should be emphasized in making
decisions affecting hospital services and bed

supply.

Column 4 of table 1 shows the total discharges in
an HSA’s hospitals. Columns 5 and 6 show the
number and percentage of total discharges that,
are discharges of residents. This percentage re-
flects the extent to which an HSA'’s case load is
made up of its own residents. A high percent
means most discharges are of residents. A rela-
tively low percent indicates that a substantial
part of the case load is made up of residents of
other HSA’s. In most HSA’s in Maryland, Vir-
ginia, and D.C. most discharges are of their own
residents, but for the District of Columbia, for
Montgomery County and for Western Maryland
(Maryland HSA 1), residents account for only
61.7, 66.4, and 77.8 percent of the case load.
These HSA’s experience a large inflow of pa-
tients from other HSA’s.

In the case of D.C., as table B shows, 15.0 percent
of the Medicare case load comes from Southern
Maryland, 10.6 percent from Montgomery
County, and 5.2 percent from Northern Vir-
ginia (Virginia HSA 2). In the case of Montgom-
ery County, 12.2 percent of the discharges come
from Southern Maryland and 8.4 percent from
D.C. In Western Maryland, 8.2 percent of the

discharges come from West Virginia.

It is interesting to note that substantial inflow of
cases is not limited to the urban HSA’s.
Montgomery County is suburban and Western
Maryland is fairly rural. Planning decisions in
neighboring HSA’s which increase or decrease
bed supply may have a pronounced effect on the
number of discharges and occupancy of hospi-
tals in these three HSA’s.

A statistic which unites the concept of inflow of
nonresidents and outflow of residents for hospi-
tal care is net flow, or inflow minus outflow. A
positive value indicates that the number of dis-
charges of nonresidents entering the HSA for
care exceeds the number of discharges of resi-
dents who go outside the HSA for care. A nega-
tive net flow indicates the reverse, i.e., that the

Table 2. DISTRIBUTION OF HSA AREAS BY THE “SELF-
SUFFICIENCY INDEX"* BASED ON DISCHARGES OF
MEDICARE BENEFICIARIES AGED 65 AND OVER FROM
ACUTE CARE HOSPITALS, 1975

Self Sufficiency Number of Percentage
Index HSA's of HSA's -
Total 203 100.0
10096 5 } 6 25 } 31.0
9591 58 185 286 }91_6
9086 83 40.9
85—81 40 } 123 19.7 } 606
80—-76 1 5.4
75-71 2 1.0
70—-66 0 0.0
6561 3 7 1.5 8.4
60—56 0 0.0
65-51 0 0.0
50-46 1 0.5

*The self-sufficiency index is the percentage of dis-
charges of an HSA area's residents that occur inthe HSA area.

See Codman p. 464.

Data are based on a 20-percent sample of Medicare

beneficiaries.

discharges of its residents occurring outside the
HSA area exceed the number of discharges of
nonresidents in the HSA area. Percent net flow
is simply net flow divided by the total number of
discharges of an HSA’s residents, regardless of
where they occur.

Net flows close to zero can result either where
there is little travel out of and into an HSA for
hospital care or when outflow and inflow are
balanced. HSA’s with high positive net flows can
be thought of as net importers of patients from
(or exporters of hospital care to) other HSA’s.
Those with high negative net flows can be
thought of as net exporters of patients to (or
importers of hospital care from) other HSA’s.

Colums 7, 8, 9, and 10 of table 1 illustrate the
inflow, outflow, net flow, and percent net flow
for HSA’s in Maryland, Virginia, and D.C. Two
HSA’s, the District of Columbia and Western
Maryland (Maryland HSA 1), experience rather
high positive net inflows, 39.2 and 11.3 percent.
Southern Maryland (Maryland HSA 3) shows a
high negative net flow of —46.6 percent. Hospi-
tals in HSA’s with high positive net flows gener-
ate more discharges and have higher occupan-
cies than if they served only their own residents.
Conversely, in those HSA’s with high negative
net flows, there are fewer discharges than if they

served all their own residents.
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Table 3. PERCENTAGE OF DISCHARGES OF MEDICARE BENEFICIARIES AGED 65 YEARS AND OVER RESIDING IN THE
DISTRICT OF COLUMBIA HSA AREA AND THE MONTGOMERY COUNTY HSA AREA CONTAINED IN EACHHSAAREAAND IN
BOTH HSA AREAS COMBINED, 1975.

(SELF-SUFFICIENCY INDICES* ARE CIRCLED.)

Discharges of Residents

HSA Area Total In D.C. In Montgomery In other HSA Areas

District of Columbia

Number 15,5615 13,330 740 1,445

Percent 100 85.9 4.8 9.3
Montgomery County

Number 9,909 2,290 5,835 965

- Percent 100 25.2 64.2 10.6

D.C. and Mont. Combined e

Number 24,605 22,195 2,410

Percent 100 90.2 9.8

*The self-sufficiency index is the percentage of discharges of an HSA area’s residents that occur in the HSA. See Codman p. 464,

Data are based on a 20-percent sample of Medicare beneficiaries. Counts of discharges have been multiplied by 5 to inflate to

an estimate of total discharges.

B. To Aid in Designating Health Service Areas

The Medicare patient origin and destination in-
formation may also be used to aid in designating
and evaluating boundaries of health service
areas. Guidelines issued in February 1975 by the
Bureau of Health Planning and Resources De-
velopment state that, “To the extent practicable, the
area shall include at least one center for the
provision of highly specialized health services,”
and note that this requirement reflects the
“...desire that the health service areas provide a

flow data to assist in redrawing them to include
more discharges of residents. For example, the
District of Columbia contains 85.9 percent of
resident discharges; Montgomery County con-
tains 64.2 percent. As table 3 shows, an HSA
combining both areas would contain 90.2 per-
cent of resident discharges. Of course, many
other factors must enter into the decision on
what an HSA’s boundaries should be.

When days of care, as opposed to discharges,

. were used to compute self-sufficiency indexes,

self-contained, comprehensive and complete
range of health services such that an individual
residing in the area would rarely, if ever, have to
leave it in order to obtain medical care.”®

In this regard, it is instructive to examine the
self-sufficiency indexes for the nation’s HSA’s. It
will be recalled that the self-sufficiency index is
the percentage of discharges of residents of an
HSA occurring in the HSA of residence. Table 2
shows that for 1975, 186 (91.6 percent) of the
203 HSA’s had self-sufficiency indexes of more
than 80 percent. Of these 186 HSA’s, 123 (60.6
percent) had indexes of 81 to 90 percent and
63 (31.0 percent) had indexes of more than 90
percent. However, in 17 HSA’s (8.4 percent) the
self-sufficiency indexes were less than 80
percent.

If HSA boundaries are ever redesignated, it
would be possible to use the Medicare patient

8 Guidelines for Designation; Health Service Areas: Under
the National Health Planning and Resources Development Act of
1974, Department of Health, Education, and Welfare,
Bureau of Health Planning and Resources Development,
February 1974, p. 8.
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Table 4. DISTRIBUTION OF HSA AREAS BY THE “SELF-
SUFFICIENCY INDEX"* BASED ON DAYS OF CARE OF
MEDICARE BENEFICIARIES AGED 65 YEARS AND OVER
IN ACUTE CARE HOSPITALS, 1975.

Self-Sufficiency Number of Percentage of
Index HSA Areas HSA Areas

Total 203 100.0
100-96 10 4.9

95-91 55} i 27.1} 20| 62

90-86 78 } 110 38.4 } 54.2 )

85—81 32 15.8 ’

8076 19 o 9.4

75-71 4 ?.0

70—66 2 .0

65-61 2 | % 10 138
. 6056 0 0.0

55-51 0 0.0

50-46 0 0.0

45-41 1 0.5

*The self-sufficiency index is the percentage of days of
care of an HSA area’s residents that occur in the HSA. See

Codman p. 464.

Data are based on a 20-percent sample of Medicare

beneficiaries.



Table 5. SELF-SUFFICIENCY INDICES* BASED ON DISCHARGES AND ON DAYS OF CARE IN ACUTE CARE HOSPITALS OF
MEDICARE BENEFICIARIES AGED 65 AND OVER FOR HSA AREAS IN MARYLAND, VIRGINIA, AND THE DISTRICT OF
COLUMBIA, 1975.

Self-sufficiency index

State HSA Based on Discharges Based on Days of Care Difference
District of Columbia 85.9 89.2 -3.3
Maryland 1 86.6 87.4 -0.8
2 64.2 64.8 -0.6
3 45.9 45.2 0.7
4 94.4 95.1 -0.7
5 821 79.2 2.9
Virginia 1 89.0 88.1 0.9
2 80.0 81.0 -1.0
3 87.3 87.5 -0.2
4 89.8 90.3 -0.5
5 87.1 87.8 -0.7

*The self-sufficiency index is the percentage of discharges or days of care of an HSA's residents that occur in the HSA. See

Codman p. 464.

Data are based on a 20-percent sample of Medicare beneficiaries.

roughly similar conclusions were reached on the
amount of care received by residents of an HSA
in their own HSA. This is illustrated by a com-
parison of the distribution of HSA’s by indexes
based on days of care (table 4) with the distribu-
tion based on discharges.

One hundred and seventy-five HSA’s contain
more than 80 percent of the days of care of
residents, while 186 have more than 80 percent
of the discharges. Twenty-eight HSA’s contain
80 percent or less of the days of care of residents,
while 17 have 80 percent or less of the discharges
of residents.

For individual HSA'’s in Maryland, Virginia, and
D.C,, the indexes based on discharges were very
similar to those based on days of care. As table 5
shows, the largest difference between the two
indexes (found in the District of Columbia) was
only 3.3 percent.

Future Projects Involving Medicare
Patient Origin and Destination Data

Future projects involving Medicare patient origin
and destination data include production of patient
flow information at the county, hospital, and perhaps
zip code levels. The data files now available allow the
generation of patient flow information at the county
and hospital level. Such data will allow studies of pa-
tient movement within an HSA as well as more detailed
studies of patient movement among HSA’s. In addi-
tion, the data will permit identification of those hospi-

tals drawing many patients from outside their HSA.
Moreover, the data will make possible a more precise
definition of hospital service areas and provide patient
flow data for small area studies of the use of health
services. Patient flow information at the zip code level
cannot now be produced from the data file used to
generate the data discussed here. However, with the
addition of beneficiary zip code to the file in October
1977, it should be possible to produce patient flow data
at the zip code/hospital level. This will furnish even
more detailed patient flow information.

Also projected are studies comparing the charac-
teristics of persons who go out of their HSA or counties
for hospital care with those who do not. With the
addition of age, sex, and race information to the file in
October 1977, it will be possible to study patient flow
by these demographic characteristics.

Another project is the generation of Medicare pa-
tient origin and destination information for posthospi-
tal care in skilled nursing facilities (SNF’s). Patient flow
for acute hospital care will be compared with that for
SNF care.

Conclusion

Hospital patient flow information, derived from the
administrative recordkeeping system of a national
health insurance program (Medicare) provide for the
first time a picture of patient movement for the entire
Nation. In addition to national coverage, the data have
other inherent advantages over patient flow data from
other sources, including low cost of production, pro-
duction on a continuing rather than ad koc basis, and
accurate data on the population at risk. A limitation of
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the data is that they are confined to persons covered by allocation. The Health Care Financing Administration

Medicare. is interested in learning how planners and researchers
The data should aid planners at the national, State, apply the data and in receiving suggestions for improv-
and local levels in making decisions about resource ing their usefulness.
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DEVELOPMENT OF HOSPITAL UTILIZATION
MEASUREMENTS FOR PSRO AREAS

Ronald Deacon, Ph.D., and James Lubitz, Office of Policy, Planning, and Research, HCFA, Baltimore, Maryland

Introduction

The fundamental purpose of the Medicare statisti-
cal system is to provide information about benefi-
ciaries, providers, and use and cost of benefits. How-
ever, certain inherent characteristics of the system,
which the two previous papers outlined, make it
adaptable for other purposes. Briefly, these charac-
teristics include national coverage, accurate informa-
tion on the population at risk, and historical as well as
current data. This paper will describe how the statisti-
cal system was extended to provide information about
hospital use in the Nation’s 203 Professional Standards
Review Organization (PSRO) areas.

The 1972 Amendments to the Social Security Act
authorized the creation of a national network of
PSRO’s to review health care provided under Medi-
care, Medicaid, and the Maternal and Child Health
Programs to assure their effective, efficient, and eco-
nomical delivery. The Amendments also called for an
evaluation of the PSRO program; the responsibility
for the first evaluation, conducted in 1977, was as-
signed to the Office of Policy, Evaluation, and Legisla-
tion (OPEL) of the Health Services Administration,
Public Health Service, Department of Health, Educa-
tion, and Welfare.

The Office of Policy, Planning, and Research,
Health Care Financing Administration (HCFA) as-
sumed the responsibility of designing and developing
the Medicare hospital data for the first evaluation of
the PSRO program.

The data had to meet four basic requirements.

1. Be as up-to-date as possible.

2. Be as complete as possible.

3. Represent as accurately as possible, utiliza-
tion in hospitals within a PSRO area.

4. Measure the extent of review activity in the
203 PSRO’s.

Generating Current and Complete Data

For most purposes, data on Medicare hospital use
are derived from a system which gathers hospital bills
for a 20-percent sample of Medicare beneficiaries. A
record representing each hospital stay is formed by.
linking all the hospital bills submitted for a stay. The
principal diagnosis and the surgical procedure first
listed are coded into the record based on a narrative in
the bill.

Naturally these processes take time. To produce the
most up-to-date data possible, the processes of linking
all the bills for a stay to make a record of the stay and of
coding the principal diagnosis and surgical procedure
first listed were bypassed. A new system was devised
based on only the final bill for a hospital stay. The final
bill contains the date of admission and discharge, thus
making it possible to compute length of stay. This
system generates data on discharges of all beneficiaries
(as opposed to a 20—percent sample) whose bills for
hospital care had been received and processed at —the
time the file was created. It is estimated that this file
contains about 95 percent of all final bills for a year
within three months after the end of the year and
about 98—99 percent within 15 months atter the end
of the year.

To adjust for the small shorttall in final discharge
bills, data from the Medicare Query System were used.
This system is employed by fiscal intermediaries to
query the Medicare central office on the eligibility and
benefits available to Medicare patients admitted to a
hospital and contains a nearly complete count of
admissions within a month after they occur. Thus, it
was decided to use counts of admissions from the
query system rather than counts of discharges to
compute the number of hospitalizations. The average
length of stay was computed from the final bill system.
Days of care were estimated by multiplying average
length of stay by admissions.

Developing Measures of Hospital Use for
.PSRO Areas

The development of a data system based on the final
bill and the query system met the requirements that
the data be as complete and as current as possible since
the system produces good estimates of Medicare hos-
pital utilization at the PSRO level within 3 months after
the end of a year. But the requirement that the data
reflect hospital use in a PSRO area remained unmet.
Measures customarily used to describe hospital utiliza-
tion are based on the beneficiary.

The discharge rate for an area is simply the number
of discharges for beneficiaries resident in the area
divided by the number of beneficiaries living in the
area. Similarily, the rate of days of care for an area is
the number of hospital days used by resident bene-
ficiaries divided by the number of beneficiaries resid-
ing in the area. Average length of stay, of course, is
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days of care for residents of an area divided by
discharges of residents.

Beneticiary-based rates have drawbacks in examin-
ing PSRO performance. A beneficiary-based rate is an
accurate reflection of hospital use by the enrollee
population of a PSRO area. But part of this population
will use hospitals outside their area and thus outside
the purview of the PSRO. Because up to 63 percent of
the discharges of residents in a PSRO area are from
hospitals located outside the area, it seems inappropri-
ate to include them in the computation of utilization
rates for PSRO evaluation. In addition, residents of
other PSRO areas use hospitals in the PSRO area
under study. Although review of these hospital stays is
the responsibility of the PSRO under study, they do
not enter into computation of a beneficiary-based rate.

The considerations mentioned above have led to the
use of provider-based rates for PSRO evaluation. Both
the 1977 evaluation of the PSRO program ! and the
recently published study of a prototype PSRO in Sac-
ramento and nearby counties in California 2 employed
provider-based utilization measures. The key distin-
guishing feature between these provider-based mea-
surements (admission rates, average length of stay,
and days-of-care rates) and the beneficiary-based mea-
surements discussed previously is that all hospitaliza-
tions and only those hospitalizations occurring in a
PSRO are represented in the measure. Admission and
days-of-care rates for PSRO’s are calculated by divid-
ing the total of each for stays in hospitals in the PSRO
by the number of enrollees residing in the PSRO area.
Average length of stay is the number of days of care
incurred in hospitals located in the PSRO divided by
the number of discharges that occurred in the PSRO.

Comparison of Beneficiary-Based and
Provider-Based Rates

Table 1 contains both the beneficiary-based and
provider-based discharge rates for all PSRO’s in
DHEW Region 3. Quite obviously there are some large
differences between the two rates which are directly
related to the net-flow factor ® among the PSRO’s.

1 Office of Planning, Evaluation, and Legislation, U.S.
Department of Health, Education, and Welfare, PSRO: An
Initial Evaluation of the Professional Standards Review Organiza-
tion, Volume 1: Executive Summary, February 1978.

2 Maura Bluestone and David Baugh, “An Evaluation
of a Medicare Concurrent Utilization Review Project: The
Sacramento Certified Hospital Admission Program,” Health
Insurance Statistics, U.S. Departmnent of Health, Education,
and Welfare, Social Security Administration, Office of Re-
search and Statistics, (H1—80), March 1978.

3 The net-flow factor as defined by Lubitz et al. is the
difference between inflow (number of discharges of nonresi-
dents occurring in the PSRO) and outflow (number of dis-
charges of residents occurring outside the PSRO) divided by
the total number of discharges of the PSRO’s residents, re-
gardless of where they occur.
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Those with very low net flow have almost identical
beneficiary and provider-based discharge rates
(PSRO’s 08000, 39003, 39008, and 39009) and PSRO’s
with large net-flow factors, either positive or negative,
vary greatly in discharge rates (PSRO’s 09000, 21002,
21004, 39005, and 39006).

Adjustments to Provider-Based
Measurements

The data developed for the first PSRO evaluation
met the imposed requirements fairly well. The mea-
surements were used to examine longitudinal changes
in hospital utilization during the period when PSRO’s
began their reveiws. Yet, the provider-based rates of
admission and days of care are not fully satisfactory.
The numerator includes all of the stays in hospitalsin a
PSRO area, but the denominator is the enrollee popu-
lation of the PSRO area, regardless of where its resi-
dents are hospitalized. Thus, there is a lack of corre-
spondence between the numerator and denominator.
A PSRO provider-based rate would appear artificially
low if there were a net outflow of patients from the
area. On the other hand, a PSRO provider-based rate
would appear artificially high if there were a net inflow
of patients to the area. Unless provider-based rates are
somehow adjusted for the inflow and outflow of pa-
tients across PSRO area boundaries, it will be mislead-
ing to use such rates in comparisons of PSRO utiliza-
tion rates. A more accurate representation of a rate can
be based upon the enrollees at risk in a PSRO area.

A methodology was devised to estimate the number
of enrollees at risk in any given PSRO area by allocat-
ing portions of Medicare enrollment from all PSRO
areas based upon each individual PSRO’s contribution
to patient load in the given PSRO area, This method is
an adaptation of one proposed by Bailey  which esti-
mated the population at risk for a selected group of
hospitals. The methodology is presented in the for-
mula below, along with an example:

Allocation Formula

> d
= s e i=1,2,..n
o =1 D, P
Where E;, = total number of Medicare entrollees
at risk in the i PSRO
dy = number of discharges from hospitals
in the i PSRO of patients who
resided in the j® PSRO
D; = total number of discharges of patients
who resided in the jth PSRO
n
( D= 2 dyj )
k=
e; = Medicare enrollment in the j ! PSRO
n = total number of PSRO’s

4 Norman T. J. Bailey, “Statistics in Hospital Planning
and Design,” Applied Statistics, November 1965, pp. 146—157.



Table 1. BENEFICIARY-BASED AND PROVIDER-BASED DISCHARGE RATES IN PSRO’s in DHEW REGION 3
FOR MEDICARE BENEFICIARIES AGED 65 OR MORE AND NET FLOW OF PATIENTS

INTO AND OUT OF PSRO's FOR HOSPITALIZATION, 1976

Beneficiary-based

Provider-based

PSRO discharge rate .discharge rate
(Discharges per (Discharges per Net flow
Number Name 1,000 enrollees) 1,000 enrollees) (Percent)
08000 Delaware Review 264.7 251.4 -3.3
09000  National Capital 230.2 327.4 438
21001  Western Maryland 275.6 321.2 11.9
21002  Baltimore City 250.0 326.5 31.0
21003  Montgomery County 256.9 229.5 -7.0
21004 Prince George County 286.5 159.3 ~46.7
21005 Central Maryland 269.6 197.6 —25.0
21006  Southern Maryland 277.2 2011 —28.7
21007 Delmarva 269.9 259.8 —-4.8
39001 Areat 354.7 337.0 -5.6
39002 Central Pennsylvania 336.6 367.2. 8.7
39003 Northeastern Pa. 293.3 290.5 -3.2
39004 Eastern Pennsylvania 268.4 249.7 -5.8
39005 Midwestern Pa. 364.1 304.2 -15.8
39006 Allegheny 322.6 366.5 15.5
39007 Southwestern Pa. 350.1 294.8 —14.4
39008 Highlands 3324 337.7 -8
39009 Southcentral Pa. 259.8 267.1 1.0
39010 Delaware-Chester 2714 261.7 ~6.6
39011  Montgomery/Bucks 275.7 287.8 3.8
39012 Philadelphia 279.1 > 3014 7.1
49001 Shenandoah 320.0 334.6 4.3
49002 Northern Virginia 291.8 282.2 —-2.8
49003 Southwest Virginia 366.6 343.2 —4.5
49004  Southcentral Va. 305.5 322.2 7.8
49005 Colonial Virginia 312.0 287.8 -5.0
51000 West Virginia 382.9 383.2 —-2.8
OPPR, HCFA, 1978
Example

The figure below represents a hypothetical con-
figuration of four PSRO areas. The number of
enrollees at risk in PSRO 1 is calculated by al-
locating a proportion of the enrollees from each
of the four PSRO areas. The proportion is based
upon the extent to which patients from each of
the four PSRO areas use hospitals in PSRO 1.
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In order to determine the enrollees at risk in PSRO 1, the following computations are required:

(9)=(3)+(2) 6

Col. 1 2 (3) (6)=(4)x(5)
Discharges from Proportion of
Residence Total hospitals total discharges Enroliment
of discharges . in PSRO 1 from hospitals Medicare allocated
beneficiary (in thousands) (in thousands) in PSRO 1 enroliment to PSRO 1
PSRO 1 3,250 3,000 92 75,000 69,000
PSRO 2 1,300 600 .46 30,000 13,800
PSRO 3 2,570 500 .20 30,000 6,000
PSRO 4 3,025 400 .13 50,000 6,500
Total enroliees at risk in PSRO 1 95,300

The matrix below contains the number of dis-
charges for residents of each of the four areas appear-
ing in the stub from hospitals in the areas listed in the
field. For example, there were 3,250,000 total dis-
charges for residents of area 1 of which 3,000,000
were from hospitals located in area 1; 50,000 from
hospitals in area 2; 125,000 from hospitals in area 3;
75,000 from hospitals in area 4.

Adjusted Rates of Admissions and Days
of Care

The allocation formula is used to calculate the num-

. ber of enrollees at risk in all 203 PSRO areas. Adjusted

- PSRO rates of admissions and days of care are calcu-

lated by dividing the number of admissions and days of

care associated with hospitalizations in the PSRO area
by its number of enrollees at risk.

Comparison of Unadjusted and Adjusted
Rates of Days of Care

Table 2 contains both unadjusted and adjusted rates
of days of care for all PSRO’s in DHEW Region 3.
Cross-sectionally, the differences between the two
rates are quite large for several PSRO’s. The differ-
ences, of course, are due to the effects of patient flow
into and out of PSRO’s for hospital care. An extreme
example is PSRO 21004 (Prince Georges County,
Maryland) in 1974 where the adjusted rate (3486.7)
was more than twice as large as the unadjusted rate
(1639.0) reflecting an unusually large outflow of resi-
dents for care (net-flow factor was —47 percent).

Patient origin matrix

By and large though, the trend data for changes in
days-of-care rates are the same if unadjusted or ad-
justed rates are used. Exceptions must be noted, how-
ever. Two PSRO areas in table 2 have significantly
different rates of increase depending upon which rate
isused (PSRO’s 21004 and 21006). Closer examination
reveals that their changes in net flow were quite large.
From 1974 to 1976, the net-flow factor increased from
—53 percent to —47 percent in PSRO 21004 and from
—37 percent to —29 percent in PSRO 21006. These
differences most likely reflect changes over time in the
number of available beds in the two PSRO areas due to
new or expanded hospitals.

Comments on Rate Adjustment
Methodology

Several comments should be made concerning the
method used to adjust provider-based rates. First, it
assumes that the proportion of enrollees served by
hospitals within a PSRO is equal to the proportion of
patients served by those hospitals. This assumption
may or may not be valid depending upon the extent to
which rates of hospitalization for nonresidents are in-
fluenced by characteristics of the hospitalized, such as
type of illness and socioeconomic status.

Second, since data used to construct patient origin
matrices were from a 20—percent sample file of inpa-
tient bills, there is a sampling error associated with the
estimated number of enrollees at risk in each PSRO.
The formula for sample variance is given in the ap-

(In thousands)

Residence of Total Discharges from Hospitals
Beneficiary Discharges Located in: )
PSRO 1 PSRO 2 PSRO 3 PSRO 4

AIPSRO's........... 10,145 4,500 690 2,235 2,720
PSRO1 ............. 3,250 3,000 50 125 75
PSRO2 ............. 1,300 600 575 100 25
PSRO3 ............. 2,570 500 50 2,000 20
PSRO4 ............. 3,025 400 15 10 2,600
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Table 2. UNADJUSTED AND ADJUSTED DAYS OF CARE RATES AND CHANGES IN RATES FOR MEDICARE BENEFICIARIES AGED 65 OR MORE

IN PSRO’S IN DHEW REGION 3, 1974 THROUGH 1976

Days of care per 1,000 enrollees

Change in days of care per 1,000 enrollees (Percent)

PSRO 1974 1975 1976 1974101975 1975101976 1974101976
Number Name Unadi.  Adj.  Unadj. Adj. Unadj Adi. Unadi. Adji Unadj. Adj. Unadj Adj.
08000 Delaware Review 3365.0 34622 3287.4 33459 3467.9 36041 -2 -3 5 7 3 4
09000 National Capital 4766.1 35191 49517 3769.7 4800.5 3616.8 4 7 -3 -4 1 3
21001 Western Maryland 3689.1 34178 39434 3666.1 39053 3625.8 6 7 -1 -1 6 6
21002 Baltimore City 46410 3601.8 48423 37906 5119.9 4056.9 4 5 5 7 9 11
21003 Montgomery County 3012.0 33545 2903.9 30928 30280 33271 -4 -8 4 7 1 -1
21004 Prince Georges County ~ 1639.0 3486.7 1827.2 37752 2156.0 39904 10 8 15 5 24 13
21005 Central Maryland 2297.0 31389 2458.9 32034 2590.1 34147 7 5 5 4 11 8
21006 Southern Maryland 19963 3197.9 21785 32196 2293.8 32296 8 1 5 0 13 1
21007 Delmarva 2749.4 29271 28458 3029.0 2880.1 3046.5 3 3 1 1 5 4
39001 Area _ 3859.2 3963.0 3839.2 40415 39928 42185  —1 2 4 4 3 6
39002 Central Pennsylvania 39562 36150 3847.4 35712 38634 35253 -3  —1 0 -1 -2 -3
39003 Northeastern Pa. 3554.5 36597 3513.8 36362 3670.1 37873 -1  —1 4 4 3 3
39004 Eastern Pennsylvania 31562 34412 3261.8 35138 3322.8 35728 3 2 2 2 5 4
39005 Midwestern Pa. "3044.8 36040 3071.0 36049 8180.5 3763.3 1 0 3 4 4 4
39006 Allegheny 4679.6 41789 4687.0 41757 4740.2 41840 0 0 1 0 1 0
39007 Southwestern Pa. 3396.3 39452 33363 38395 3487.9 40723 -2 -3 4 6 3 3
39008 Highlands 4016.0 40764 39457 40381 40467 41153 -2  —1 2 2 1 1
39008 Southcentral Pa, 3499.9 3553.6 3408.4 3417.5 34626 34818 -3  —4 2 2 -1 -2
39010 Delaware-Chester 3616.8 38760 3549.8 38183 3617.8 89410 -2 -2 2 3 0 2
39011 Montgomery/Bucks 36239 35061 3630.5 35567 3709.3 3590.2 0 1 2 1 2 2
39012 Philadelphia 4488.9 42045 45190 42645 4607.0 43226 1 1 2 1 3 3
49001 Shenandoah 4168.8 39832 3953.0 3757.0 3978.2 38529 -5 —6 1 2 -5 -3
49002 Norther Virginia 3544.1 3738.6 3429.0 3570.1 34223 35534 -3 -5 0 0 -4 -5
49003 Southwest Virginia 41502 43568 4069.1 4297.1 40228 41972 -2 -1 -1 -2 -3 -4
49004 Southcentral Va. 42817 4101.0 42164 40280 4397.3 41268 -2 -2 4 2 3 1
49005 Colonial Virginia 3909.3 41466 3781.6 39421 3821.9 40533 -3 -5 1 3 -2 -2
51000 West Virginia 4322.1° 43731 4137.1 42033 4197.4 42751 -4 -4 1 2 -3 -2

OPPR, HCFA, 1978




pendix and can easily be calculated and applied to the
rate calculations.

Third, when viewing adjusted rates longitudinally, a
phenomenon can occur when the number of dis-
charges from hospitals in a PSRO area is reduced. The
reduction is reflected as an increase in the number of
enrollees at risk in the surrounding PSRO’s that con-
tribute to its patient load. In turn, this results in lower
utilization rates in the neighboring PSRO’s. The lower
rate will or will not be an artifact depending upon
whether or not the reduction results in a substitution
effect. If, as a result of PSRO influence, patients not
admitted do not go to surrounding PSRO areas for
hospital care, then the lower rate is most likely an
artifact of the adjustment methodology. We are pres-
ently developing methods to correct for these lon-
gitudinal effects when appropriate to do so.

Level of PSRO Review

To meet the fourth and final requirement of our
data, we developed a measure of the extent of PSRO
review activity. Information on when a PSRO-type
utilization review was initiated and whether it was
nondelegated or delegated to the hospital by the PSRO
is periodically collected from Medicare regional of-
fices. By relating the date of initiation of review to the
number of admissions to each hospital in a PSRO, a
measurement of the percent of Medicare admissions
under review is obtained. The following formula illus-
trates how to calculate the level of review for a PSRO
area during-a year:

o a; My
z X 100.
i=1 12
Level of Review =
b a
b i
i=1

When n= number of hospitals in the PSRO area
a; = number of admissions to hospital i

m; = number of months hospital i was under

PSRO review.
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These measures were important in the PSRO
evaluation study because they were used to select
which PSRO’s were to be designated as control and
which as active study areas. The measurements of level
of review do not indicate the mix of admissions re-
viewed directly by the PSRO and by delegated hospi-
tals, although this refinement in the measurement will
be made shortly.

Conclusions

The utilization and level of review measurements
that have been developed from the Medicare Data
System present for the first time up-to-date measures
of hospital utilization in PSRO areas. The develop-
ment process, progressing from beneficiary-based
measurements to provider-based measurements ad-
justed for patient migration, illustrates that true mea-
sures of hospital utilization within a PSRO must be
developed in a manner consistent with available data
resources and imposed data requirements. We feel
that the adjusted provider-based rates are the most
representative of hospital utilization in PSRO areas but
we are continuing to explore ways to develop truer and
more sensitive measurements.

APPENDIX

Sampling Errors Associated With
Adjusted Rates

The error is given by the following formula:

n —d.2
Variance of Ei= 3 M

2
= 2Dy

These variances have been calculated for each PSRO
area and must be considered in any analyses involving
estimates of enrollees at risk or measures based upon
these estimates.



SECOND PLENARY
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Cost Containment,
Health Needs, Access,

Quality, Environment



CALL TO ORDER

Robert A. Israel, Deputy Director, National Center for Health Statistics

For this morning’s second plenary session, accord-
ing to the program that you have, the session chairper-
son is Mrs. Rice. As you know, she is not here. There is
a sheet that was given out with the program that indi-
cated some changes. It indicated that I would be sub-
stituting foy Mrs. Rice. But, as a matter of fact, I have

asked Mrs. Hanft to substitute for me who is substitut-
ing for Mrs. Rice. I thought it would be much more

.appropriate if Mrs, Hanft made the introductions for

this very important second plenary session. So, I will
ask Mrs. Hanft to take over from here.
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OPENING REMARKS

Ruth S. Hanft, Deputy Assistant Secretary for Health Policy, Research, and Statistics, Hubert H. Humphrey Bldg.,

Washington, D.C.

Your program indicated that Dr. Karen Davis would
be the speaker this morning. As you know, the Execu-
tive Branch of the Government does not control the
Congress. Unexpectedly, the Congress scheduled the
cost containment markup in the House this morning.
Since Dr. Davis is the lead person in the Department
on hospital cost containment, it was imperative that she
be at the committee this morning. .

Susan Stoiber of her staff will deliver the remarks
instead. Mrs, Stoiber joined HEW’s Office of Planning
and Evaluation to help dévelop the Administration’s
national health insurance proposal. She is the Project
Director for national health insurance within the
Planning and Evaluation Office, and responsible for
coordinating the work of the analytic support staff in
the Department on the subject of national health in-
surance. I will tell you that the paper production is
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extraordinary. Most of us have great difficulty in keep-
ing up with Ms. Stoiber’s production.

Before coming to the Department, Susan was with
the Congressional Budget Office, the Division of
Human Resources, where she authored a major study
on catastrophic health insurance. From 1969 to 1974,
Ms. Stoiber served as the Assistant Director of the
Committee for National Health Insurance. I think you
can see her expertise in the subject area.

Ms. Stoiber holds a Bachelor’s and a Master’s of
Public Administration from the University of Col-
orado and a Master of Science Degree in Health Policy
and Social Insurance from the London School of Eco-
nomics. She has published numerous articles on health
insurance and disability insurance. It is my pleasure to
present Susan Stoiber.



A VIEW FROM THE ADMINISTRATION

Susan Stoiber, M.S., Project Director for Planning and Evaluation, DHEW, Washington, D.C.

I am very sorry that Karen Davis could not be with
you this morning. She had specifically wanted to come
to talk to you about the data needs that we currently
face with respect to the development of national health
insurance and permanent hospital cost containment
proposals. But, as Mrs. Hanft indicated, she is at
mark-up on our hospital cost containment proposal.

I would like to talk to you a bit this morning about
the Administration’s hospital cost containment pro-
posal, because it is so closely related to our ability to
gain enactment or even complete the development of a
national health insurance plan. The two of these major
policy initiatives, hospital cost containment and na-
tional health insurance, will, depending upon their
form, really dictate the data needs of the Department
and of the people in this country working on health
policy development over the next decade.

The reason the Administration has so aggressively
pursued a hospital cost containment program this year
is that it was painfully apparent to us from the time the
current Administration came into office that the first
step that must be taken before we could go to Congress
with a national health insurance program was to do
something about hospital costs. I think no one would
quarrel with the statement that we have excellent hos-
pital care in this country, but unfortunately, as you
know, there is much too much waste and duplication in
the hospital sector. We have great unmet health care
needs for which funds are badly needed. Our ability to
generate those in a tight budget situation depends
upon achieving some reduction in hospital spending.

A year ago this past April, the Administration intro-
duced its hospital cost containment proposal as the
first major step in the direction of making our health
care system more efficient.and more effective, in the
sense that resources that are now being wasted could
be redirected into areas where the pay-off in terms of
health care status will be greater.

One might ask why cost contammment for hospitals
and not for other parts of the health care system? It is
because, in our view, nowhere else is the problem of
health care cost inflation so serious. Last year alone,
acute care hospital costs increased by 15.6 percent.
This extremely high rate of increase has been with us
for a very long time in the hospital sector. The average
annual rate of increase from 1965 through 1976 was
also 15.6 percent. The consumer price index data
showed that the rate of increase in hospital prices has
been far higher than the overall inflation rate. Since
1950, the price of a semi-private hospital room has
increased by 970 percent, whereas all the items in the
CPI during that same period have increased by only
165 percent. According to the figures released this

week, the annual rate of overall inflation in the econ-
omy is about 6.6 percent, whereas hospital service
charges are increasing at 10.5 percent annually. In
other words, hospital prices are going up 70 percent
faster than the overall rate ot intlation.

Such rates of increase have serious consequences for
the future. If hospital costs continue to grow at 15
percent a year, costs will double every five years.
Moreover, this trend would also have a very major
impact on any future national health insurance pro-
gram, since it would cause the health insurance pro-
gram also roughly to double in cost every five years, as
hasbeen our experience with Medicare. At the present
rate.also, the average person’s health insurance pre-
miums will go up by more than $100 by 1980.

Rates of increase in spending and prices tell only
part of the story. There is also considerable evidence
that there is much waste and duplication in the hospital
industry. A few examples:

There are about 240,000 empty hospital beds in
community hospitals, of which at least 100,000 are
unnecessary. The cost of maintaining these empty
beds is $1,000,000,000 to $2,000,000,000 a year.
There are as many as 100,000 people in acute hospitals
who should not be there. These are people who do not
need hospitalization and would in fact be better cared
for at home, in skilled nursing facilities or on an out-
patient basis. These inappropriately placed patients
generate excess charges of $7,000,000 per day in
operating costs alone, totaling about $2,600,000,000 a
year. Currently, there are about 500 CAT scanners.
Total operating costs amount to $150,000,000 to
$259,000,000. At present rates of adoption, the bill for
CAT scanners could quadruple over the next three
years with little noticeable change in the health of the
American people.

A recent Blue Cross/Blue Shield study in Michigan
showed that a large number of patients are admitted to
hospitals on Friday and Saturday. These Friday and
Saturday admissions have an average length of stay of
1.7 days longer than admissions made during the rest
of the week. The study noted that the sheer number of
patients in hospitals suggest that many patients hos-
pitalized on Friday and Saturday receive only custodial
care and not medical care on these days. As much as
$2,000,000,000 could be saved by eliminating such
admissions.

The average hospital stay is 6.3 days in the West, 7.2
days in the South, 8.1 days in the North Central States
and nine days in the Northeast. If all hospital stays
were as short as those in the West, the resulting savings
would amount to $1,500,000,000.

The Food and Drug Administration has estimated
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that up to 50 percent of hospital diagnostic x-ray expo-
sure is unnecessary. Up to 30 percent of the x-rays are
done merely to protect the physician against malprac-
tice suits. As much as $75,000,000 could be saved if
these units were used in a more appropriate fashion.

What these examples demonstrate is that there is a
great deal of trimming that could be done in the hospi-
tal sector. Furthermore, this could take place without
any reduction in the quality of care delivered. This is
exactly what the Administration’s hospital cost con-
tainment proposal would do.

Many of you may be familiar with the basic features
of the legislation proposed last year. But for those of
you who are not, I wilt describe them very briefly. The
proposal would establish a transitional hospital cost
containment program which would be replaced within
a few years by a system of permanent reforms in hospi-
tal reimbursement. The transitional program would
consist of two parts. The first would set a basic limit on
total in-patient hospital revenues. These would be
constrained by limited increases in payments from
third party payers. The limit would be about 9 percent
in the first year of the program or about one and a half
times the rate of inflation last year.

The intent is to tie the rate of hospital inflation to a
measure of overall inflation in the economy with an
allowance being made for a moderate expansion of
services and a steady improvement in their quality.

In addition, the second part would place a ceiling of
$2,700,000,000 on capital spending in hospitals. Each
State’s limit would be a portion of the $2,500,000,000
allocated on the basis of population. Implementation
of the spending limit would occur through the certifi-
cate of need process. The intent of this limitation on
capital spending is to restrict investment in expensive
hospital capital equipment and in bed capacity in areas
which already have an excess of beds. This would
encourage local decisions on the trade-off between the
need for additional resources versus available dollars.
Over the long run, it would help us to limit operating
expenses.

In general, the transitional program would force
institutions to spend against a fixed revenue limit. It
does contain disincentives to arbitrary increases in
admissions. It would also create incentives for careful
prospective budgeting, which would do much to re-
duce wasteful spending.

This program would reinforce incentives provided
for better use of hospital resources by existing legisla-
tion in the areas of professional standards review—
that is, the quality review of services provided by
physicians—and in health planning. Since it places a
limit on the growth of in-patient revenues only, it has
the potential for encouraging greater use of less ex-
pensive out-patient care. It would also foster the de-
velopment of health maintenance organizations by
exempting hospitals controlled by them from the rev-
enue limit. This could do much to increase efficiency
in the delivery of hospital care, since recent studies
have shown that hospitalization rates are substantially
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lower in HMO settings where the cost of health care is
prepaid and fixed.

Currently, about 25 States have functioning hospital
cost containment programs. Many of these programs
are doing a good job of holding down hospital costs.
The proposed transitional Federal program would
permit States to retain their programs if they demon-
strated the ability to curtail hospital inflation as well as
the Federal program.

These are the basic features of the Administration’s
bill. Since it was introduced, the bill has been reported
out of the two health subcommittees in the House and
one of two necessary full committees in the Senate,

The bill has been somewhat modified by the two
House subcommittees, but the approach is still essen-
tially the same. The one major change has been the
addition of the voluntary program for hospital cost
containment. Many of you know that the American
Hospital Association, the American Medical Associa-
tion and other organizations have joined together in
what they call the voluntary effort of hospital cost
containment. This is a program of voluntary review
that attempts to reduce the rate of increase in hospital
expenditures by 2 percentage points in this year and
next. What the House modified version of the original
bill does is to allow this program of voluntary restraint
to be tried first. If it is unsuccessful in meeting its
self-defined goals, the mandatory Federal controls will
be imposed.

Starting this morning, the bill will be considered by
the full House Subcommittee of Interstate and
Foreign Commerce. If the Committee reports the bill
out, attention will then shift to the full House Ways and
Means Committee, which must also take action on this
bill.

On the Senate side, the bill still remains to be taken
up by the Subcommittee on Health of the Senate Fi-
nance Committee. The Chairman of that Subcommit-
tee, Senator Herman Talmadge, has his own hospital
cost containment bill. We are attempting to negotiate a
compromise between his approach and that of the
Administration.

The transitional hospital cost containment program
would realize substantial savings in the Nation’s hosp1-
tal bill. The House versions of the bill would save
between $700,000,000 and $800,000,000 in the first
year, fiscal 1979. The annual savings would grow to
between $11,000,000,000 and $14,000,000,000 by
the end of fiscal 1983. The total cumulative sav-
ings would be between $27,000,000,000 and
$38,000,000,000. Roughly 35 percent of the total sav-
ings would accrue to the Federal Government under
the Medicare and Medicaid programs. State and local
governments would realize about 15 percent of the
savings and the private sector would be the beneficiary
of about half of the total savings, which would be
manifested primarily through smaller increases in
hospital and health insurance premiums.

As I mentioned earlier, the hospital cost contain-
ment proposal currently being considered would es-



tablish a transitional program only. The Department is
now developing a system that would take into account
differences in operational efficiency among hospitals
in the limit setting process. This would involve the
establishment of a hospital classification system which
would distinguish among different types of hospitals
according to several types of variables. These could
include size, local wages and prices, urban versus rural
setting, case mix and teaching status. The long run
system would also allocate the national capital spend-
ing pool accordmg to a more sophisticated formula
that could insure the varying needs of different States,
such as those with rural areas, aging populations or
antiquated facilities, and assure that those are equita-
bly treated while overall expenditures are limited to a
reasonable rate of increase.

This brings me to the subject of data needs. In the
course of the development work that is proceeding on
a permanent hospital cost containment system, it has
become clear that a system that is both effective and
equitable will require new types of data, This is particu-
larly true in the area of hospital classification. Ideally,
hospitals should be classified on the basis of two broad
classes of variables, input prices and the characteristics
of their output. The first would be the prices they must
pay for labor and non-labor components of total cost.
The second would be some measure of case mix or
complexity of the medical care rendered.

Information on the first type of variable should ide-
ally be available by geographic area. Presently, there is
at least one fairly good data source to proxy the varia-
tion by area in hospital cost. On a monthly basis, the
Bureau of Labor Statistics collects information by
SMSA on the hourly earnings of workers in manufac-
turing. The data, however, does not really reflect true
wage rates since it is derived by dividing total payroll by
the number of employees in an establishment. It also
does not take into account variations in the propor-
tions of lower skilled and higher skilled workers in the
labor forces of different areas. Nevertheless, it is the
best available on a monthly basis with only 2 one month
lag.

It would be preferable, of course, to have more
sensitive data. This could take the form of information
on wage rates by geographic areas for several dozen
types of occupations representing different skill levels.

There is also a need, but a less critical one, for data
on non-labor factor prices by geographic area. Cur-
rently, the consumer price index provides monthly
price information for 40 cities, which is too few for
purposes of hospital classification. In addition, the
price information should be for items purchased by
hospitals, not by consumers. Such data could be pro-
vided by the wholesale price index, but it is also not
available by area.

With respect to the measures of complexity of care
provided by hospitals, there are currently very few. So
far two different methodologies have emerged which
could be used to measure case mix. One is called the
diagnostic related grouping and is based upon the idea

that diagnoses can be linked directly to the level of
resource intensity. The other methodology, called
staging, is based on the concept of the occurrence of
different stages of progression of a particular disease
in the absence of medical intervention. Each stage is
associated with. a different level of resource use and its
treatment. Each of these case mix methodologies has
its own set of limitations and both are unlikely to come
into widespread use soon. At the present time, both are
being tried on a limited experimental basis. It is not
clear that either one of them would require a massive
data collection effort if it were to be included as a part
of a national hospital classification system. )

Of course, instead of using a specific case mix
measuring methodology, a proxy measure could be
employed. Various demographic and economic vari-
ables could be used, most of which are currently avail-
able. However, such proxies would be unlikely to mea-
sure subtle differences in case mix, nor would they
allow a hospital to be reimbursed for specializing in
different cases of a specific type. Information on the
types of specialized services available in a hospital
might be another possibility. But information on the
presence or availability of such services would not be
particularly useful without accompanying information
of their rates of utilization. Such information, not sur-
prisingly, is currently unavailable, although it could be
developed.

Finally, for the purposes of hospital cost contamn-
ment, there is a need for data related to capital and
construction costs. Again, some information is avail-
able, but it is quite limited. Better data could greatly aid
in the estimation of the impact of a capital spending
pool on different areas. One type of data that would be
quite useful is the age of facilities in different areas of

"the country, so that allocation of the pool could be

based in part on the need for replacement of facilities.
In conclusion then, it is clear that hospital cost con-
tainment has many important data needs for which
much developmental work is required. But, of course,
hospital cost containment is not unique in this respect.
As we move into the planning of national health
insurance and begin to examine various strategies for
reimbursement of providers, for attempting to place
some limit on total national spending for health care,
we are faced very starkly with the lack of adequate data
for making allocation decisions for noninstitutional
services in particular, for assessing the varying needs
for health care expenditures by area and for dlsag-
gregating the location from which a patient comes in
order to seek treatment in areas which draw patients
from throughout the country. This has forced us, for
example, in looking at national health insurance re-
source allocation decisions, to the assumption that at
least for the present it would not be possible to think of
a national budgeting system which would attempt to
allocate total health care spending among geographic
areas and then allow for some kind of budgeting or

“fixed expenditure limits within those areas.

But, I betieve over the next 5 years the Department
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will make a very major effort to collect this kind of
data. So, if a decision is made on the national level to
puirsue a fixed budgeting system under national health
insurance, we will be prepared with the data that
would be required to put such a system into place.

In the hospital area and for perhaps other institu-
tional services, we are relatively close to having that
kind of data capability. In the area of physician ex-
penditures and other non-institutional services, we are
very far from having the kinds of data that would be
required for a budgeting system.

Yet, I would like to leave you with a sense not only of
the importance of data needs for policy decisions on
national health insurance and hospital cost contain-
ment, but also of the many other areas of resource
management that could be better aided by a more
accurate sense of what we are currently spending and
what the outcomes of such expenditures are by in-
stitution, by type of service and by the people that we
are helping through the provision of those services.

Thank you very much.

MRS. HANFT: Thank you very much, Susan.

We have time for questions. 1 would ask those with
questions to please step up to one of the microphones
in the room, identify yourself and please make the
question as brief as possible.

MR. KECK: I understand the voluntary cost contain-
ment program is running into some trouble regarding
antitrust implications, in that the hospitals are now
awaiting a judgment from the FTC on those implica-
tions. I wonder if you have any additional information
on that at this point.

MRS. HANFT: We know that there is a request for a
ruling from the Justice Department, but no response
has been given as of this date.

MR. SILVERMAN: I am from the Health Care
Financing Administration. As I was listening to the
speech, I visualized a very complex administrative sys-
tem to carry out this program, including appeals and
very refined judgments to be made in 6,700 hospitals.
What kind of administrative mecharism do you have
in mind, or do you visualize, to carry out this program?

MRS. HANFT: One of the reasons for the design of
the program, as it was designed, was because it could

be implemented through use of the Medicare cost -

reports. The Health Care Financing Administration is
currently working on the details of the administration
of the program, and their estimate is that it can be done
without too much more of an investment in resources.
Bob O’Connor at the Health Care Financing Adminis-
tration is handling that effort for the Department.

DR. WHITE: I have two questions. I speak in my
capacity both as an individual and as Chairman of the
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U.S. National Committee on Vital and Health Statis-
tics. The first is that the notion of cost containment, at
least as examined in other countries, has to do with the
balance between hospital care and other forms of care.
As I tried to suggest yesterday, without relating these
balances, the mixes of different types of physicians and
different types of institutions make it virtually impos-
sible to control hospital costs. This has been shown in
Holland and other countries which have data available
to examine that particular issue.

My more pertinent question is this. If you really expect
to use case mix, if you really expect to use local area
data, and if you really recognize that the use of case
mix has to be entirely separated from such things as
costs and length of stay in order to be logically sensible,
why is it that we have taken ten years to promulgate the
uniform hospital discharge data set? Why is it that we
are taking apart the cooperative health statistics sys-
tem, rather than infusing more resources and more
directions that will provide the necessary information
at local areas and at State areas to accomplish these
missions? The exercise, it seems to me, is absolutely
impossible without State and local data. You have to
believe ten crazy things before breakfast before you
think it is going to work with only national hospital
data available.

MRS. HANFT: Dr. White and I have had many dis-
cussions on this subject.

As you all may or may not know, there is discussion
underway in the Department of Health, Education,
and Welfare to make a decision on what type of orga-
nization should be the processor of uniform hospital
discharge. That decision is not firm. Whatever will be
done, however, will be supervised technically and for
quality purposes by the National Center for Health
Statistics. This was the decision made by the Under
Secretary a couple of weeks ago. The issue is now,
“What should the collection and processing point be?”
There is no decision on that.

1 know that it has been ten years. I must say that I am
just as frustrated.

MR. POSNER: My name is James Posner from New
York. Could you give us more information about the
Administration’s viewpoint on case mix analysis? How
will it proceed and how complicated will it be? The
reason I ask is that there are more than 300 DRG's
which are used to measure case mix. I suspect that
many hospitals will take a negative viewpoint. They
will reason that case mix is “infinitely” complex; that
one cannot analyze it and that therefore the hospitals
should not be subject to any control over their utiliza-
tion. On the other hand, we have certain kinds of case
mix data at present. Patient day statistics are collected
for maternity, medical-surgical, psychiatric, and long
term care. These figures are proxies for case mix
which hold up pretty well.



Where will the Administration end up between the
present level of data and a system such as the DRG's,
which is unwieldy and complex?

MRS. HANFT: I cannot give you a final answer on any
of that. I would tell you that we are watching very
closely the case mix work being done in New Jersey, in
the State of Washington and in a number of areas.
There is a technical work group that has been working
in the Department with a great many outside experts
on the development of case mix. We think it is going to
take several years. That is one of the main reasons that
we went forward with the transitional hospital cost
containment bill. We see this as something where the
techmques will be developed over time. As the tech-
niques are developed, they will be implemented. It is
no doubt an extremely complex thing to do. There are
several different approaches that are being used out in
the field. We are watching them very closely and we
will be evaluating them.

MR. CUMMINS: Will there be any penalty to address
the situation? The HSA executive directors like myself
now find the hospltals quite understandably and quite
naturally saying, “Please approve everything we can
get our hands on, because you may not be able to get it
for our people in this community later.” I think the
longer that the Senate and the House debate, the more
rush to purchase and to lease will be. Is there any
incentive planned?

MRS. HANFT: On the cap, no. But on the cost con-
tainment itself, there is a base year. The calculation
goes from the base year, which means if a hospital has
started to inflate after that base year period, it is going
to be in trouble. On the capital cap, no; we have no
penalty on it. I do not know how you prevent that,
except by having your communities and your HSA’s
stand up to the hospitals and say, “If we do not need it
now, we may not need it in the future, and we are just
not going to do the approval.’

I think the Department is going to look very unkindly
on plans that come from the HSA and from the State
agencies that exceed the guidelines. The one penalty
which we do have, as you know, and which is kind of an
extreme penalty, is not to fund the HSA again. But we
will be looking at the record of the HSA’s in relation to
the guidelines and in relation to their patterns of ap-
proval. We do not have any legislative authonty to go
beyond that.

MS. SHETH: I am from the Los Angeles HSA. We just
received our certificate of need designation. We were
told that three years after our full designation, we have
to develop plans for appropriateness reviews. How-
ever, there are no Federal guidelines on the matter.
Are there any coming in the near future?

MRS, HANFT: Yes, they are in draft form. We hope to
have most of the regulations related to the HSA's ap-
propriateness review and all the regulations that need

to come out, by the fall. They are in draft form now
and in the process of review within the Department.

MS. SHETH: The Federal Register of May 17 said that
most of the HSA’s are told to take it easy on the facility
based appropriateness review; just go ahead with the
service base. Is that true?

MRS. HANFT: What that means is they do not want
you to rush ahead at the moment on the institution-
by-institution review, but rather to start by looking at
your whole service area and the service mix in your
area. Ultimately, I think we will get to institution-by-
institution review. But the thinking within the De-
partment is to let the FISA’s evolve to that point as they
develop expertise and to start with the area-wide ser-
vice reviews.

MS. SHETH: Thank you.

MR. WOOLSEY: I am a health statistics consultant
from Bethesda, Maryland. It seemed to me that one of
the obstacles to achieving a solution to the data needs
in connection with national health insurance and many
other matters has been the absence in recent months of
any kind of a Department-wide group that could come
to grips with the problems of ironing out difficulties
and disagreements within the Department.

What I would like to ask is what is standing in the way
of this and what is it going to take to reestablish the
Health Data Policy Committee on a Department-wide
basis?

MRS. HANFT: The charter for the Health Data Advi-
sory Committee went forward to the Secretary’s office
some months ago. I cannot give you the answer as to
what is holding that up. I am very sorry; I just do not
have the answer for you.

MR. JACKSON: ‘Along with Dr. White’s comment
concerning the UHDDS, recently the PSRO elements
have been reduced in the requirements at the Federal
level. This has not occurred, however, at the local level.
In Massachusetts, there are five different PSRO’s and
different sets of elements that the hospitals are re-
quired to collect.

In the course of dealing with this data, is the Federal
Government going to look at the wonderful notion of
having individuality to the extent that the participant
hospitals find themselves collecting different sets of
data and therefore becoming incomparable?

MRS. HANFT: I can tell you what our objective is on
the hospital discharge. That is to have a uniform hospi-
tal discharge where a hospital will not have to fill out
four or five or six different forms for the same infor-
mation. One of the reasons for the delay in the decision
as to who should be the collector and the processor is to
assure that we have some instrument that will really be
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able to follow through and to assure that the dis-
charges are uniform and that we are not overburden-
ing the institutions with different forms for different
users.

MR. FREEDMAN: I am from the Massachusetts De-
partment of Public Health. Mrs. Stoiber indicated in
her presentation that the decision on the administra-
tive mechanism was still under review. If States had
programs that appeared to be capable of meeting your
program goals, there would be flexibility in terms of
State administration of programs.

My question is in terms of the data side of the issue. If a
voluntary approach of public sector—private sector
cooperation around health information is in place in
the State, how will that affect the decision around the
information requirements for implementation of the
program you described?

MRS. HANFT: I think what Susan was referring to is
where there are State rate regulation commissions in
place. If they meet certain standards under the cost
containment bill, the Administration will allow the
State to implement its own cost containment. In terms
of the data, if it is a State regulatory system, obviously
the State is going to need certain types of data to
administer its own system.

As far as I know, there have been discussions in the-

Department as to whether the Department will take
any role in either designing or approving that data
system. However, we will be putting in place the uni-
form hospital discharge for Medicare, Medicaid and
general data collection purposes at the national level. I
do. not see in the discharge area why that should be
inconsistent with what the State needs. I think it is in
the area of financial mnformation that there may be
differences between what the Federal Government
will collect under its cost containment program and
what the States need for variations of their own cost
containment programs.

DR. WHITE: What about local area data?

MRS. HANFT: Local area data will be collected for the
Planning Act.

DR. WHITE: But it has to be mandated Federally so
that they can be collected uniformly.

MRS. HANFT: That is why we have the uniform data
sets and that is why we are going to have the uniform
hospital discharge.

DR. COONEY: Mrs. Hanft, I could not quite hear a
response you made a few moments ago. You make a
difference between uniform data and a uniform form;
at least that is what I heard. Were you saying that
Federally there is going to be both uniform hospital
data and a uniform form?
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MRS. HANFT: No, I am saying a uniform hospital

data set. There have not been any discussions on im-
posing a uniform form at this point in terms of the
hospital discharge. Now, that is different on the fi-
nancial side. The Department is working on uniform
financial reporting, which is different than the hospi-
tal discharge.

DR.COONEY: But in that, you are not thinking of the
claims process per se. Are you talking about uniform
institutional reporting or uniform claims reporting or
both?

MRS. HANFT: In the first instance, I am talking about
uniform institutional reporting to be able to do cost
containment in the long run. At some point, I am
talking about uniform billing, but not in the near term.

DR. COONEY: But that unfiorm billing, when it
comes, would include the uniform hospital discharge
data set?

MRS. HANFT: Not necessarily attached to the billing.
DR. COONEY: Thank you.

DR. WHITE: But if it is going to flow through the
fiscal intermediaries, as the present situation suggests
it may, according to my informants, that will certainly
restrict the information available for local and State
planning and other uses to those patients covered by
Medicare, Medicaid, and related programs, unless in
some way it is mandated across the board for all pa-
tients. That is the only way you can get the
information.

MRS. HANTT: One of the things the Department is
looking at is the legality of mandating collection on all
patients. The general counsel is looking at the possi-
bility of doing that. It is also possible to set some stan-
dards for participation in the program by saying to an
intermediary that you can collect if you will collect for
all patients.

DR. WHITE: The second point is who is going to do
the analysis? The only way that you can really under-
stand the balance of resources at the local level is to
compare hospital data, acute care data, long term care
data, home care data, and household interview data.
You have to examine the balance among these factors
and understand the choices that are going to have to be
made by the local politicians. If you focus on hospitals,
you take a very limited view of the total spectrum of
possible cost savings, to say nothing of the need to
provide a balanced array of services for the needs of
people. Now, how is that going to be accomplished at
the local level by focusing on information from hospi-
tals going through the fiscal intermediaries for a
selected group of patients?



MRS. HANFT: As you know, the long term goal of the
Cooperative Health Statistics System is to collect not

only hospital discharge data, but long term care data

and ambulatory care data. The Co-op system is not
fully in place yet. We are hoping to move forward
rapidly enough to get at least the first three compo-
nents in place in all the States within the next year and
to proceed rapidly thereafter to get the hospital dis-
charge, the ambulatory care data and the long term
care data. Until we have those data sources, you are
absolutely correct. Getting that balance for planning
purposes is quite difficult. What we will have to use is

- the data that are available right now in the interim
period of time.

MR. JAFFE: This is a non-sequitur. I am from the HSA
in Miami. The question is is there a correlation be-
tween the caps or at least disincentives on additional
admissions contained in the cost containment bill and
any kind of giant increase in admission or at least use of
health facilities, such as was experienced with Medi-
care and Medicaid when people came out of the
woodwork just because of the availability of it?

MRS. HANFT: The cost containment bill contains
certain adjustments for both increases in admissions
and decreases in admissions. Unless you can clearly
indicate that the increase in admissions beyond a cer-
tain point was due to a need for services or a shortage
of services in the area, you do not get dollar for dollar
per admission. It is a disincentive to have the hospital
Jjack up the admissions.

There is also a certain amount of leeway on a decline in
admissions. You do not lose quite as heavily until you
have exceeded a certain percentage of your base year’s
admissions.

So, there are adjustments to try to keep from gaining
by adding admissions to institutions.

MR. HOMEYER: You have mentioned the possibility
of trying to get the first three components of the CHSS
implemented within the next year or so. What level of
funding are you anticipating? Is there an anticipated
provision of technical assistance to the States that are
quite a ways away from being able to implement?

MRS. HANFT: I cannot give you the dollar figures off
the top of my head. We did get a considerable increase
in the 1979 budget from both the Department and
OMB. Itlooks like appropriations will probably at least
come to that level, if not possibly provide a little more
in the way of resources.

In 1980, we are budgeting even more than we did in
1979. There is another increase from the Co-op sys-
tem, to be able to move it as rapidly as possible.

Yes, we are planning to increase our technical assis-
tance as requested by the CHSS systems.

MR. RICHMOND: I would like to follow up on a
question by Kerr White. I am with the HSA in central
New York. I think that one thing that I have noticed in
the last few years is that we have funded quite a few
mechanisms to collect uniform data, whether it be
discharge data or cost data. Quite often, this is to
support administrative mechanisms at the State level
and things like that.

One of the things that I have increasingly become
concerned about is the fact that we really have not put
too much effort into ways to make data available or
funding efforts to analyze this information. We can see
that, yes, there is information being collected. It is
perhaps being sent on to Washington, but there is no
really organized way to make it available, either
through access to a tape or through standard reports
or things like that to the local levels, so that we can
carry out the work of analyzing this information, I am_
not sure whether my pointis a plea or a question about
whether something is going to be done about this.

MRS. HANFT: The purpose of the Co-op system was
to have the data needs of all users met through one-
source and a sharing of that data close to the line,
where the analysis needs to be done in terms of local
planning. That is why we are trying to push ahead
rapidly on that system. .

I think once that system is in place, these data systems -
that spring up would be able to withstand the pressure
to keep adding new and different sources of data.

MR. RICHMOND: The point I want to make is, as we
move along this way, we need to define a little bit better
what sharing really means and how it can be achieved.
I think that has become the stumbling block.

DR. SHANNON: I am interested in the section of the
talk referring to the identification of data gaps. I have
an interest in radiology, so I would like to speak about
something that is unpopular perhaps. There was an
assumption that the CAT scanners’ significance is the
simple multiplication of units times price, as opposed
to information about the cost trade-offs that occur with
its use. The Arthur Little report, which is just out,
indicates that recently there is a trade-off between the
cost of CAT scanners and other costs replaced.

The second area that I would like to comment on is the
assumption that a very large percentage—I believe you
said 50 percent—of x-rays are taken purely for the
protection of the physician. This is in direct contradis-
tinction to the only large study that I know (recently
completed by the American College of Radiology on
hospital emergency rooms) on efficacy of films taken -
in emergency rooms. Would you like to comment on
the replacement of hard data by assumptions?

MS. STOIBER: The statement with respect.to CAT

scanners did not imply obviously that they have no
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utility or that there were no offset costs, but that there
isno relationship between the growth in the number of
CAT scanners now in place and their projected growth
over the next few years in any reasonable ratio of need
to number.

With respect to the FT'C study on x-rays, again they
looked at those which seemed to be superfluous rather
than saying that all x-rays were unnecessary and done
defensively. That was not their point. Their point was
an assessment of those which seemed to be extremely
excessive and without utility other than defensive med-
icine. Their assessment was, I believe, that about 34
percent of those in emergency rooms were in no way
Jjustifiable. I would be glad to give you the documenta-
tion on the FTC study. You can examine it and see
whether it looks reasonable to you.

MRS. HANFT: We have time for one more question
and then we have to end this session.

MR. TRAXLER: By merely focusing on admissions or
lengths of stay and reducing these, you may face a
problem in terms of the existing capacity and inflexi-
bility in certain hospital costs. Spreading these costs
over a smaller number of patient days will bring the
unit cost up by necessity. So, unless you link this with
appropriateness review and mandatory decertification
provisions, where you reduce the excess capacity—
especially by closing down whole hospitals—you will
close but one gap. You will reduce the patient days or
the admissions but at the same time force costs up
without the hospitals’ being able to do anything about
it. You may be able to limit payments under Titles
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XVIII or XIX, but this will force the insurance rates
up. The money has to come from somewhere, to pay
for underutilized facilities and services.

The second issue is one we faced in Florida. (I am with
the Florida State agency.) In Medicaid, we tried to limit
basic inpatient services and outpatient services. There
are a number of circumventive measures which physi-
cians and hospitals can do by billing less for inpatient
days but more for ancillary services and providing
more of these other services. So, if you only limit one
specific item, there are other ways in which the provid-
ers can bill to receive the same—or more—total com-
pensation as before.

MRS. HANFT: I would like to respond to that. We are
aware of what happens to the cost if you shorten the
length of stay. In our planning legislation that is on the
Hill and also in Part 3 of Roger’s cost containment bill,
there is a provision to assist hospitals with closure and
conversion of their facilities. The hospital cost con-
tainment bill also covers ancillary services. It is not just
per diem. Itis a cap on per admission revenues. So, we
are at least reaching the ancillaries in the hospital.

Now, you are quite correct. Human beings can manage
to figure out how to beat any system. I personally
expect to see some ballooning of out-patient ancillary
services as possibly a consequence of just putting the
squeeze on the hospital side.

Thank you all very much.
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ESTIMATING HEALTH EXPENDITURE AT THE

STATE LEVEL

Harvey Zimmerman, Senior Research Associate, Rhode Island Health Services Research, Inc., Providence,

Rhode Island

Only a few years ago, we were preoccupied by prob-
lems of access to the health care system. A great deal of
time and energy was spent in devising ways to improve
access to medical care. Programs ranging from en-
couraging construction of faciilities and training of
professionals to financing care through Medicare and
Medicaid to the direct provision of care through
neighborhood health centers were instituted. This at-
titude is evident in the provisions of the National
Health Planning and Development Act of 1974 which
requires HSA's to assemble data on health care needs,
utilization, and resources. Although we have not yet
achieved ideal access, we have become increasingly
aware of the costs of medical treatment and concerned
with our ability to pay for present and proposed pro-
grams. This latter concernis apparent in the Bureau of
Health Planning and Resources Development regula-
tions which extend the mandate of HSA’s to collect
data on the patterns of health expenditures and health
financing.

The recency of our interest in the estimation of
sources and uses of aggregate health care funds is
demonstrated by the fact that most of the attempts to
estimate aggregate expenditures have been made in
the past ten years. The notable exceptions to this are
the pioneering studies done by Dorothy Rice, Barbara
Cooper, and others through Bob Gibson on the na-
tional level and by Nora Piore for New York City.
When we began making annual estimates for Rhode
Island, these were the only models available. The in-
fluence of these researchers on the methods we use will
be apparent.

In the remainder of this presentation, I will briefly
discuss some considerations to be made prior to be-
ginning estimates on the State level, data sources for
estimation of expenditure by type, data sources for
estimation of revenues, and, in conclusion some sug-
gestions for further research.

Preliminary Considerations

Since the subject of utilization of the data is going to
be addressed in another paper, it will not be exten-
sively discussed here. However, it is important to know
how the estimates are to be used at the outset. For
example, a basic use of the estimates is to monitor the
health care systems at the State level. For planning and
policy making purposes, it is useful to know whether
more or less money per capita is being spent in one
State than in another for a specific type of health care

service. If such a comparative analysis is planned, then
the estimates of health expenditures should be com-
mensurable with others with which they are to be com-
pared. Thus the definitions of the expenditure or
source of funds category should be comparable. Since
the units of measure of expenditure is dollars per time
period, it is also necessary to keep in mind that differ-
ent levels of government and different institutions
have different fiscal years. To estimate expenditures
consistently for one annual period, it is generally nec-
essary to collect data for 2 fiscal years.

" One of the most frequent problems that arises in
making estimates at the State level is the result of trying
to make the estimates too current. When secondary
data sources are used, time laps in the availability of
data are prevalent. It is much easier to estimate ex-
penditure for calendar year 1976 than for 1977. Esti-
mates for current years involve projections as well as
estimation. Since data for one year from a meager basis
for projection, itis recommended that the first attempt
to estimate expenditure be done for a period 18
months to 2 years before the present time. If nothing
drastic has happened recently in your State, your esti-

‘'mates will provide fairly accurate information. If

something drastic has happened, your projections are
likely to be poor. .

Data Sources for Expenditure Estimation

The expenditure categories used here are similar to
those used in the national estimates. In some cases the
definition is modified to more clearly reflect the State
health care system. For example, administrative ex-
penditures for Medicare and Medicaid which are in-
curred at the national level are omitted, but those
incurred at the State level are included.

The largest expenditure for health services is in-
curred for hospital services. Several sources exist for
hospital expenditure estimates. These include Medi-
care cost reports, American Hospital Association Guide
Issue and Hospital Statistics data, budgets of government
hospitals and cost commission data. If you gather
statistics on expenditures from several sources, they
will disagree. In fact, you should be alarmed if they
agree. The reason is quite simple. Different third par-
ties impose different definitions of allowable costs on
hospitals. For example, some allow accelerated depre-
ciation while others insist on straight line depreciation.
Some will allow for bad debts or educational expendi-
ture in whole or in part while others exclude them.
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The same observations apply to other accounts. Con-
sequently, the reported expenditures vary by source of
the data. However, these differences do not totally
destroy the usefulness of the data. My comparisons in
Rhode Island suggest that the difference between the
highest and lowest estimate is on the érder of 6 per-
cent. If an intermediate estimate is used, the potential
error is even less. Since I aspire to be within 5 percent
of the “true” estimate, I'm satisfied with this. The
choice among data sources is more likely to be based on
the cost of making the estimates. For small States,
examination of Medicare Cost Reports is a messy, but
not insurmountable, task. For larger States, the con-
venience of AHA data makesit attractive. If thissource
is used, be aware that the data for osteopathic hospitals
may or may not be included. This possible source of
error should be examined. )

Estimation of physician expenditures involved the
product of two estimates—one for the number of
physicians and one for physician gross income. Two
basic data sources to be considered are AMA data and
IRS data with a corresponding estimate for active
physicians. In either case separate estimates for os-
teopathic physicians and the value of physician ser-
vicesin HMO’s must be added in. Comparison of AMA
with IRS Business Income Tax Returns estimates for gross
income reveals that AMA estimates are much larger.
On the other hand, comparison of AMA estimates of
active nonfederal physicians with Rhode Island licén-
sing files of physicians practicing in-State indicates that
AMA reports a much smaller number of physicians.
.One explanation of these observations is that AMA
'samples include only part of the part-time physicians
in both cases. These two sources also aggregate physi-
cians differently—a fact that makes comparisons more
difficult. IRS reports physician income by proprie-
torship, partnership, and corporation. The proprie-
‘torship income is reported separately by State. AMA
income data are reported by census region and spe-
ccialty. Although other breakdowns such as
metropolitan-nonmetropolitan are used, the fact that
location and specialty are not independent makes fur-
ther adjustment impossible. Comparison of IRS-based
estimates with AMA-based estimates for Rhode Island
for 1973 (the last year for which I have AMA income
‘data) indicates that the alternatives fall within my arbi-
trary 5-percent criterion. ‘

Estimation of expenditures on dental services is
similar to physician expenditure estimates. In this case
American Dental Association data substitute for AMA
" data. ADA data is based on surveys conducted every
three years. This means extrapolation or interpolation
is necessary for other years. In the case of dentists, the
IRS sample size is not sufficiently large in most States
for separate estimates to be reported. This leaves the
ADA data as the only source of estimates for small
States.

Expenditure on other professional services can be
estimated in a similar manner. In this case, separate
professions must be handled separately. This is a
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time-consuming job. There is a simpler method if you
are willing to accept cruder estimates. It may be rea-
soned that expenditure on physician services indicates
the relative demand for health care services in an area
and also reflects prevailing wage levels. Hence it may
be expected that expenditure on other professionals
will vary from the U.S. average proportionally to the
variation in expenditure on physician services. This
allows a relatively simple method of making a rough
estimate.

Sales by drug stores are reported by State in Sales
Management annually. Annual prescription surveys by
American Druggist provide information on the percent-
age of prescription sales in total drug store sales. These
two items of information allow for estimation of sales
of prescription drugs. There are no good sources for
estimation of sales of nonprescription drug sales and
sundries. Even the definition of this category seems to
be changing in Department of Commerce classifica-
tions. For a rough estimate, one may observe that
prescription drugs account for about 60 percent of
drugs and sundries nationally and use this proportion
to estimate drugs and sundries by State.

For eyeglasses and appliances, I use national per
capita estimates. An alternative is to base an estimate
on personal consumption expenditure by State. Survey
of Current Business national estimates reveal that ex-
penditures on opthalmic and orthopedic products are
a stable proportion of consumption expenditures ac-
counting for about .18 percent.

Nursing home expenditures which include both
skilled and intermediate care facilities are difficult to
estimate. Medicare and Medicaid cost reports provide
data for participating facilities. Applying expenditure
per bed derived from this date to nonparticipating
facilities will produce a rough estimate for total
expenditures.

Prepayment expenditures for private insurance
may be estimated from the difference between pre-
miums and benefits reported in Source Book of Health
Insurance Data. Administrative expenses of public
third-party programs may be derived from their
budgets.

Government public health activities include expen-
ditures typically found in State and local health de-~
partments. Budgets provide a source of data. State
level expenditures are also reported in Services, Expen-
ditures and Programs of State and Territorial Health Agen~
cies published by the Association of State and Territo~
rial Health Officials.

Finally, other health expenditures include undis-
tributed residuals of third-party expenditures and
expenditures which are not included in other catego-
ries. These include such things as school health, in-
plant expenditures, and expenditures by nonprofit
agencies such as March of Dimes or the American
Cancer Society.



Data Sources for Estimation of Revenues

Sources of funds may be identified as public or pri-
vate, Public sources may be further broken down by
level of government. Expenditure under major na-
tional programs are published. Examples are Medicare,
Reimbursement by State and County, Medicaid Statistics,
and State Vocational Rehabilitation Agency Program Data
Book. Data for State and local programs may be gotten
from budgets.

In general, information is available by total expendi-
ture of private third parties, but not by specific type of
expenditure. For example, Source Book of Health Insur-
ance reports total benefit payments under private in-
surance, and Workmen’s Compensation expenditures
are now reported annually in the Social Security Bulle-
tin. National data may be used to prorate totals by type
of expenditure.

Once total expenditure by type of service and supply
has been estimated and third-party sources of funds
have been identified and estimated, then direct out-
of-pocket expenditure can be derived as the differ-
ence. Since all estimating errors accumulate on this
smaller base, this estimate will generally be subject to
the largest relative error.

Subjects for Further Research

There are additional alternatives for estimating all
of the information discussed here. Additional study is
needed on the use of alternative techniques to deter-

_mine how good the estimates are.

Once we can convince ourselves that we.are not
dealing with mere statistical artifacts, then this data
base will provide for significant new research in health
care delivery systems. In particular, it will allow the
development of better forecasting models.

In the area of health planning, this suggests a sys-
tematic approach to the health care system. ‘The use of
input-output matrix techniques will provide further
insight into the indirect effects on other types of ser-
vices of a change in one service or in the financing
system. Although it is fashionable to refer to a nonsys-
tem of health care delivery, Lawrence Hill once ob-
served, “If you don’t think it’s a system, try to change
part of it.” This approach to planning encourages
consideration of all parts of the system when seemingly
independent changes in one specific area are
suggested.

179




ESTIMATING SPENDING FOR HEALTH CARE—A

NATIONAL PERSPECTIVE

Robert M. Gibson, Health Care Financing Administration, DHEW, Washington, D.C.

Estimates for total spending for health care in the
Nation are compiled by the Health Care Financing
Administration in the Department of Health, Educa-
tion, and Welfare. Over a number of years, a concep-
tual framework or model has been developed to iden-
tify each dollar in the economy that was used for the
maintenance and restoration of health and to count
each dollar only once. In simplest terms, this modelisa
matrix for classifying health expenditures according
to the type of service or goods purchased and by the
method or channel of financing. This paper outlines
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the data sources used in compiling these national esti-
mates with a focus on those sources that allow dis-
aggregation below the national level. In a limited
number of cases, such as estimates or hospital spend-
ing and Medicare benefit payments, data can be com-
piled on a county basis. Other sources can yield State-
level estimates. Some of the problems associated with
using these national data sources deriving from pro-
vider payment processes for local area expenditure
estimates are discussed.



USES OF EXPENDITURE AND UTILIZATION DATA

FOR HEALTH PLANNING

Suzanne Grisez Martin, Consultant, Dover, Massachusetts, and Nancy Russell Hill

Introduction

Limiting increases in the cost of health care is a goal
of most health planning agencies, although they rarely
have information on the pattern or level of local health
expenditures. This information gap is recognized by
planners at the State, local and Federal level and there
are a growing number of activities aimed at improving
the ability of State and local agencies to estimate health
care costs. The Applied Statistics Training Institute
(ASTT) has offered a course on estimating health ex-
penditures for several years: conferences such as this
one now have panels discussing the availability of ex-
penditure data at the local level; and policy statements
by the Bureau of Health Planning and Resources De-
velopment (BHPRD) have emphasized the need for
expenditure data for health planning. Many Health
Systems Agencies (HSA’s) and State Health Planning
and Resource Development Agencies (SHHPDA's) are
in the process of estimating health expenditures within
their own areas.

In the fall of 1976, while I was a staff member at the
Harvard Genter for Community Health and Medical
Care, my colleagues and I began work on a manual
that would outline methodologies for the collection of
health expenditure and utilization data and the uses of
these data for health planning. Development of the
manual, which was cosponsored by BHPRD, was part
of a 3 %4 year contract with the National Center for
Health Statistics. The purpose of that contract was to
develop a model for a system of health accounts, which
is a population-based framework for integrating in-
formation on various aspects of the health care system,
such as manpower, facilities, expenditures, utilization
and health status (figure 1). Prior to preparation of
the manual, contract activities involved collection of
expenditure, utilization and health status data -for
76,000 Rhode Island children aged 0—4 in four socio-
economic groups. This experience provided firsthand
knowledge of the difficulties encountered in
collecting/estimating expenditure and utilization data,
even in a State with a comparatively extensive infor-

' mation network.

Understanding the sources and appreciating the
limitations of locally-based data are important in the
formulation of recommendations on data uses. Agen-
cies that implement health expenditure studies are
encouraged to utilize the knowledge of those collecting
and assembling the data to assist in the interpretation
of the limitations of the data for specific policy choices.
A delicate balance must be achieved however, as

knowledge of the limitations or non-existence of cer-
tain types of information can be so discouraging that
no attempt to assemble what data are available is ever

__made. Realistic expectations regarding the potential

uses of the data should be established prior to the
beginning of data collection. Producing a manual that
discusses both methodologies for estimating expendi-
tures and uses of that data was considered an impor-
tant contribution because it would highlight the rela-
tionship between data uses and the quantity and qual-
ity of existing data.

My background in public policy analysis and my
colleague Nancy Russell Hill’s training in both health
planning and public health gave each of us a basis for.
anticipating how health expenditure data might be
used in health planning activities. To explore whether
our proposed uses were realistic and to gain new per-
spectives, we conducted extensive interviews of health
policy makers and health planners. We visited nearly a
dozen HSA’s and SHPDA’s to speak with staff about
their information needs, the quantity and quality of
local data, how expenditure and utilization data could
be used, and whether they would use a manual outlin-
ing basic data collection/estimation methodologies and
data uses.

Agency staff reactions to the proposed guide were
uniformly positive, but ranged in degree from very
enthusiastic to somewhat tentative. Their primary res-
ervations were with the expected expense of imple-
menting such studies and with the unavailability of key
data at the local level, such as information on private
physician services and drugs. Based on the site visits,
project staff decided to go ahead and prepare the
guide, with the hope that it would be a useful resource
for those agencies choosing to implement such studies
and with the recognition that while the existing infor-
mation base is limited, the process of completing the
studies may lead to eventual improvements in the data
system. '

- The Guide to the Development and Use of Expenditure
and Utilization Data for Health Planning Agencies was
published this spring by BHPRD and is available
through the National Technical Information Service
(NTIS). It describes how and why it is important to
prepare expenditure and utilization profiles. It is writ-
ten for use by both HSA’s and SHPDA’s, although it is
expected that more State agencies will have the re-
sources to begin such profiles in the near future.

The expenditure profile, depicted in figure 2, is
essentially a table that plots sources by uses of funds
(funds flow). The categories used are adapted from
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those in the National Health Expenditures Series. The
utilization profile, outlined in figure 3, is organized by
the expenditure categories and includes measures of
the volume of health services delivered. This approach
differs from a strict funds-flow study in the incorpora-
"tion of utilization information to highlight the volume
and type of services purchased, such as the breakdown
of inpatient vs. outpatient hospital services.

These two profiles format mmformation to address
three basic questions:

o What does an area spend on health care?

» What quantity and types of services are pur-
chased?

+ Which sources of funds provide the health
dollars?

All major categories of health services are included
in the profiles. While the expenditure categories are
broad, they are explicit and consistent with other clas-
sification systems in use and represent the most feasi-
ble tagxonomy of health services for the purpose of
assembling financial data. For example, neither third
parties nor health providers can supply estimates of
expenditures in the services/settings taxonomy of
health services recommended for use by the health
planning agencies. Further refinement of the expen-
diture categories is one of the Guide’s principal rec-
ommendations, for it is only when service units are
well-defined and easily identifiable that measures of
service use can provide a link between health inputs,
such as dollars, and health outputs, such as health
status measures.

The Guide itself was prepared over a 5-month pe-
riod. Much of the methodology reflects the content of
the ASTT course on funds-flow given by Harvey Zim-
merman. The limited availability of health expendi-
" ture data has constrained refinement of the state of the
art for these kinds of financial studies. We consider the
Guide to be a working document that should be up-
dated to reflect changes in the data base and the need
for different kinds of information and to incorporate
suggestions from those that implement the profiles.
This is just one of the many steps necessary to increase
awareness of the need for improved financial infor-

. ation in the health care sector.

Uses of the Data

This section of the paper will cover potential uses of
the expenditure and utilization profiles. The discus-
sion will deal with three general types of profile use:

» asaframework for structuring data collection,
e asan aid in plan development, and  ~
e as a tool in project review and evaluation.

. Public Law 93—641 requires that health planning
- agencies determine the extent to0 which the system of
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health services and the health status of the State or area
residents have improved and the extent to which in-
creases in the cost of health care have been restrained.
Although this information would be valuable, there is
no commonly used methodology for collecting the
data, nor for monitoring system-wide changes that
may occur as a result of health planning. To assess the
success of health planning in meeting its objectives, a
system for documenting health expenditure, service
utilization, and health status data should exist.

The profiles discussed here could help to meet this
need. The profiles can form a framework that will help
to structure data collection efforts, as they inventory
the entire spectrum of health services using definitions
that can be made comparable across States or areas.
They can, therefore, form a basis for comparison with
other States, areas, the Nation, or within an area over
time. Figure 4 illustrates a comparison of Rhode
Island, Northeast Florida, and national expenditures
for ten categories of health services and supplies. Both
per capita and percentage distribution of health dol-
lars are presented. Such a comparison raises questions
such as: Why does 45 percent of Rhode Island’s health
care dollar go to hospital care vs. only 41 percent
nationally and 40 percent in Northeast Florida? Al-
though comparisons will not indicate which are the
most desirable expenditure or utilization figures, they
can begin to show how areas differ and to raise ques-
tions for further inquiry. As planners seek to reshape
the system of health care, their efforts can be moni-
tored through data collected for the profiles, begin-
ning from the baseline established by the first set of
profiles. In this way, changes in health expenditures
and utilization can be monitored over time.

Production of the profiles will involve different de-
grees of effort in various States or areas. Most will
require extensive data collection procedures and in the
process will uncover many inadequacies in current
information systems. It is important to recognize that
such data problems will not be unique to health profile
development and will be faced in any system of data
assembly.

In addition to providing a general framework, the
profiles can help accomplish tasks necessary for plan
development. The process of profile production will
inventory the entire spectrum of health services in a
State or area, and, in so doing, will describe areawide
patterns of health expenditures, funding, and utiliza-
tion. This will aid in the identification of the basic
relationship between health services. For example,
how many dollars are spent on hospitals relative to
expenditures on physician services and total expendi-
tures? Agencies that are interested in exploring the
sources of funding for various types of health services
will be able to document the current funding pattern
in relation to a projected future funding allocation,
such as a shift from State and local funding to Federal
funding for specific types of health services.

If data are organized on a geographic or population
group basis, the profiles could serve to highlight



urban/rural differences or other equity issues.
Figure 5 summarizes some of the findings of the
Rhode Island child health studies mentioned earlier.
Profiles organized in this manner facilitate planning
for specific population groups. Questions are raised
such as: Why do the expenditures of various socioeco-
nomic groups vary? Are certain groups not using
health services? Are public sources of funds reaching
targeted service or population groups?

Although the Guide does not specifically address the
assembly of health status protiles, health status infor-
mation is integral to the development of a system of
health accounts. Health planning agencies are cur-
rently collecting health status data and should consider
developing health status profiles to be used in con-
Jjunction with expenditure and utilization profiles.
While an analysis of the effects of health service utili-
zation on health status requires special epidemiologic
studies, the profiles can help identify groups with
health status problems or excess or below-average
utilization and present such findings in relation to

expenditures made by the group. Organizing data in -

such basic profiles can highlight problem areas,
thereby forming the basis for goal and objective state-
ments in the health plan. .

The profiles, by depicting the health care system asit
exists, including its use and costs, can help set the
broad policy upon which project review and program
evaluations are based. The use of an expenditure pro-
file as a framework and common reference point for
analyzing the fiscal impact of programmatic changes is
reported by the staff of the Massachusetts Office of
State Health Planning as the most important function
of funds-flow information. In a statement describing
the value of funds flow, that staff said that the evalua-
tion of the financial feasibility of alternative actions is
facilitated by funds-flow information which provides
an indication of costs involved in gross changes in
expenditure categories, such as hospitals or nursing
homes, and suggests the rough impact of such cost
changes on State, local and Federal sources of funds.
Funds flow information was used in this way in Rhode
Island, in the design of that State’s catastrophic health
insurance program.

Both the expenditure and utilization profiles can
serve to inform consumers and providers, about the
cost of health care, to raise questions regarding the
sources of funds for new programs, and to focus at-
tention on the question of what we are willing to pay
for which types of health services. These data can
dramatize the reality of limited resources, the need for
eliminating unnecessary services, and the need to
‘make trade-offs among alternative proposals. Areas

_ that have produced local estimates of health care ex-

penditures report that their figures have been used by
politicians, medical societies, hospital associations, re-
search groups, newspapers, and human service agen-
cies.

To summarize, health planning agencies can benefit
from both the process of collecting and assembling
health expenditure and utilization information and
from a review of the actual numbers. The process will
allow specification of the inadequacies of current in-
formation systems and suggest strategies to improve
those systems. Because the process requires that atten-
tion be given to the full range of health services, it may
facilitate a health planning approach that considers all
components of the delivery system and their possible
interrelationships.

A review of the actual health expenditure and utili-
zation figures will highlight areas in need of attention
(such as excessively high hospital admission rates) and
provide information for the development of policy
alternatives (such as the cost of including coverage for
nursing home care in a catastrophic health insurance
program). As information becomes available from a
variety of areas over a number of years, more detailed
studies of expenditure patterns will be possible, such as
an examination of the relationship between per capita
income and health expenditures. Local health plan-
ning agencies can use cross-sectional data to explore
reasons why their area’s expenditures differ from a
national average or a similar community. Time series
data can assist such agencies in predicting future needs
and may identify areas where cost controls are most
necessary. Both kinds of data can be used to assess
which components of health expenditures are fairly
consistent and which exhibit sizable fluctuations in
both price and utilization.

Findings of past studies indicate substantial differ-
ences between per capita health spending in different
States and localities and the national average. The
availability of locally-based data will allow HSA’s and
SHPDA’s to respond to the real situation in their
comimunities, rather than assuming that their expen-
diture patterns mimic the national profile. Informa-
tion on these communities will indicate the variability
in expenditure patterns that make up the national
average, which should have implications for policv
making at the Federal level as well.

The expenditure and utilization profiles herein de-
scribed are a first step in the evolution of a more
comprehensive description of the health care system.
Before we can design policies that can help shape the
future health delivery network into a more efficient,

effective and equitable human service system, we must

better understand that system as it exists today.
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Figure 1

A Prototype Framework For A System Of Health Accounts

INPUTS!?
Utilization of Services Manpower
Demographic Physician  Dental Nursing  Hospital
Characteristics Services Services Visits Admissions Etc. Physicians Dentists Nurses Etc.
No. Rate No. Rate No. Rate No. Rate No. Rate No. Rate No. Rate
Age
Sex
Race
Education
Ete.
INPUTS!? 3
Facilities—Beds Expenditures
Demographic Nursing Homes
Characteristics Hospitals Homes forAged Etc. Total Public Private
No. Rate No. Rate No. Rate Federal State Local Insurance Out-of-Pocket
Age
Sex
Race
Education
Ete.
OUTPUTS
Morbidity,
Mortality by Cause Disability Persons with Impaired—
Demographic No. of Feeding
Characteristics  Deaths  Rate Incidence Prevalence Dayslost Etc. Hearing Eyesight Mobility Capacity Etc.
o Cases Rate Cases Rate No. Rate No. Rate No. Rate No. Rate No. Rate

Age

Sex

Race
Education
Etc.

1Some inputs may be difficuit to cross-classify against certain demographic variables. Such classification problems must be
resolved in further development of the basic concept.

SOURCE: Committee to Evaluate the National Center for Health Statistics, Health Statistics Today and Tomorrow, Vital and
Health Statistics Series 4:15, September 1972.

184



gs8I

Figure 2

National Health Expenditures, by Type of Expenditure and Source of Funds, Fiscal Year 1976

Source of Funds

Private Public
Con- State and
Type of Expenditure Total Total sumers Other Total Federal local
[In Millions]
L. - L © $139,312 $80,492 = $75,622 $4,870 $58,820 $39,863 $18,957
Health Services and Supplies ......... 131,022 77,722 - 75,622 2,100 53,300 36,247 17,053
Personal healthcare ............... 120,431 72,013 70,457 1,556 48,417 33,683 14,735
Hospital care ...... e erecsenenans 55,400 25,004 24,352 652 30,396 21,394 9,002
Physicians’ services .............. 26,350 19,718 19,700 18 6,632 4,884 1,748
Dentists’ services ................ 8,600 8,131 8131 ..., 469 288 181
Other professional services ....... 2,400 1,607 1,559 48 793 540 254
Drugs and drug'sundries . .......... 11,168 10,144 10,144  ..... e 1,023 550 474
Eyeglasses and appliances ....... 1,980 1,866 1,866  ..........l 114 61 53
Nursing-home care............... 10,600 4,744 4,706 38 5,856 3,417 2,439
Other health services .............. 3,933 800 ..., 800 3,133 2,548 585
Expenses for Prepayment
and administration ............. 7,336 5,709 5,165 544 1,627 1,322 306
Government Public Health
activities ......coveviiiiiine.., R T 3,255 1,243 2,012
Research and medical-facilities
construction ...........coeevvnnnn.. 8,290 2770 i 2,770 5,520 3,616 1,904
Research ..................cvul.. 3,327 258 ... S 258 3,069 2,818 251
Construction ...................... 4,963 2512 ... 2,512 2,451 798 1,653
Publicly owned facilities. .......... £ 1,673 37 1,636
Privately owned facilities .......... 3,290 2512 ... 2,512 778 761 17

SOURCE: R.M. Gibsonand M.S. Mueller, “National Health Expenditures, Fiscal Year 1976,” Social Security Bulletin, 40:4 (April, 1977), Table 3, p. 9.




Figure 3

Utilization of Health Services Profile

Measures of Utilization

Number of Number of
Expenditure Patient persons Number of units of Number of
Categories days - Admissions LOS  served visits Service* Products  Other
A. Hospital services
1. Inpatient X X X X
2. Outpatient X X
B. Nursing homes X X X X
C. Physician services X
D. Dentist services X
E. Qther professional
services X X (by X (x-rays
type practi- lab tests)
tioner)
F. Drugs X (prescrip-
. tions filled)
G. Eyeglasses and X (eyeglass-
Appliances es sold
# applian-
ces sold,
by type)
H. Government public X X (by type) X {(eg. lab
health activities tests,
x-rays)
1. Other health
services X X (by type)

*Type of Service/product unit to be specified in each case
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Figure 4

Per Capita and Percentage Distribution of Personal Health Care Expenditures by Type of Expenditure, 1973: United States, Rhode
Island, Northeast Florida

Expenditure u.s. R.L Northeast Fla.
Categories Per Capita  Percentage PerCapita -Percentage PerCapita  Percentage
Hospitals $178.88 41.4% $222.68 45.0% $170.64 40.0%
Physicians 85.07 19.7 78.60 15.9 95.72 224
Dentists . 27.90 6.5 29.63 6.0 32.09 7.5
Other Professionals 8.88 2.1 12.62 25 10.25 24
Drugs & Sundries 43.47 10.1 62.81 12.7 51.24 12.0
Eyeglasses and Appliances 9.77 2.3 9.77 2.0 10.23 24
Nursing Homes 32.95 7.6 32.60 6.6 15.88 37
Prepayment and

Administration 18.68 4.3 21.26 43 - 13.54 3.2
*GPHA 8.90 21 11.60 . 23 18.80 4.4
Other Health Services 17.03 3.9 13.70 2.8 8.72 2.0
Total** $431.55 99.9% $495.29 100.1% $427.11 100.0%

*Government Public Health Activities
**Errors in percentages due to rounding.

SOURCES: “Health Expenditures in Rhode Island: 1973,” 1976, p. 9 and Health Care Dollar Flow Study/1973, 1975, p. 29.

Figure 5

Selected Measures of Health Care Expenditures, Service Utilization and Health Status for Rhode Island Children, Age 0—4 by
Socioeconomic Status, 1972

Expenditures Utilization Health Status
Mean Number
Socioeconomic Per Capita* Hospitalization of Mortality Rates
Status Expenditures Rates/1,000 pop. Physician Visits** (Deaths/1,000 pop.)***
High $171.63 73.52 3.47 2.76
Middle $192.96 89.83 3.87 3.22
Low $220.26 123.71 3.66 4.30
Poverty $389.54 216.83 2.81 6.72
Total $221.47 105.73 3.62 3.72

*Based on 1970 Rhode Island 0—4 population: High SES—18,825; Middle—29,275;
. Low—21,687; Poverty—6,249; Total—76,036.
*Includes physician visits in all settings (e.g. physician office, emergency room, health center).
***Based on three-year average (1971—1973); total of 849 deaths.

SOURCES: Studies of Rhode Island Children by S. Martin, C. Clay, N. Russell, P. Densen, Harvard Center for Cbmmunity
' Health and Medical Care, 1976.
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ESTIMATING HEALTH EXPENDITURES AT THE

LOCAL LEVEL

Karl W. Bredenberg, HSA4 of Northeast Florida, Jacksonville, Florida

To do a precise job of estimating health expendi-
tures at a local level can be a very difficult job and in
some ways more difficult than doing it on a national or
State basis.

1 think this can be illustrated by the Guide on Health
Expenditures for HSA’s published by HEW. The reac-
tion I've had from many HSA people is that they do
not have the time or the expertise to develop an
acceptable product and are scared off at the prospects
of a major project.

In Northeast Florida we have been estimating health
expenditures yearly since 1972 and we labored long
and hard to acquire useful and reasonably accurate
data. We have updated the estimates yearly and have
now developed sources of data and shortcuts which
provide a very useful product without spending too
much of our manpower.

If an HSA has the resources to do a comprehensive

study of health expenditures in its area, I would
certainly recommend that they use the Guide to obtain
as much information as possible. But I think it should
be emphasized that there is another alternative. An
HSA can develop a very useful profile of health
expenditures for its area without the expenditure of a
great deal of manpower. It may not be as complete as
they may like it but it can be a statement that can be
refined, improved and made more precise as time goes
on, enhancing its value to the HSA.

An analysis can be made of some categories of
expenditures where information is most readily avail-
able moving on to other categories as information and
expertise is acquired.

Hospital Expenditures

To develop estimates for the biggest part of health
expenditures is relatively simple. Hospital expendi-
tures represent 40 percent of all health expenditures
and 46 percent of personal health care expenditures.
The primary source for hospital expenditures is the
American Hospital Association’s annual guide which is
issued in September. This lists total expenses for most
of the hospitals as well as other information. When
information is incomplete, a call to the hospital ad-
ministrator or an estimate based on bed count and the
average daily cost per patient day can fill the gap.

Physician Expenditures

Local agencies receive from Health Care Financing
Administration a listing showing Medicare expendi-
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tures for the residents of each county. According to
national data from the Social Security Administration,
77 percent of Part B expenditures natlonally are
identified as expenditures for physician services. By
comparing the per enrollees cost of Part B nationally
with the county figure, an index figure can be de-
veloped which in our experience will produce the best
estimate available for estimating expenditures for
physician services. Our experience in Northeast
Florida was that this produced better results than the
methods recommended in the Guide.

For 1976 the reimbursement under Part B per
enrollee nationally was $196.56. Let’s assume that the
reimbursement per enrollee locally was $186,76 or 95
percent of the national average. This same percentage
is applied to the national per capita expenditure for all
ages which in 1976 was $120.67. Ninety-five percent of
the national average results in a local estimate of
$114.64 per capita which when multiplied by the
population provides an estimate-of total expenditures.

Better yet, we go to the article “Age Differences i in
Health Care Spending” by Bob Gibson, Marjorie
Mueller, and Charles Fisher, issued in July 1977. Thls
shows the per capita costs by three major age groups.
By applying the same index figure to the per capita
expenditure for each age group and multiplying by
the estimated population in each such group, the
agency can compensate for differences in the age
structure and come out with a better estimate.

Dentists’ Services and Other Health
Professionals

Our experience has shown that the same index used
for physician services can be used in an area for
dentists’ services and for other health professionals. As
a check on this, however, I believe it is well to count the
number of dentists practicing in the area and the
number of specialities represented, comparing this
with national data. IRS data for 1974 shows the
average receipts for dentists by State. A caution here is
that Health Service Areas in each State vary widely.
For example, our area is far different from the Miami
area or Central Florida. IRS data also shows that there
were 4.1 dentists per 10,000 population practicing in
the U.S. If the number in the area is different from
this, appropriate judgements need to be made: One
note to keep in mind is that the gross receipts of
dentists tend to be higher than physicians because of
their higher overhead, i.e., 54 percent for dentists and
42 percent for physicians, according to IRS data.



So far we have accounted for two-thirds of all health
expenditures and three-fourth of personal health care
expenditures..

Nursing Home Care

We are fortunate in Florida in that the State office
which administers Medicaid provides us with informa-
tion regarding nursing home expenditures.

Where information is not available from the State,
sometimes a phone call to the administrator of a
nursing home gets the information. Where this doesn’t
work, a call for information about their charges per
day, week, or month can be secured. Multiplied by the
bed count and/or patient days, this will provide a good
basis for an estimate.

Drugs, Drug Sundries

Each year Sales Marketing Management Magazine
computed for each county information regarding
drugstore sales. The 1977 issue of Survey of Buying
Pouwer is dated July 25, 1977. From census studies we
learned that 38.2 percent of drugstore sales.in our area
were for drugs and drug sundries. On the other hand,
the Department of Commerce estimates that 54.8
percent of drugstore sales are accounted for by drugs
and drug sundries.

Eyeglasses and Appliances

"I have assumed that the more optometrists and
opthamologists there are, the greater will be the ex-
penditures for eyeglasses. According to IRS publica-
uon 438(7—77), there were 7.55 optometrists per
100,000 pogulation in the U.S. According to the
AMA, in 1974 there were 4.1 opthamologists practic-
ing in the U.S. per 100,000 population. By comparing
the local count with national data, you can get a good
estimate of the local expenditures as compared to
national. Also, if advertising of eyeglass prices is for-
bidden in the State and the national discount eyeglass
chains do not do business in the area, the price per unit
is likely to be up to 25 percent higher.

For appliances, prosthetics, rentals of hospital
equipment, etc., I'd suggest a count of suppliers in the
area and a general estimate based on size of the
establishments, etc. Very likely expenditures for this
type of equipment will be proportionate to the costs of
drugs.

Other Health Services

This covers all personal health expenditures not
included above. This requires more effort for the re-
sults obtained. It is necessary to check on variety of
sources such as the United Fund, the Chamber of
Commerce for industrial inplant services, home health
agencies, etc.

Government Public Health Activities

Obtained from budgets of local and State agencies.

Expenses for Prepayment and
Administration

A valuable source for this information is the article
by Marjorie Mueller entitled Private Health Insurance in
1 9;;, published in the Social Security Bulletin in June
1977.

For determining governmental costs in this area, I'd
suggest using national per capita data and making
modifications based on knowledge of local conditions:
for example, the percentage of persons on Medicare in
the area compared ‘o national averages.

Research and Construction

Most of this can bé obtained from HSA files on
Certificate of Need actions and from the agency which
does the A—95 reviews.

Source of Funds

Among the readily available sources for information
on who pays the bill are:

o Medicare statistics by county for 1976.

s Medicaid data from the appropriate State

agency.

Budget data from local government.

o The Source Book of Insurance Data (Health In-

surance Institute, 277 Park Avenue, New

York, New York 10019)—for insurance

coverage on a State basis for various health

expenditures.

Spot check of hospitals for sources of pay-

ment. From the same information you can get

. some idea of private insurance as it applies to
physician services.

o Local medical society and dental society to get
estimates of sources of payments.

Where information is unavailable, using the na-

“tional per capita figures will provide a starting point.

Then by analyzing the local information in compari-
son with national data for those categories for which
information is available, a reasonable estimate can be
made hot only of the expenditures but also of the
sources of the funds.

Time does not permit the description of methods to
be used in analyzing expenditures in greater depth.
However, once an initial analysis is made, rough
though it may be, it can be of immediate use. Informa-
tion from various sources are received from time to
time. An active file should be maintained to gather this
material and make modifications of estimates on a
periodic basis.
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1 feel that it is most helpful to do an annual analysis
to study the trends from year to year. Using AHA data,
Medicare statistics, the national study and agency data,
if nothing else, very useful information regarding the
trend of health expenditures can be developed. As
time goes on, the HSA can gather data with greater
¢éase and can determine what items need to be ex-
plored in greater depth. The HSA can make decisions
as to those items which would provide the greatest
payoff and other areas of expenditures where greater
expenditures of time may not be fruitful.

I would urge that the Health Care Financing Ad-
ministration make more information available regard-
ing reimbursement for various types of services such as
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home health care, nursing home care, etc. I hope that
the National Center for Health Statistics can do even
more to provide data on a county and State basis that is
both timely and meaningful. The issuance of the guide
for estimating health expenditures will make the job
easier. I would recommend that on a regular basis,
information be sent to HSA’s on newly available data, ’
sources of information, suggestions on methodology,
etc. If we are to do a meaningful job on a local basis on
cost analysis and cost containment, we need to be fed a
continuous flow of data. It makes more sense to have
much of it done by one organization than separated by
200 plus agencies with very limited resources. -
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INTRODUCTORY REMARKS

Deane L. Huxtable, Director, Bureau of Vital Records and Health Statistics, Richmond, Virginia

Today, we are to discuss the medical certification of -

cause of death with emphasis on multiple case data and
its utilization.

But first, I wish to call your attention to a horrible
mistake that has been made on the agenda that should
be corrected. Do you all have a pencil? It seems that the
word “chairperson” has been used; whereas, it should
be “chairman.”

Before this thing was printed, I sent Dorothy Rice a
resolution from the National Parliamentarians which
said, in effect, that the word “chairman” was an
honorable title like “President” or “Secretary.” The
word “chairperson” was contrived, and if you wish sex
distinction the terms “mister chairman” or “madame
chairman” are correct.

Dorothy sent it on to the Conference Management
Branch, saying “Isn’t that cute?” This all led me to
compose the following:

Oh, to be a “chairman” again,

I've been scrubbed at the stroke of a pen,

I 51mp1y don’t buy it,

I won’t even try it,

Dear Dorothy—Bring back the manhood to
men!

On behalf of the research community, this morn-
ing’s subject has been near and dear to NCHS’s ac-

tivities. It has helped lead. to the development of .

ACME. I'm sure that you all know that ACME means
“Automated Classification of Medical Entities.”
NCHS has been coding multiple causes of deathon a
continuing basis since data year 1968. These data are
coded in a manner that assigns the most precise and

descriptive ICDA—8 code to each, entity on the death

record with minimum regard to other entities in the
cause-of-death statement. This practice in coding is
utilized for two reasons. First, an overall objective of
the multiple cause-of-death coding and data process-
ing is to determine the traditional underlying cause of

death through computer applications as a byproduct
of multiple cause-of-death coding. The precision of
each entity must be maintained in order to apply the
international rules for selection of the underlying
cause of death. Secondly, high priority is placed on
preserving in data processing form the order and
character of the original certification for indepth study
of diseases, impairments, and injuries.

At the present time, seven States are producing
multiple cause-of-death data through CHSS contracts.
NCHS and some of those States have done some work
in analyzing, interpreting, and publishing these data.
Three reports will be given on this topic during the
session.

ICD—9 will be implemented in January 1979 at
which time new rules and computer systems will be put
into use in NCHS and severi States Tor producing
multiple cause and underlying cause data. Highest
priority is placed on developing these systems and
having them ready for use on schedule in 1979. An
aggressive program is underway to develop software
systems to tabulate, store, and retrieve multiple cause
data. NCHS plans to disseminate multiple cause data
through statistical tables, technical reports, and release
of data tapes.

The goal is to have systems developed and tested on
a schedule that will allow release of initial multiple
cause data tapes by December 1978. The first tapes to
be released will be the most recent data, year com-
pleted. Plans call for working back from there to
produce multiple cause data tapes for all years back to _
1968. ICD—9 data are expected to be released on the
same current schedule as that on which underlymg

‘cause-of-death data are released.

After conversion to ICD—9 is completed for NCHS
and the seven CHSS States, NCHS will undertake an
active program to expand multiple cause data produc-
tion to as many States as possible. Hopefully, a number
of CHSS contracts will be modified for data year 1980
to include multiple cause data.
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USES OF MULTIPLE CAUSES OF DEATH DATA IN

NORTH CAROLINA

Charles J. Rothwell, Head, Public Health Statistics Branch, North Carolina Division of Health Services, Raleigh, North

Carolina

Introduction

The concept of using multiple causes of death to
describe a mortality event is not a new idea. In a way,
we have been doing it all along. For years certificates
have collected multiple conditions contributing in
some manner to death. For years nosologists have been
using decision rules based on multiple conditions, to
determine the one underlying cause that best depicts
the event. For years epidemiologists have gone back to
the original death certificate to examine all listed
conditions. .

Yet during this time, little has been done with the
analysis of multiple causes listed on the certificate. It is
somewhat amusing that an event not directly related to
the problem of the tabulation of multiple cause data
brings us quite close to the reality of multiple cause
analysis. ACME, developed under contract for NCHS,
is a software system that determines the underlying
cause of death. The input to the system are ICDA
codes depicting all conditions listed on the certificate.
The output is the ACME computed underlying cause
of death. The intent of the system was not to develop
multiple cause files; its aim was to standardize the
method of determining the underlying cause of death
and hopefully to reduce the coding time of nosologists.
Yet ACME’s biggest contribution may be a by-product
of the system. Along with the ACME computed under-
lying cause, there is also the list of ICDA codes of all
mentioned causes. Thus, ACME produces, albeit not
in a very usable form, a2 machine-readable image of the
morbid conditions-listed on the certificate. This by-
product of ACME gives us the opportunity to better
depict the complexities of the disease process and the
hidden impact of contributing causes of death such as
diabetes, hypertension and arteriosclerosis.

North Carolina first sent NCHS vital statistics tapes
under contract with the Cooperative Health Statistics
System in 1975. At that time we decided to use the
ACME system to determine the underlying cause of
death. It soon became obvious to us that ACME was
not going to'save time of our nosologists and that its
major potential benefits would be in the areas of con-
sistent assignment of the underlying cause and the
availability of multiple cause data.

North Carolina Experience

The first step that was taken by us in the use of
multiple cause data was to advertise to our data users
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that these data were available. We were not over-
whelmed with inquiries concerning this data file!

Infectious Disease Listings

The first request for work on the multiple cause file
was from our Epidemiology Section. For years we had
created listings of certificates that had an underlying
cause of death in certain infectious disease categories.
The request was a natural extension of this listing in
that we created a new report of certificates that had
any mention of these infectious diseases. This proved
to be a more valid report, since the epidemiologists
were not necessarily interested in whether a certain
disease was the underlying cause, but just whether it
was a contributing factor at death.

Public Health Planning

The Chronic Disease Branch of our State health
agency sponsors various detection and treatment pro-
grams in such areas as hypertension and diabetes. In
the disbursement of scarce funds to support these
programs, health officials have used a variety of fac-
tors to determine “need” on a county-by-county basis.
Unfortunately one of these factors was the underlying
cause of death data.

Using the underlying cause of death masks the in-
sidious nature of such diseases as hypertension, ar-
teriosclerosis, diabetes, etc. Only 201 deaths were at-
tributed to hypertension in 1976 for North Carolina;
yet 4,150 deaths listed hypertension as a contributing
factor. Only 579 deaths were attributed to ar-
teriosclerosis in 1976 for North Carolina; yet over
8,100 deaths listed arteriosclerosis as a contributing
factor. Thus, if planning for future health initiatives in
the area of chronic disease uses mortality data as a
measure of health status, then serious consideration
should be given to the use of multiple caust data. At
this time our Chronic Disease Branch is using these
data.

Mapping of Multiple Cause Data

Each year the Public Health Statistics Branch pub-
lishes an atlas on county population, health care re-
sources, and the leading causes of mortality. This pub-
lication contains over 60 computer generated maps,




associated tables, and narratives. In the atlas is a sec-
tion on multiple cause data that includes

« discussion of hypertension, arteriosclerosis,
diabetes and alcohol related deaths relative to
multiple cause data;

« maps depicting incidence rates of hyperten-

sion, diabetes and arteriosclerosis at death;

o cross-tabulations of underlying causes of
death and all conditions mentioned;

» discussion of the relevance of multiple cause
data.

Public Access of Data

For many years we have offered “public access”
tapes on statistical data concerning births, deaths, fetal
deaths, matched births/infant deaths, marriages and
divorces. The “public access” mortality tapes contain
only the standard underlying cause of death. Such a
position seems to run counter to what I have been
discussing. However, the raw format of ACME mul-
tiple cause data is not conducive to easy analysis.
ACME generates a 59 character field that can contain
any number and combination of 3- and 4-digit ICDA
codes, ACME “housekeeping” characters that de-
lineate such things as the placement of the code in the
certificate and special characters for “nature of injury”
codes and component parts. Instead of placing the raw
ACME data on public tapes and letting users struggle
with the formatting problems, we offer

« a publication that explains what ACME gen-
erates and some software we've developed that
reformats the data into a more usable form;

o sottware that provides two reformatting
schemes for the user or if the user requests, he
can receive the raw data;

« our own services to undertake multiple cause
data analysis for the user.

By the way, this software, written in PL—1, is available
to anyone who desires it.

States not Using ACME

Is the use of multiple cause data only for those States
that have installed the ACME system? If so, there
would be little need for this session! For at the mo-
ment, few States have a vital statistics component of
CHSS that includes the use of ACME. What alterna-
tives does a State have that wants to use multiple cause
data and does not have ACME?

It should be remembered that for those States not
using ACME, the National Center codes their cause of
death portion of the death certificate using ACME.
Thus there exists a multiple cause file of your State’s
mortality experience at NCHS. Also, NCHS has been
using ACME on their mortality files well before CHSS
came into being.

In North Carolina we only had available multiple
cause data for the period of 1975—1977. We wished to
expand our old mortality tape files to include multiple
cause data. We asked for and received from NCHS
multiple cause data sets back to 1969. We then devel-
oped some software to match the NCHS all-condition
files with our own demographic and underlying cause
files. This matching routine is not an easy process, but
it can be done and it is a relatively quick way to build a
multiple cause file. One also reaps the benefits of
NCHS?’s expert nosology statt. The match is a three-
step process in which the first match is on certificate’
number: For those records remaining unmatched, a
second match is performed on the date of death, sex,
race, and county of residence of the decedent. For
those records still remaining unmatched, a physical
search for the death certificate is undertaken. After
the matching process is completed, one then can apply
the reformatting software to generate multiple cause
files that are more amenable to data manipulation.
Again, we offer the matching routine, written in
COBOL, to anyone interested in its use.

- Future Work

In North Carolina we have just scratched the surface
in the use of multiple cause data. In the past we have
conducted studies on the geographical patterns of
mortality experience in North Carolina and possible
associations between these patterns and social, eco-
nomic, and environmental factors. The geographical
units studied have either been counties or cities ex-
ceeding 10,000 in population. A natural extension of
this work will be to use multiple cause files in place of
our traditional underlying cause files. We also need to
examine chronic disease incidence from multiple
causes on an age-specific basis. Work also needs to be
done on age/race/sex .adjusted rates for counties and
major cities using multiple causes. We need to do fur-
ther work when examining statistical associations be-
tween reported diseases. Multiple cause data needs to
be examined to determine the joint probabilities of
occurrence of diseases being studied. The first step is
to develop cross tabulations on all conditions men-
tioned on the certificates. .

Additional work needs to be done in multiple cause
data to identify if there exists any recognizable and
often reported “string” or grouping of contributing
factors surrounding certain deaths. If so, then such a
“string” of factors should be reported as a distinct type
of mortality event. We also need to determine how to
classify or group “general” disease categories. Is it
necessary to classify multiple cause data in the same
manner as underlying cause of death data? For exam-
ple should we classify hypertension as any mention of
codes 400, 401 and 403 or should we be more liberal
and include other codes that mention hypertension as
a factor? We also need to make researchers more
aware of multiple cause data and what such data have
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to offer. We have extolled the virtues of using underly-
ing cause of death data for such a length of time that
we may have either completely converted researchers
or driven them away from the use of mortality data. I
believe we must initiate a vigorous re-education effort
relative to the advantages of multiple cause data.

At this time, we are in the process of examining
statistical associations between occupation and indus-
try of the decedent and the multiple cause files. This
project is not only necessitating a major coding effort
of occupation and industry data, but also the use of the
previously mentioned matched NCHS/NC multiple

" cause files for years 1969—71. This time horizon was
chosen due to its close proximity to the census and
thus, hopefully, more reliable estimates of the popula-
tion at risk. Again, we plan to use multiple cause data
because we feel that possible associations between oc-
cupation, industry and types of diseases dictate the
examination of all contributing factors at death.

Multiple Causes—Problems—Challenges

I will talk briefly on only one problem with using
multiple cause data, due to the subject matter of the
next speaker’s presentation. It has been argued thatan
inherent danger in using multiple cause data in exam-
ining geographic patterns is that these patterns may
be an artifact of varying reporting conventions of cer-
tifiers. Similarly, it has also been argued that the un-
derlying cause of death may be the most appropriate
measure for a mortality event, because there is at least
enough information on the certificate to assign an
underlying cause.

First let me say that rates developed from multiple
cause data will at worst be conservative. That is, cer-
tifier variability will only have an effect in the failure of
reporting all factors contributing to death and not in
the direction of reporting factors that did not exist.

More importantly, multiple cause files can be used to
strengthen our weakest link in mortality reporting. In
North Carolina we spend a great deal of time making
the files “look good.” We do this by extensive edits and
follow-up on missing or inconsistent data. However,
one area, the cause of death section, has been consid-
ered sacrosanct. Whatever the certifier puts down, we
accept. Multiple cause files give us the opportunity to
have a machine readable image of the certifier’s re-
sponse and this can allow us a better capability to match
these responses with medical records of the decedents.
This type of study could uncover items that certifiers
have trouble in reporting and could be a first step in
initiating refresher courses for certifiers. Naturally,
the strengthening of the cause of death reporting
would have a positive effect on the perceptions of
researchers in the usefulness of these data.

Conclusion
1 believe NCHS as well as the statistical staffs at the

State level all make a strong attempt at insuring the
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accuracy and precision of their data files. We are now
in a period of time that deaths are not due to single,
catastrophic types of diseases, but in many cases are
the culmination ot an interwoven chronic disease pro-
cess. We are not just interested in the culmination of
each event; we are also interested in what leads up to
each event. To depict a complicated disease process by
a single code is not only foolhardy but also is diametri-
cally opposed to our efforts in insuring the accuracy
and precision of our data.

There are many “housekeeping” problems with
using multiple cause data generated by ACME that can
cause high levels of frustration. However, the richness
and utility of this data source should more than com-
pensate for the frustrations.

Like it or not, the analysis of mortality data will
continue to be an ongoing reality affecting the health
community. We all have a stake in these statistics, for
they form a basis in measuring progress in health care
delivery in each State and in the Nation. This mea-
surement process, in the final analysis, equates to the
direction of future health care funding. Surely we
must insure that these data give the most complete and
accurate picture of our mortality experience.
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PROBLEMS IN INTERPRETATION OF MULTIPLE-

CAUSE MORTALITY

Raymond D. Nashold, Ph.D., and Margaret Hollerman?, Dept. of Health and Social Services, Madison, Wisconsin

Multiple-cause mortality coding is certainly an idea
whose time has come. Like all such ideas, there are
many antecedents. The Office of Vital Statistics has
been doing studies of contributory causes of death
from 1917 to the present, including a2 multiple-cause
study of over one-half million deaths which occurred
in the U.S. in 1955.

In 1948, the Sixth Revision of the International
Statistical Classification (ISC) included a suggested
form of multiple-cause tabulation. The Sixth Revision
also included linkage rubrics for deaths with two
causes reported jointly, for example, hypertensive
heart disease.

In 1964, Harold F. Dorn and Iwao M. Moriyama
asserted “that a single cause, no matter how selected,
no longer adequately describes the morbid conditions
responsible for a large proportion of deaths.”?

For the United States, the proportion of deaths list-
ing more than one cause has increased from 35 per-
cent in 1917, to 58 percent in 1955, to 75 percent in
1968. State registrars are aware that this proportion
has been increasing. We do not know how much it has
increased in Wisconsin; however, in 1975 there were
two or more entities coded on 87 percent of the ap-
proximately 40,000 deaths. Despite these trends and
the decades of interest, very limited multiple-cause
analysis has taken place to date.

A new thrust for multiple-cause of death coding
began in 1968 when the National Center for Health
Statistics (NGHS) began coding routinely all causes on
the certificate. A computer program, Automated
Classification of Medical Entities (ACME) was de-
signed to select the underlying cause automatically.
Wi;gonsin has been using the ACME system since
1973.

The principal elements of the ACME tape are the
certificate number and the cause-codes from the certif-
icate, with the underlying cause separately distin-
guished and every other code clearly identifiable as
coming from a specific line of the certificate. The
ACME system places on a data tape all of the cause-
codes which can be accommodated in a 59-column,

floating-field format. The ICDA codes are of various

lengths requiring from three to five columns. There-
fore, for any one death record, a specific cause, with
the punctuation to help in identifying its location on
the death certificate, may begin or end in almost any of
the 59 allotted columns. For this reason, it is difficult to
edit the ACME tape in order to identify errors in
transcribing or keying the codes. Furthermore, in a
few instances, because of space limitations, some
causes on very long records may have been omitted.
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In order to produce summary tables from the
ACME tape, it is necessary to collapse categories of
data. There are peculiarities of multiple-cause data
that must be noted when thisis done. Notably, under-
lying causes dnd associated conditions behave differ-
ently when they are summarized from a detailed clas-
sification into broader categories. The number of un-
derlying causes will always remain constant regardless
of how finely the disease categories are broken down,
because there is only one underlying cause per death.
The underlying causes are merely dispersed by fine
classification. When they are gathered up into broader
categories, the total number will be the same as if: the‘:y
had been coded according to the broader categories in
the first place.

For the associated conditions the case is quite differ-
ent. The number of associated conditions is maximally
counted when the most detailed classification, that is,
the 4-digit ICDA code, is used. If causes are tabulated
by 4-digit codes and these frequencies are then sum-
med to 3-digit codes, the total number of separate
diseases or conditions which will be counted will be 2 to
3 times greater than if they had been classified accord-
ing to 3-digit codes initially.

Another way of describing this problem is to say that
any summing up of causes classified in one scheme into
another scheme at a higher level of generalization
retains the frequencies associated with the lower level
of generalization. This frequency is then always larger
than that which would have resulted from the use of
the more general classification.

Because of the floating-field layout of the ACME
tape, it was difficult to develop programs to tabulate
the data. Therefore, in Wisconsin we began to use a
program that was developed by our neighboring State,
Iowa. This program reads the tape and creates a two-
dimensional cross-classification of underlying causes
with the frequency of associated conditions. Catego-
ries are then collapsed into a 78 x 78 matrix; however,
the resulting table still requires 10 pages for publica-
tion, excluding a key or any interpretation. This table
also presents 2 number of difficulties to those who seek
understanding of the multiple-cause data it contains.
Iowa recognized this and now produces essentially a
listing of underlying causes by frequency of associated
conditions.

To illustrate the problem of using the 78 x 78 table,
let us consider a single 3-digit code, 250, diabetes melli-
tus, which in Wisconsin in 1975 accounted for a total of
761 underlying causes and a total of 3,198 diabetic
conditions listed as associated. A total of 859 of these
conditions occur in association with the 761 deaths;



therefore, diabetes is counted more than once for the
same death. The 3-digit code for diabetes contains
only two 4-digit codes, but these may appear with each
other and/or with other codes in seven unique combi-
nations involving acidosis, coma, gangrene, neph-
ropathy, neuritis, neuropathy and retinopathy. A
given diabetes patient might have more than one and
sometimes two or three of these conditions at the same
time. Such multiple counting does not provide us with
very useful information once all the counts are
summed into the 3-digit code “250.” Rather, it creates

an exaggerated picture of the extent to which diabetes -

is reported. That is, the table provides a tabulation of
causes, not deaths. The ratio of 3,198 to 761, 0r4.2to 1
merely describes the number of associated versus un-
derlying diabetic syndromes present in patients with
various causes of death, including diabetes, but it does
not describe the number of deaths in which diabetes
was present but not the underlying cause of death in
comparison with the number in which it was the under-
lying cause. To accomplish the latter, all mentions of
diabetes for a single death ought to be counted as a
single mention, and counted once, either as an under-
lying cause or as an associated cause, but not in both
categories.

 In 1976, Manton and Associates used ACME data
for North Carolina to analyze the role of associated
causes in death. They experimented with what they
called “cause elimination” and “pattern elimination”,
but these patterns overlapped because all deaths in
which a disease appeared were considered part of the
“pattern” of that disease.® Manton’s group was aware
of this overlap, and even demonstrated that it existed
and had an effect.

In Wisconsin, Margaret Hollerman of the Bureau of
Health Statistics and Shu Chen Wu, Research Assistant
in the Department of Statistics at the University of
Wisconsin, began additional multiple-cause mortality
analysis this year with the intent of. producing more
useful summary tables for the State and for Health
Systems Agencies.

Death data for 1973 through 1976 were retabulated
using only 251 categories instead of the approximately
2,500 4-digit codes. All causes falling into any one
category are combined into a single cause, classified
either as underlying cause or as not underlying cause.
The cause of death codes were placed into 15 fixed
fields, while preserving the syntax of the original
ACME tape. To make editing possible, each type of
symbol or combination of symbols is assigned to a
given part of the field. There is also a 35-column field
on the reformatted record, in which the entries indi-
cate how many causes of each type appear in each line
and part of the cause certification, making it possible to
address causes by type or by their place in the se-
quence. Editing for illegal codes or for illegal punctu-
ation is carried out by an edit program applied to the
reformatted tape. )

Returning to the diabetes example, this approach
produces a ratio of 2.75 mentions of diabetes when not

underlying cause, to one mention as underlying cause.
This is substantially lower than the ratio of 4.2 to 1
computed by using the earlier approach that generates
the 78 x 78 table. '

Essentially, our new tabulation is similar in form to
that outlined in the Dorn paper published in a Na-
tional Cancer Institute monograph.* Such tabulations
are more useful than those that involve multiple
counting because they unequivocally identify the

_number of deaths associated with a given type of

associated or “contributory” cause. A cross tabulation
using such unequivocal categories would be of even
more interest, because it would identify the underlying
causes with which associated causes were actually as-
sociated. We are now working on this tabulation. It is
important that such a tabulation consist only of “prime
cells"—cells which contain frequencies each of which
represents only one death. If summary categories are
desired, the data must be retabulated to count as a
single cause all causes for a given death which fall
within any one of the categories. Otherwise, the prob-
lems inherent in the earlier approach would reappear.

Before closing, a final comment on the significance
of multiple-cause mortality analysis. The existence of
other conditions of a serious nature in persons who are
listed with a given underlying cause of death has a
bearing on the construction of life tables. Taeuber
pointed out that elimination of cancer would not
extend life expectancy enormously, as others had
previously assumed, because persons who did not die
of cancer would be subject to other competing risks.?
Various authors have developed the mathematics of
this problem. Keyfitz calculated the exact increase in
expectation of life at birth and at age 60 associated with
a l-percent decrease in mortality for each of 12
categories of disease which cover all death.® Overall,
the increase in expectation of life amounted to only
slightly over three-tenths of 1 percent at birth and less

_than seven-tenths of 1 percent at age 60, with the

increments of each of the 12 categories running
roughly at one-tenth or less of these values.

The multiple-cause data are very revealing of the
fact that serious and often fatal conditions coexist with
other fatal conditions. The mean age at death has
increased over time. The number of persons who die
of cardiovascular disease when they also have cancer
or some other potentially fatal condition has increased
accordingly. It is not merely that a person saved from a
cancer death by a timely operation is subsequently
exposed to other risks which are “out there.” In many
cases, cardiovascular disease, for example, may al-
ready be present in an early or late stage, so that the
“competing risk” is already operating on the person in
a direct way. :

If we continue to pursue multiple-cause analysis
with the energy it deserves, I am convinced we shall
finally have “new numerators for old denominators™?
and know more about causes of death as well.
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NATIONAL MULTIPLE CAUSE OF DEATH STATISTICS

Harry M. Rosenberg, Ph.D., Chief, Mortality Statistics Br., Division of Vital Statistics, National Center for

“Health Statistics, Hyattsville, Mmyland

Multiple cause of death statistics represent a natural
outgrowth and evolution of our basic mortality statis-
tics program, drawing strength from the increased
understanding and use of mortality data for health
monitoring, planning, and research as well as from our
current technological capabilities to process large
quantities of complex statistical information. As a
natural extension of our existing cause of death statis-
tics program, multiple cause of death statistics will
allow us, we believe, to provide better answers to the
question that Harold Dorn and Iwao Moriyama raised,

“Why do we want statistics on causes of death?”! Mul--

tiple cause of death data will maximize the use of
available diagnostic information, allowing us to exam-
ine all of the conditions reported to be associated with a
given death, where today we lose much information
through our necessary selection of a single condition as
the underlying cause of death. Multiple cause of death
statistics should also allow us to deal with some of the
long-standing objections to the concept of “underlying
cause of death.”

The growing interest in and demand for multiple
cause of death statistics in the United States is partially
a reflection of the changing health profile of the
United States. As a modern industrialized nation, we
have passed through what Abdel Omran described as
the epidemiological transition that accompanies
socio-economic modernization.> A major aspect of that
transition to which we are witness in the United States
is the increasing prevalence of mortality from chronic
disease, in compadrison with an earlier era when acute
and infectious diseases dominated our mortality pro-
file. In terms of our mortality data, therefore, we
would expect to find increasing proportions of deaths
to be due to chonic causes and therefore characterized
by the coexistence of a number of conditions at the
time of death. This would underscore the importance
of augmenting our statistical characterization of death
along more than the one dimension of underlying
cause, and initiating a ongoing national program for
the production of multiple cause of death statistics.

! Harold F. Dorn and Iwao M. Moriyama, “Use and
Significance of Multiple Cause Tabulations for Mortality
Statistics,” American Journal of Public Health, Vol. 54, No. 3,
March 1964, pp. 400—406.

2 Abdel R. Omran, “The Epidemiological Transition:
A Theory of the Epidemiology of Population Change, "Mil-
bank Memorial Fund Quanferly, Volume 49, No. 4, Part 1, pp.

509-538; “Epidemiological 1 ransition’in the United States,”

Population Bulletin (Population Reference Bureau), Vol. 32,
‘No. 2, May 1977.

HISTORY OF NATIONAL MULTIPLE
CAUSE ACTIVITIES

Never in the history of our vital statistics system in
the United States has the opportunity been as great as
itis now to implement an ongoing program of multiple
cause of death statistics. We can take advantage of both
our current capability to apply computer technology to
the processing of complex mortality data, as well as our
previous experience in this area. This history of our
previous work in multiple cause data has been de-
scribed in detail elsewhere,® so I shall just touch on
some of the highlights.

Five times between 1900 and 1968, we coded more
than just a single underlying cause of death. The un-
derlying (or principal) cause of death and one associ-
ated cause were coded in 1917, 1925, 1936, and 1940;
in 1955 up to five conditions were coded. A single table
showing the cross-tabulation of underlying and con-
tributory causes was published without comment for
the data years 1917, 1925 and 1940 in the annual vital
statistics publications of the United States for the years
1918, 1925, and 1940 respectively. A paper presented
to the American Public Health Association in 1923
presented a brief analysis of the 1917 data and strongly
recommended additional work on multiple causes of
death.

Continued interest in multiple-cause tabulations was
stimulated by the Fourth International Conference for
the Revision of the International List of Causes of
Death. International comparisons of the procedures
for selection of the primary cause of death indicated
that comparability of death rates could not be achieved
on an international basis until there was more knowl-
edge of the contributory causes of death. An extensive
study of multiple causes of death was then undertaken
for 1936. Two condensed reports arising from these
data were published in 1939 and 1940 but they did not
contain the full set of tables. Associated causes of death
were again coded for 1940 and a table was included in

the regular annual vital statistics volume for that year.

8 Robert A. Israel, “Multiple Cause of Death Analysis,”
paper presented at the 98th meeting of the American Public
Health Association, Houston,. Texas, October 29, 1970;
Robert A. Israel, Marvin C. Templeton, and Marshall C.
Evans, “New Approaches to Coding and Analyzing Mortality
Data,” Proceedings of the American Statistical Association, 1972,
PP- 20—24. (L. Guralnick) Division of Vital Statistics, Nauonal
Center for Health Statistics, Vital Statistics of the United States,
1955, Supplement: Mortality Data, Multiple Causes of Death, “In-
troduction,” 1965, pp. IX—XI.
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" One of the problems noted in the presentations of
multiple cause-of-death data was the arbitrary methoa
of selecting the underlying (or principal) cause of
death used with the First through Fifth Revisions of
the International Lists. The principles adopted under
the Sixth Revision in 1948 provided a partial solution
to the problem. Beginning with deaths in 1949 the
cause of death which the certifying physician indicated
to be underlying was the one selected for statistical
presentation. The Sixth Revision Conference recog-
nized, however, that the tabulation of multiple causes
would still provide important information and re-
commended that multiple-cause coding be under-
taken by those countries in a position to do so. A
suggested form of multiple-cause tabulation was in-
cluded in the Manual of the Sixth Revision but no
coding or other instructions were provided.

Contributing greatly to national developments in
the early years was work going on in some of our
registration areas, notably in California, Tennessee,
Illinois, and in New York City. The work in Illinois was
reported in the 1952 and 1954 Public Health Confer-
ence on Records and Statistics; it included recom-
mendations for tabulations of multiple causes of
death, for which the Illinois State Vital Statistics Office
had coded up to five causes of death in 1952. In 1956,
in New York City, the vital statistics office prepared
experimental tabulations based on multiple cause cod-
ing of about 5,000 deaths during January of that year.
As a result of the analysis of these data a new classifica-
tion of cardiovascular-renal disease according to etiol-
ogy and anatomical involvement was suggested for
future consideration.

At the national level there were concurrent devel-
opments. The National Office of Vital Statistics began
coding, on a slow schedule, a sample of 1955 deaths;
the coding was completed in 1959. The resulting tabu-
lations were published by the Division of Vital Statistics
in 1965 in a publication, the Supplement on Multiple
Causes of Death to the 1955 Vital Statistics of the United
States. This was a Jandmark publication representing
the first time that we had incorporated a multiple
cause volume into our regular publications. The 1955
volume, prepared under the supervision of Iwao
M. Moriyama, represented a costly and time-consum-
ing effort, because of our limited ability at that time
to make extensive use of automated data process-
ing equipment for the tabulation of multiple cause
statistics.

There is general consensus that the single most im-
portant factor contributing to implementation of a
full-scale multiple cause of death statistics program in
the United States was modernization of the mortality
statistics data system in 1968. The principal element of
this change was the shift to coding all conditions on the
death certificate, and the related introduction of an
automated system for determining the underlying
cause of the death. The modified NCHS mortality
statistics data system was largely the result of work by
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Marvin C. Templeton and Marshall C. Evans of the
Division of Vital Statistics.

The primary objective of coding the medical certifi-
cation had been to derive a single code identified in the
International Classification of Diseases (ICD) for the
underlying cause of death (UCD) that represents the

_ certifier’s intent, while at the same time reflecting con-

sistent application of the World Health Organization’s
conventions for determining the UCD. Prior to 1968,
although the coder had to take all of the reported
conditions into account in order to identify and classify
the underlying cause, there was no need to explicitly
assign an ICD code to each reported condition. Since
1968, the application of the UCD selection rules has
been carried automatically by a computerized set of
decision rules in a system known as the “Automated
Classification of Medical Entities,” of ACME. ACME
uses input data consisting of the ICD codes for all
reported conditions. Thus, the coder no longer selects
the underlying cause but now assigns an explicit ICD
code to each condition.

ACME, in effect, takes the determination of UCD
out of the hands of nosological clerks and relies for this
on the computer. Thus, the input to the ACME pro-
gram consists of a magnetic tape image for each death
certificate of all morbid conditions reported by the
certifier.

The principal thrust in modernizing the NCHS
mortality statistics data system was all condition coding
from which multiple cause of death statistics could be
produced. Indeed, experimental tabulations were
prepared using 1968 data. Preliminary results of this
work were reported to an international conference by
Robert A. Israel and Robert Armstrong in 1973.4

More recently, in 1976, the National Center for
Health Statistics sponsored a conference to examine
approaches to developing national multiple cause
statistics utilizing ACME.® The conference was orga-
nized by the Center for Demographic Studies at Duke
University. Attending the conference were about 60
persons representing international vital statistics and
the health research community, vital statistics and data
systems from NCHS, State vital statistics agencies,
public health environmental research agencies, and
the academic health research community.

THE NCHS MULTIPLE CAUSE PROGRAM

For a very long time we at NCHS have had plans for
the development and publication of data on multiple
causes of death. We all have recognized the great and

4 Robert A. Israel and Robert Armstrong, “An Alter-
native Procedure for Classifying and Analyzing Mortality
Data,” International Union for the Scientific Study of Popu-
lation, Liege, 1973, pp. 231—242.

5 National Center for Health Statistics, Multiple Cause
of Death Statistical Data Development Conference, Washing-
ton, D.C., November 9-10, 1976.



growing potential of these data, relative to the tradi-
tional underlying cause approach. Yet, historically, a
lack of resources, the technical complexities of these
data, and, importantly, the catchup priorities and the
ongoing requirements of our regular program includ-
ing our implementing the Ninth Revision of the Inter-
national Classification of Diseases, have slowed our
implementing these activities. I believe that now, at
long last, we are on the threshold of 2 new era in terms
of our multiple cause statistics program.

I would like to describe the major features of the
program that we are implementing:

1. In terms of data access, we are giving the very
highest priority to the development and production of
usable public data tapes. There is general concensus
that the complexity and the richness of detail of mul-
tiple cause data together with the wide diversity of
potential data applications make a public use data tape
program the most flexible and practical approach to
data dissemination. Of course, we plan to augment the
tape program with other means of data access, as I will
describe later. Our detail data tapes will provide three
levels of medical data together with demographic and
geographic information. The levels of medical detail
are as follows:

a. The underlying cause of death;

b. The ICD codes for each medical entity and the
placement of that entity within the cause-of-
death portion of the death certificate; and

c. Those ICD codes that best describe the array
of conditions on the certificate for an individual
decedent. This array of codes would not retain
the location within the certification and would
not include duplicate codes.

Of these three levels, the detail in level b, which is on
what we call an “entity axis” basis, would be used to
meet the demand for pathogenically-oriented re-
search, that is, for work that explores alternative
etiological hypotheses or analyses in which there is a
preference for -certifier-reported as well as
statistically-assigned underlying cause of death. Users
in both groups require the originally-reported condi-
tions as raw data.

Level ¢ data, which is on a “record axis” basis, can be
used to satisfy the need for information on the certifi-
cate without regard to reported etiological relations
among conditions, after the application of rules that
interrelate entities for which autonomous codes would
be misleading. In the multicause record for individual
decedents, the codes derived by the application of
these rules would have no causal priority over other
nonlinked entities also identified in the record axis
data. The record axis data will be used by NCHS for
tabulating multiple cause data in our published and
unpublished materials. The record axis codes will
meet the demand for prevalence-oriented informa-

tion, that is, for information on conditions as disease
prevalence indicators. The distinction between under-
lying cause and nonunderlying cause is thus irrelevant
to the use of these data. The conversion from entity
axis to record axis data serves the purpose of providing
what we feel is better information than the original
entity-based information from which these data are
derived. Yet, the codes resulting from the axis conver-
sion have co-equal status within the record with the
codes that are not implicitly in those resuiting from the
conversion.

The detail data tapes will be at the 4-digit level of
disease classification.

2. In developing the ACME tapes and adapting
them for multicause purposes, we have given high
priority to reformatting; for we have learned that the
present formats of the ACME tapes, which do not have
fixed formats, do not lend themselves to efficient pro-
cessing nor are they compatible, in their present form,
with many of the “canned” software packages for table
generation and for statistical analysis. In the reformat
of the ACME tapes we are undertaking the following:

a. Eliminating the parenthetical components for
the entity codes that appeared under ICDA—8
to identify the components of combination
codes;

b. Eliminating non-numeric processing symbols
(ampersands, brackets, asterisks, etc.) for assign-
ing the underlying cause of death. The ICD
codes will be expanded to 5 digits in order to
differentiate between nature of injury and ex-
ternal causes of injury that carry identical num-
bers in ICD. Additionally, the entity axis codes
will carry a 3-digit indicator of placement and
sequencing;

c. Placing entity codes in fixed format;

d. Assigning record axis codes where applicable
in the decedents’ records;

e. Merging into a comprehensive tape file the
demographic data, underlying cause, entity
codes, and record axis codes; and

f. Editing the multicause codes against the de-
mographic variables and the rare cause lists.

The multicause system for release of our public use
data tapes will be ready for our ICDA—8 tapes by the
end of 1978. The first tapes that will be available are
those for the most recent year of the ICDA—8 period,
that is, data year 1976. We expect release of multicause
data for the data year 1977 and subsequent years to be
concurrent with the regular schedule for release of the
underlying cause tapes. Other tapes of the ICD-8
period, namely for the years 1968—75, will be avail-
able, working backwards starting with 1975, as de-
mand and resources dictate.
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For ICD~9, we expect data for the 1979 data year to
be available for public use tapes by December 1980.

3. Multicause lists are being developed that will serve
as the basis for summary tapes. The summary tapes
will be developed in 1979 to parallel the various cause
lists.

4. Preliminary work has been undertaken toward
development of a core of multicause tabulations for
annual publication as well as for publication in our
“Rainbow” series of analytical reports, for work tables,
and for response to nonstandard data requests. For
nonstandard data requests, we are developing a capac-
ity to provide data on an interactive basis.

5. Our multicause program will initially focus on
generating information at the national level. Soon
thereafter, we will adapt the system for those States
that currently utilize the ACME system for their own
cause of death processing at the State level. Thus far,
seven States—JIowa, Louisiana, Michigan, Nebraska,
North Carolina, Virginia, and Wisconsin—use our
ACME system for coding multicause data and for
deriving the underlying cause. While some of these
States, notably Nebraska and North Carolina, have
been highly innovative in implementing their own
multicause programs, they have done so without our
assistance. Part of the NCHS multicause program will
emphasize technical assistance to States in implement-
ing their own program in conjunction with their use of
ACME. In addition, we will mount an effort to get the
maximum number of other States which desire to do
so to participate in the multiple cause program, within
resource constraints.

6. The development of the national multiple cause
of death statistics program involves an enormous
investment of time and resources by the National
Center for Health Statistics, drawing on a wide range
of expertise both within and outside the Center, both
within the U.S. and from international experts. Rec-
ognizing that our multiple cause program will be
looked to as a model, and recognizing as well the
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pioneering aspects of our program, we will place
considerable emphasis on an ongoing program of
research and evaluations to augment our operational
activities. We see this as an integral aspect of the
national program that will ensure continuing assess-
ment and improvement of our program.

CONCLUSION

We have reviewed the history of national multiple
cause of death activities in the United States. We have
discussed some considerations in implementing a na-
tional program. And we have described some of the
central features of the program that we at NCHS are
now implementing.

We do not indend to abandon the underlying cause
concept, for we view multicause data as an important
supplement too but not as a replacement for underly-
ing cause data. What we are attempting to do with the
implementation of the Ninth Revision is bring these
two approaches into closer alignment and to integrate
them operationally within the context of our ACME
system.

If multiple cause data are to realize their full poten-
tial and if the National Center for Health Statistics
program in this area is to be valuable, then significant
interaction between producers and consumers of the
data must occur. For the immediate future, we are
implementing a system that we feel will produce useful
information published and unpublished, which will be
highly amenable to tabulation and analysis. In the long
run, continuing assessment, evaluation, and research
should help us improve the system further.

We anticipate that the NCHS multiple cause of
death statistics program holds great promise for statis-
tical analysis, research, and planning. And we feel that
it offers great benefits in terms of the medical knowl-
edge that it will generate. We are giving high priority
to the proposition that the decade of the Ninth Revi-
sion will also be the decade of U.S. Multiple Cause of
Death Statistics.
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IDENTIFICATION OF MENTAL DISORDER IN
GENERAL POPULATION SURVEYS: CURRENT
STATUS OF EPIDEMIOLOGICAL CASE FINDING

TECHNIQUES

Jean Endicott, Ph.D., Deputy Director, Biometrics Research, New York State Psychiatric Institute,

‘New York, New York

In the past, epidemiological surveys of large popula-
tion groups have usually been considered sufficiently
detailed if they were able to classify subjects as like
“psychiatric cases” using relatively simple procedures.
Smaller sample surveys have used one of a limited
number of procedures designed to provide more
specific data concerning the type of disorder or the
degree of symptomatic or social impairment. This
paper will discuss procedures which involve direct
interview of the subject and which yield specific diag-
noses rather than an overall score of “caseness.”

A number of different instruments consisting of
interview guides and items have been used in smaller
epidemiological surveys. These have inciuded the
Present State Examination, the Psychiatric Status
Schedule, the Current and Past Psychopathology
Scales, the Renard Diagnostic Interview, and the
Lifetime Version of the Schedule for Affective Disor-
ders and Schizophrenia. I will give a very brief de-
scription of each instrument, then note problems that
make them unsuitable for use in large scale surveys of
the general population. .

The Present State Examination (PSE) was developed
by Dr. John Wing and his group at the Maudsley
Hospital in London. It focuses upon the subject’s
mental status during the past month and has been used

in a number of cross national studies. The coverage _

focuses primarily on traditional mental status symp-
toms (with limited coverage of alcohol and drug abuse
and functioning in social roles). The output includes
some summary scales and a computer diagnosis
(CATEGO) and the interviewer is expected to make a
clinical diagnosis after completing the interview.

The Biometrics Research group, headed by Drs.
Robert Spitzer and Jean Endicott, has designed a
number of different instruments which focus on diag-
nostic classification and social functioning. The
Psychiatric Status Schedule (PSS) developed by Drs.
Spitzer, Endicott, and their group at the New York
State Psychiatric Institute, was the first such instru-
ment. The PSS covers mental status, use of alcohol and
drugs, as well as impairment in daily routine and in a
‘number of social roles (mate, parent, housekeeper,
wage-earner, etc.). The time period covered is the
week prior to and including the interview. A computer
diagnosis (DIAGNO I) can be obtained as well as

summary scale scores of dimensions of psychopathol-
ogy and functioning.

The Current and Past Psychopathology Scales
(CAPPS) was also developed by Drs. Spitzer and £n-
dicott and their group. It covers symptoms and func-
tioning during the past month and during the period
from age 12 up until the past month. The coverage is
broader than that of any of the other instruments
(more “personality” items are included). The output
includes computer diagnoses (DIAGNO 1II) for the
current condition and summary scale scores for both
the current and past condition. The diagnosis (or
diagnoses if multiple) is coded in DSM-II terms.

The Life-time Version of the Schedule for Affective
Disorders and Schizophrenia (SADS-L) is the most
recent interview schedule and guide developed by Drs.
Spitzer and Endicott and their group. The time period
covered is from early adolescence to the present. The
coverage is appropriate for making the diagnoses
contained in the Research Diagnostic Criteria, includ-
ing some subtyping of the major disorders. At the end
of the interview the rater reviews the material and
makes both a current and a life-time diagnosis follow-
ing the rules of the Research Diagnostic Criteria.

The Renard Diagnostic Interview, developed by
Drs. Lee Robins, John Helzer, Jack Croughan, and
others at the Washington University School of Medi-
cine in St. Louis, has coverage appropriate for making
research diagnoses using the Feighner, St. Louis, and
the Clinic 500 research criteria. These diagnoses are
made on a life-time basis, with notation of the date of
onset. :

All five of these instruments share a common prob-
lem. For the most part the diagnoses are not readily
translatable into the diagnostic categories that will be
included in the third edition of the American Psychiat-
ric Association’s Diagnostic and Statistical Manual
(DSM-III), although some of the criteria within the
SADS-L and Renard Interview are virtually identical.
Most psychiatric epidemiologists now believe that any
diagnostic data collected upon a large population
should be related to the major categories of DSM-IIT if
they are to have national generalizability.

In addition, the PSE, PSS, CAPPS, and SADS-L are
not suitable for general use in a large population
survey because they require interviewers with consid-
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erable experience in interviewing and evaluating

psychiatric patients. This experience should be ob--

tained either prior to the use of the forms or acquired
through a relatively lengthy training period. Many of
the items to be judged use technical terms. (Although
"some definitions are given, the clinical distinctions are
often subtle.) For some types of epidemiological
studies there may be an advantage to these instru-
ments. However, they are much too expensive to use in
larger surveys. In contrast, the Renard Diagnostic
Interview can be used by less highly trained personnel
and thus is much cheaper to use when many interview-
ers are needed in a number of different locations.
In addition to the above deficiencies only two of
the instruments yield diagnoses and dimensional

scales for both the past and present (the CAPPS and

the SADS-L).

The deficiencies of each of the instruments de-
scribed above led to a decision to develop a new
instrument, the Diagnostic Survey Schedule (DSS)
under the sponsorship of Dr. Regier and the branch
‘headed by him. It will use a combination of the
approach followed in the Renard Iriterview and that of
the SADS-L. The instrument is being developed by
Drs. Lee Robins, John Helzer, Jack Croughan, Robert
Spitzer, and Jean Endicott. Most of the developmental
work is being done by Drs. Robins, Helzer, Croughan
and their staff, in consultation with Drs. Spitzer and
Endicott. It will be field tested in both centers. The DIS
is being designed to meet the following requirements:
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(1) Whenever possible, the diagnostic output should be
translatable into DSM-III terms; (2) The major diag-
nostic categories of DSM-II1 should be covered as well
as possible, given the limitation of the data collection
technique being followed; (3) The interview guide and
items should be designed so that it can be reliably
administered by interviewers similar in experience
and training to those using other survey instruments
utilized in large scale studies of the general popula-
tion; (4) It should be possxble to give adequate trammg
and experience to interviewers within a 2 week period;
(5) It should not take more than an average of 30
minutes to complete the interview; (6) The output
should result in both current and life-time diagnoses;
(7) The output should include summary measures of
functioning and symptomatology in addition to the
diagnostic categorization. This will include the Global
Assessment Scale, a procedure now being used by
many States and facilities in their health statistics
reporting.

Work has begun on the development of the DSS and
a version should be ready for use in the fall. The
reliability and validity of the instrument and its output
will have to be tested in 2 number of different settings.
A major question will concern the degree to which the
diagnoses made correspond to diagnoses made by
psychiatrists using DSM-III criteria. If the correspon-
dence is low, the usefulness of the data for health
planning, anticipation of need for services, etc., will be
greatly limited.



SERVICE UTILIZATION DATA AS A PROXY MEASURE
OF INCIDENCE AND PREVALENCE

Carl A. Taube, 4cting Deputy Director, Division of Biometry and Epidemiology, and Irving D. Goldberg, Chief,
Applied Biometrics Research Branch, Division of Biometry and Epidemiology, National Institute of Mental Health,

Rockville, Maryland

Methods of measuring incidence and prevalence
of mental disorders can be classified into three gen-
eral categories as reflected in the presentations this
morning:

1. Instruments for direct community surveys as
described by Dr. Endicott in the first presen-
tation today;

2. Indirect measures, an example of which will
be described by Mrs. Rosen following this
presentation;

3. Utilization data, which may be used as a
proxy measure of the incidence and preva-
lence of mental disorders.

Itis useful to differentiate utilization measures from
indirect measures because they represent a separate
methodological approach to estimating incidence and
prevalence of mental disorders. In the indirect mea-
sures approach, a variable or variables having an as-
sumed or demonstrated correlation with incidence or
prevalence are measured in the community. An infer-
ence based on the correlation is then made about the
incidence of prevalence of mental disorders in a com-
munity. In utilization data, however, one is actually
measuring incidence or prevalence directly for part of
the total population that would be defined as having a
mental disorder.

Many years ago data on the number of persons using
mental health resources might have been very close to
the actual incidence or prevalence of mental disorders.
Today this is no longer true except for possibly a_
selected number of severe disorders such as schizo-
phrenia or severe mental retardation. Many questions
have been raised about the use of utilization data as a
proxy measure of incidence and prevalence. This
paper explores the current state of the art and possible
future directions for research in this area.

Many difficulties have been noted regarding use of
utilization data as indicators of incidence and preva-
lence. Aside from the fact that utilization data per se
represent ¢reated incidence or prevalence rather than
“true” incidence or prevalence, a short list of these
difficulties would include at least the following:

1. A certain proportion of the persons using
specialty mental health services do not have a
mental disorder. These must be identified
and deleted from the count if an appropriate
estimate is to be made.

2. There often is incomplete coverage of the

universe of facilities in the specialty mental
health sector. The most notable exclusion is
usually the private sector, primarily private
office practice, Since a significant proportion
of the persons with a mental disorder in a
year are seen solely in private office practice,
their exclusion from utilization data repre-
sents a significant omission and a serious bias
in estimates of the total number and charac-
teristics of persons with mental disorders.

. Evidence derived from a recent study relat-

ing prevalence to utilization suggests that as
many as 60 percent of the persons with a
mental disorder during a year are seen as
outpatients in the health sector, with only
one-tenth of these also seen in the specialty
mental health sector. Most studies using utili-
zation data as proxy measures of incidence or
prevalence of mental disorder cover the uni-
verse (or selected components of the uni-
verse) of specialty mental health facilities only
and do not include the health sector.

. Utilization data generally are in the form of

counts of events rather than counts of per- .

sons. For example, number of admissions,

episodes of care, or visits, are counted rather
than the number of persons receiving ser-
vices. The conversion of these “event” counts
to “person” counts is often difficult and the
conversion factors vary considerably for dif-
ferent types of settings and different sub-
groups of patients.

. While it is becoming less and less true with

increased coverage for mental disorders in
various insurance plans, a problem that still
remains is that many times a diagnosis of
mental disorder, alcoholism, or drug abuse is
not made on report forms submitted for
claims because insurance coverage does not
include such disorders. Therefore, utiliza-
tion data based on insurance claims have a
built-in underreporting bias, particularly
with regard to general hospital or outpatient
settings for particular disorders most fre-
quently excluded from insurance plans.

. There is inconsistency. between the types of

units counted in different surveys conducted
for different types of settings by different

types of data collectors. These inconsistencies
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make it difficult to aggregate data according
to geographic areas or to compare data over
time between different surveys. Using as an
_example the national surveys conducted by
Federal agencies, the National Ambulatory
Medical Care Survey collects data from
physicians in office-based practice and counts
the number of visits, and the National Insti-
tute of Mental Health collects data from out-
patient psychiatric settings, usually on admis-
sion to these settings. Therefore (aside from
overlap of persons seen in both treatment
sectors), it is difficult to estimate and add
together the number of persons seen in spe-
cialty outpatient mental health clinics and the
number of persons with mental disorders
seen in general medical office-based practice
to produce an overall estimate of the number

of persons in ambulatory care settings with.

mental disorders. Similar problems exist at
other Government levels and other settings.

If there are all these difficulties with using utilization
data as a proxy measure for incidence or prevalence,
and if direct measures of the community morbidity are
on the horizon, one may well question why utilization
data should be pursued as a proxy measure for inci-
dence and prevalence at all. There are several reasons
why this still remains potentially useful despite the
difficulties. First, there are disorders which are dif-
ficult to pick up in a community survey because of their
low frequency of occurrence. Utilization data provide
a mechanism for obtaining a much more accurate
count of these rare events (on the assumption that they
come under treatment). Second, if the relationship of
utilization to incidence and prevalence can be estab-
lished it is relatively more economical to employ utili-
zation data. Service statistics are generally kept by all
facilities in some level of detail. Inasmuch as such data

- are collected as by-products of administrative systems,
billing systems, or other mechanisms and, therefore,
no additional primary data collection is required, the
utilization measures are considerably more economi-
cal to obtain than those derived from a direct com-
munity survey.

In light of the above, it is therefore useful to assess
what might be done to increase the potential use of
these service data in the area of epidemiology.

(a) First, considerable progress has been made
in studying the identification of mental disor-
ders and the provision of mental health services
to persons with mental disorders in health care

settings. A few examples are illustrative. In a-

series of studies conducted in Monroe County,
New York, over a number of years, we found
that between 5 percent and 22 percent of adult
patients seen by primary care physicians in these
different types of settings were diagnosed with
emotional disorder. Further, we found, on
matching of the study populations to the Mon-
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roe County Psychiatric Case Register, that only
14 to 38 percent of patients judged to have an
emotional disorder in these studies received care
from specialty psychiatric settings. For the three
groups of study patients, the estimated “annual
diagnosed prevalence” of mental health prob-
lems. when including persons diagnosed in the
nonpsychiatric medical settings, was at least 2%
to 10 times as great as that based solely on those
who received care in psychiatric settings.

In a feasibility study of the office practice of
pediatricians (also conducted in Monroe
County), overall, 5 percent of their patients
under 18 years of age were diagnosed to have a
mental health problem. High rates were as-
sociated with children in the 7-14 year age
group (9.9 percent), those on Medicaid (8.6 per-
cent), children who were not living with a father
(10.9 percent), those whose presenting com-
plaint was a chronic physical condition (11.7
percent), and children diagnosed with a disease
of the digestive system (16.7 percent) or with
“symptoms, signs, and ill-defined conditions”
(14.3 percent). Functional impairment was re-
ported to be moderate or severe in 40 percent of
the children with mental health problems. Also,
the rate of mental health problems in study pa-
tients under 15 years of age was 5 times the
annual rate of Monroe County residents in that
age group contacting any inpatient or outpatient
psychiatric setting.

These preliminary results illustrate the mag-
nitude of the number of persons receiving
treatment in the health sector, the dangers of
using solely specialty mental health sector utili-
zation data, and the potential of such studies to
add to our knowledge of the incidence and

prevalence of mental disorders.

(b) The second major activity that would im-
prove the potential of utilization data is the
conduct of methodological studies on the re-
lationship of person counts to duplicated events.
At least three different approaches should be
pursued:

1. Thedevelopment of conversion factors
based on psychiatric case registers or
special studies. There remain two
psychiatric case registers in the United
States which could be used for research
in this area. In addition, special studies
should be developed in which the re-
lationship of the number of service
events to the number of persons can be
studied. The difficulties with these case
registers or special studies is primarily
the question of their representative-
ness; that is, using a factor derived
from a small areas study for application
to national data or data outside the



study area. Some limited comparison
of ratios derived from the Monroe
County Psychiatric Case Register with
national data indicate an encouraging
comparability.

. Improve the capacity of routine man-

agement information systems to pro-
duce person data. This area perhaps
has a limited potential. Certainly the
capacity of public operated programs
to produce person data could be
greatly enhanced. The possibility of
extension to the private sector is prob-
ably dependent upon the development
of a national health insurance program
in which case independent estimates of
persons can be derived from the reim-
bursément system. Problems of confi-
dentiality, privacy, and other factors
inhibit accomplishing this at this time.
More intensive analysis of data files
from insurance plans and prepaid
group practice plans. While there are
numerous difficulties in using data
from such files, the potential informa-
tion is considerable, particularly in
those plans where the mental health
benefit structure is such that most or all
of the persons with mental disorders
are receiving care within the plan. The
potential of this information is illus-
trated by a set of recently completed
studies dealing with the utilization of
health and mental health services by
persons with and without diagnosed
mental disorder in four comprehen-
sive health care settings, including two
HMO’s, a neighborhood health center,
and a fee-for-service setting. Data ob-
tained and analyzed include informa-
tion ahout the health care setting, its
available service benefits, population
served, data on recent utilization of
health and mental health services, in-
cluding unduplicated counts of pa-
tients served and visits made separately
for those with and without mental dis-
order, costs of services provided, data
by families, and historical data on
medical and mental health services.
Time does not permit even a capsule
summary of the multiple findings.
However, the results will appear in a
series of papers, some of which are
near completion. A sampling will suf-
fice for now. Between 3 percent and 12
percent of the enrolled populations in

these settings were diagnosed as having _
a mental disorder. Departments other
than mental health in those settings
identified between 1 percent and 6
percent as having a mental disorder,
some of whom were not identified by
the mental health professionals. One of
the consistent findings in these studies
was that patients with mental disorder
were higher users of health services
than were other patients. To the extent
that a national health insurance pro-
gram will involve HMO’s or similar
comprehensive health care settings,
the role of the primary health care pro-
vider and the related issue of the integ-
ration of health and mental health ser-
vices will become of increasing impor-
tance. The primary difficulty in using
existing files from insurance plans is
that they are set up as billing
and accounting systems, and, there-
fore, it is difficult to generate person
data from them. ,

(c) The third major activity which will greatly
improve the potential of utilization data is the
promulgation and use of standard definitions
and mental health data sets such as those being
proposed by the Cooperative Health Statistics
System and the Mental Health Statistics Im-
provement Program. The widespread use of
uniform data sets, such as the Uniform Hospital
Discharge Data Set, will enhance the potential of
utilization data greatly by eliminating defini-
tional differences and related problems.

(d) Finally, the relationship of use or demand
for services to true incidence or prevalence
should be studied further in the mental health
area. The NIMH is hoping to fund
epidemiological catchment areas in which com-
munity surveys can be conducted to generate a
cohort of persons with identified mental disor-
ders. This cohort can then be followed to iden-
tify use patterns. These areas will provide an
ideal laboratory for studying the relationship
between incidence or prevalence and use of ser-
vices. The development and use of more sophis-
ticated direct measures of mental disorders will
enable much more comprehensive study of the
relationship of incidence and prevalence to utili-
zation and demand. Therefore, the continued
development of direct measure will increase the
potential of utilization data as a proxy measure
of incidence and prevalence.
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INDIRECT MEASURES OF MENTAL HEALTH
STATUS—MENTAL HEALTH DEMOGRAPHIC

- PROFILE SYSTEM

Beatrice M. Rosen, Assistant Chief, Applied Biometrics Research Branch, Division of Biometry and Epidemiology,

National Institute of Mental Health, Rockville, Maryland

The previous papers in this session have discussed
various ways of detecting mental illness in the popula-
tion either through the use of epidemiological studies
or through the use of indicators reflecting utilization
of psychiatric facilities. These might be termed direct

-measures of mental illness. Another method which has
been used frequently in health and mental health
planning particularly in the last decade is the use of
social indicators of the general population. These are
considered indirect measures and are chosen to reflect

- a variety of conditions in the community related to
economic status, educational achievement, and social
structure, to name a few, which are suggestive of
mental health or illness in a community.

*  The National Institute of Mental Health has de-
veloped an extensive social indicator project, the Men-
tal Health Demographic Profile System, a compilation
of social and economic variables based on the 1970
Census of Population and Housing. This system con-
tains data related to socioeconomic status (in terms of
economic status, social status, and educ¢ational status),

- ethnic composition, household composition and fam-
ily structure (including marital status and family life
cycle), type and condition of housing, community
instability, and specific high risk populations. Specific
indicators were chosen because sociological and
epidemiological literature show them to be highly
correlated with both prevalence of mental illness and

- utilization of psychiatric facilities.

The overall purpose of the Mental Health Demo-
graphic Profile System is to provide social area data for
needs assessment and evaluation of mental health
programs in an individual catchment area and for
-.comparison and ranking of catchment areas within a
State, region and the total United States. More specifi-
cally, the Mental Health Demographic Profile System
has been designed to: (1) identify and locate high risk
populations in terms of their greater use of mental
health services (these groups might include female-
headed families, isolated individuals); (2) identify and
locate target populations such as children, the elderly,
the poor, and other groups who might be the subject of

- special health programs; (3) conduct a social area
analysis, that is, to characterize the social and economic
structure of the community; (4) and provide de-
nominator data from which to compute rates of service

utilization.

- In contrast to some economic indicators which are

based on economic theory, there is no appropriate

theoretical basis upon which one might interpret social
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indicator data. As an example, given the value of a
social indicator such as the percent of population in
poverty, there is no way to directly relate that value to
the number of persons in the population in poverty
who might require psychiatric services or have a men-
tal illness. Nevertheless, the research literature is re-
plete with studies suggesting that populations who are
poor, who are isolated, or who are suffering from
divorce and separation have a far higher risk of being
mentally ill or of using psychiatric services than those
who are not subject to these conditions. Hence, the
data in the Mental Health Demographic Profile Sys-
tem can be used to identify and rank high risk areas in
the community or to locate underserved populations.
Figure 1 contains a listing of some of the indicators in
the system which reflect high risk populations and
other target groups—populations in poverty, ethnic
groups, children, the aged, and populations in social
isolation and related conditions.

Data from the Mental Health Demographic Profile
System are available for the following health areas:
community mental health catchment areas, Health
Service Areas, Professional Standards Review Organi-
zation areas, and Neighborhood Health Center Areas.
Data are available also for the following census geo-
graphic units: counties, census tracts, minor civil divi-
sions or county census divisions, States and the United
States.

A number of products have been developed from
the Mental Health Demographic Profile System which
should prove useful in using the system and interpret-
ing the data in it. Figure 2 (tables 5 and 6 of the system)
represents one of the major tables generated from this
system, a catchment area summary. It contains most of
the social indicators in the system and in addition
includes comparison data by county, State and the
United States.

Another major product, shown in figure 3, is the
display of subarea data for each catchment area. These
include all the major variables in the system for each
subarea included in a catchment area. Subareas of
catchments may be counties, census tracts and/or
minor civil division. In this particular example, this
catchment area is comprised of a number of census
tracts. In addition, such information is available for
census tracts or minor civil division counties.

Population pyramids represent a third major output
item (figure 4). They contain data by age, sex and race.
These are available for all geographic areas in the
system. The pyramids include absolute numbers as



FiGURE 1. MENTAL HEALTH DEMOGRAPHIC PROFILE
SYSTEM

" Examples of Indicators of Target Populations

Populations in Poverty Table Item No.
Families in poverty 5 8
Population in poverty 6 8

. Median income of families and

unrelated individuals 5 7
Female-headed families with
6
6

children in poverty 105

Children in poverty 108
Children
Youth dependency ratio 5 17
Children living with their parents 6 49
Fertility ratio , 6 51
Child-bearing (only) families 6 61
Child-bearing and child-
rearing families 6 62
Child-rearing families 6 63
Teenagers hot in school 6 95
Children in poverty 6 108
Aged
Aged dependency ratio, total 5 18
Aged dependency ratio, White 6 58
Aged dependency ratio, Negro 6 59
Aged persons living alone 6 99
Aged persons in poverty 6 100
Ethnic Population
Percent White 5 5
Percent Negro 5 6
Percent household population
Negro 5 12
Percent Spanish Americans 6 45
Percent southern or eastern
European stock 6 44
Percent household population
Nonwhite other than Negro 5 13
Percent foreign born or native born
of foreign or mixed parentage 5 14
Social isolation and related conditions
Small households (1 person
households) 6 47
Household heads, primary individuals 6 69
Single males, females 6 71,72
Divorced or separated males, females 6 73,74
Widowed females 6 75
Female-headed households 6 76
Aged persons living alone 6 99
Median household size 6 46

well as a percent distribution by 5-year age groups.
These pyramids have several uses; one is to provide
denominator data for computing utilization rates in
any of the areas in which data are available. In addi-

tion, they can show at a glance the population distribu-
tion within an area, that is, the relative composition of
men and women, of children.and older people, or of
areas with unusual population distributions compared
to standard family areas. .

Another product of the system is a series of rank
tables for each State in which catchment areas or
perhaps counties are ranked for each variable in the
system from the lowest value to the highest. For
example, tigure 5 shows a rank table for percent of
families in poverty for the State of Maryland. The table
contains the rank of each catchment area, the value of
the indicator for each catchment area and the percent
of catchment areas above or below a specific catchment
area in terms of the value of the indicator. This
information is particularly useful in assisting planners
in the determination of which areas should have
higher priority for funding or in developing needed
services. ‘ . .

Data from the Demographic Profile System have
been used in sophisticated ways as well as in simplified
ways. For example, statisticians and planners have
used regression analysis, multivariate analysis and
factor analysis when coping with the large amounts of
data in the system or in trying to isolate the most
significant variables in a catchment area. However,
planners may not have the equipment, training or time
to use the system in such a manner, nor is it necessary.
In an individual catchment area, all that may be
needed is to determine the location and relative level
of high risk pgpulations. For such a procedure, map-
ping is a satisfactory and simple approach. Figure 6
illustrates a map which contains data on percent of
population in poverty for census tracts in a catchment
area in Montgomery County, Maryland. This map
shows, for example, that the areas containing the
greatest proportions of populations in poverty are
clustered in the Southern part of the catchment area.
This can be useful information, for example, for an
agency in determining where outreach programs
should be centered. If a social area analysis of the
catchment area is needed, a workbook has been de-
veloped by the NIMH to assist in that task. This
workbook, titled “A Typological Approach to Doing
Social Area Analysis” is available on request.

Another tool which has been developed for use in
analyzing the data from the profile system is the table
containing information on the distribution of all

_catchment areas in the country according to the values

of each variable, from low to high. This example,
figure 7, is displayed for selected deciles. This table can
be used, for example, to determine whether the value |
of a statistic in any particular catchment area is consid-
ered high, average, or low compared to other catch- -
ment areas in the country. Such a table is also available
for metropolitan, non-metropolitan, and rural coun-
ties. Figure 8 shows a listing of variables selected from
the system and their values for metropolitan and rural
counties with the U.S. total for comparison. As you can
see from this table, the median value for metropolitan
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SAMPLE CATCHMENT AREA TARLE

TABLES 5 AND 6
TAK.PAPK~SS AREA II, HD.
MENTAL HEALTH DEMOSRAPHIC FROFILE SYSTEM : SELECTED INDICATORS FRCH THE 1970 CENSUS, 100X AND SAMPLE TABULATIONS
DEVELOPED JOINTLY BY THE DIVISIONS OF BIOMETRY AND MENTAL HEALYH SERVICE FROGRAMS, N I MH

i CCHPARISONS TO STATISTICS
STATISTIC DESCRIPTION STATISTIC  DENOMINATOR FOR OTHER AREAS

COUNTY STATE u.s.

GENERAL POPULATION DATA

5-01 TOTAL POPULATION 119154 cree 522809 3922399 203211905
5-02 NUMBER OF MALES IN HOUSEHOLDS 55908 ceen 250460 1851019 95456663
5-03 NUNBER OF FEMALES IM HOQUSEHOLDS 61358 cens 266185 1966563 177748975
5-04 POPULATION IN GROUP QUARTERS (IN 6Q) 1888 PN 6164 104817 5812013
5~05. POFULATICN RHITE 109208 ceoe 493934 3194888 177748975
5-06 POPULATION NEGRO 7874 cves 21551 699479 22580289
INCOME
5-07 MEDIAN INCOME: FAMILIES & UNRELATED INDIV $11203 45366 $14090 $ 9130 $ 7699
6-01 MEDIAN INCOME: RMITE FAMILIES ' $14632 29090 $16993 $12635 $ 9961
6-02 MEDIAN INCOME: NEGRO FAMILIES $ 104 1939 $10522 $ 7701 $ 6068
6-03 MEDIAN IMCONME: UNRELATED INDIVIDUALS $ 5478 13956 $ 5780 $ 3099 $ 2489
6~0G6 MEDIAN INCOME: WHITE UNRELATED JIKDIV. $ 5656 12764 $ 6083 $ 3349 $ 2563
6-05 MEDIAN INCOME: NEGRO UNRELATED INDIV. $ 3489 1009 $ 2587 $ 2325 $ 1937
5-08. Z FAMILIES IN POVERTY . 3.9 31410 3.0 7.7 10.7
6~06 7 FAMILIES IN POVERTY: WHITE 3.4 29090 2.6 5.3 8.6
6-07 Z FAMILIES IN POVERTY: NEGRO 9.7 1939 12.8 c0.9 29.8
6-98 7 POPULATION IN POVERTY - 5.7 118296 .2 16.1 13.7
6-09 Z POPULATION IN POVERTY, WHITE 5.1 108824 3.6 6.9 10.9
6-10 Z POPULATION IN POVERTY, HNEGRO 12.4% 7745 17.1 26.7 35.0
6-11 UPPER QUARTILE FAMILY INCOME $21773 31419 5‘23627 $16674 $14042
VALUE OF HOUSING
6-12 MEDIAM HOUSE VALUE: NON-NEGRO $30121 166264 $3285¢2 $19637 417255
6-13 MEDIAN HOUSE VALUE: KEGRO $31626 723 $27386 $11107 410356
6-14 MSEDIAN MONTHLY CONTRACT RENT: NON-NEGRO & 148 20596 $ 166 $ 121 ¢ 92
6-15 MEDIAN MONTHLY CONTRACT RENT: HE@RO $ 148 1543 $ 139 $ 85 $ 69
EMPLOYMENT & LABOR FORCE
6-16 Z CIVILIAN LABOR FORCE 16+ UNEMPLOYED 2.2 56148 2.0 3.2 4.4
6-17 Z CIVILIAN LABOR FCRCE 16+ UNEMPLOYED: W 2.1 51494 2.0 2.7 4.1
6-18 % CIVILIAN LABOR FORCE 16+ UNEMPLOYED: NE 2.9 3855 2.9 5.6 7.0
6-19 7 EMPLOYED MALES 25-6% UNDERENFLOYED 6.2 27010 4.3 6.3 8.5
6-20 #% EMPLOYED MALES 25-64 UNDEREMPLOYED: MWHI 5.8 264929 4.1 5.6 8.0
6-21 7 EMPLOYED MALES 25-64 UNDERENPLOYED: NEG 11.0 1696 8.7 10.4 12.8
6-22 7 FEMALES 16 & OVER IN LABOR FORCE 50.3 47493 45.1 44.4 4l.4
6-23 Z FEMALES 16 & OVER IN LABOR FORCE:SITE 49.3 43924 44.4 42.6 40.6
6-24 Z FEMALES 16 & OVER IN LABOR FORCE:NEGRO 64.9 2936 61.6 53.1 47.5
SOCIAL STATUS
5-09 LCW OCCUPATIONAL STATUS: MALES (X) 14.6 31939 13.7 30.3 36.0
5-10 HIGH CCCUPATIONAL STATUS: MALES (#) 50.2 31939 56.0 31.4 5.4
6~25 LOK OCCUPATICNAL STATUS: WHITE MALES (Z) 13.0 29511 12.4 25.0 33.2
6~26 HIGH OCCUPATIONAL STATUS:WHITE MALES (Z) 51.1 29511 56.9 34.7 27.0
6-27 LGW OCCUPATIONAL STATUS: NEGRO MALES (Z) 34.8 1966 45.3 61.4 64.9
6-00  HYGH QCCUFATIOMAL STATUS:NESEC DPALES (00 I5.8 1966 29.6 11.3 8.9
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TABLES 5 AND 6 (CONTINUED)
TAK.PARK-SS AREA IIX, MD.
HMENTAL HEALTH DEMOGRAPHIC PROFILE SYSTEM : SELECTED INDICATORS FROM THE 1970 CENSUS, 1007 AND SAHPLE TABULATIONS
DEVELOPED JOINTLY BY THE DIVISIONS OF BIOMETRY AND MENTAL HEALTH SERVICE PROGRAMS, N I M H

COMPARISONS WYTH OTHER AREAS
STATISTIIC DESCRIPTION STATISTIC  DENOMINATOR COUNTY STATE U.s.

SOCIAL STATUS (CONT)

6-29 LOW OCCUPATIONAL STATUS: FEMALES (X} 12.8 22995 13.7 28.8 36.3
6-30 LOW OCCUPATIONAL STATUS:WHITE FEMALES(Z) 11.4 20910 11.9 22.5 2.7
6-31 HMID OCCUPATIOMAL STATUS:HHITE FEMALES(Z) 56.9 20910 55.6 54.5 47.0
6-32 LOW OCCUPATIONAL STATUS:NEGRO FEMALES(Z) 26.5 1778, 42.1 55.1 62.4
6-33 MID OCCUPATIONAL STATUS:NEGRO FEMALES(X) 39.9 1778 30.7 29.7 24.8
EDUCATIONAL STATUS
5-11 MEDIAN SCHOOL YEARS COMPL, 25+ YEARS OLD 12.8 68960 13.0 12.1 12.1
6-34 MEDIAN SCHOOL YEARS , AGE 25+: WHITE 12.8 64037 13.2 12.2 12.1
6-35 MEDIAN SCHOOL YEARS , AGE 25+: NEGRO 12.7 3991 12.1 9.9 9.8
6-36 LOW EDUCATIONAL STATUS, PERSONS 25+ (X} 12.3 68960 10.3 27.4 28.3
6-37 LOM EDUCATIONAL STATUS, WHITES 25+ (Z) 12.0 64037 9.6 26.7 26.6
6-38 LOW EDUCATIONAL STATUS, NEGROES 25+ () 16.9 3991 30.0 42.1 43.8
6-39 7 WHITES 18+ COMPLETED HIGH SCHOOL 75.4 78055 79.0 58.2 56.9
6-40 7 NEGROES 18+ COMPLETED HIGH SCHOOL 67.7 5125 56.3 36.3 35.9
6~41 7 WHITES 18-24 COMPLETED HIGH SCHOOL 71.0 14018 70.7 68.8 68.3
6-42 7 NEGROES 18-24 COMPLETED HIGH SCHOOL 63.9 1134 59.6 52.6 53.3
6-43 HIGH EDUCATIONAL STATUS, PERSCNS 25+ (%) e7.4 68960 33.2 13.9 10.7 .
ETHNIC COMPOSITION
5-12 7 HOUSEHOLD POPULATION NEGRO 6.5 117266 4.1 17.7 11.3
5-13 Z HH POPULATION NON-WHITE & NON-NEGRO 1.8 117266 l.4 0.7 1.4
5-14 7 POPULATION FOREIGH STOCK 26.2 119457 21.2 11.6 16.5
6-44 7 PERSONS SOUTH OR EAST EUROPEAN STOCK 12.4 119457 8.9 5.3 6.6
6-45 7 PERSCNS SPANISH AMERICAN HERITAGE ~ 3:9 113169 3.0 1.4 4.7
GENERAL HOUSEHOLD CHARACTERISTICS
6-46 MEDIAN HOUSEHOLD SIZE 2.4 41311 3.1 2.9 2.7
6~47 7 HOUSEHOLDS SHALL, ONE PERSON 20.5 41311 13.5 14.9 17.6
6-68 7 HOUSEHOLDS LARGE, SIX OR MORE PERSONS 6.7 41311 10.7 11.3 10.4
6-49 Z CHILDREN LIVING WITH BOTH PARENTS 86.6 35056 89.8 8l.0 82.6
6-50 SEX RATIQ (MALES PER 100 FEMALES) 91.0 61353 94.1 9.1 93.6
6~51 FERTILITY RATIO (UNDER 5 PER 1000 FEM 15- 354.1 26473 373.5 @12.6 415.7
5-15 7 HOUSEHOLDS HUSBAND-WIFE FAMILIES 66.3 41311 76.0 70.9 69.4
6~52 7 HOUSEHOLDS HUSBAND-WIFE * WHITE 66.5 38317 76.3 73.8 71.3
6-53 7 HOUSEHOLDS HUSSAND-WIFE : NEGRO 63.4 2384 66.1 54.9 52.6
FAMILY LIFE CYCLE
5-16 'HEDIAN AGE OF HOUSEHOLD HEADS 45.9 41311 45.3 45.7 48.2
6-56 MEDIAN AGE HOUSEHOLD HEAD: RHITE 46.9 38317 45.7 46.2 48.5
6-55 MEDIAN AGE HOUSEHOLD HEAD: NEGRO 35.6 2384 39.9 43.5 45.7
5-17 YOUTH DEPENDENCY RATIO 48.4 72387 63.4 63.4 63.4
6-56 YOUTH DEPENDENCY RATIO, WHITE 47.4 66518 63.0 59.8 60.8
6-57 YOUTH DEPENDENCY RATIO, NEGRO 62.0 4579 73.2 8z.3 85.5
5-18 AGED DEPENDENCY RATIO 13.6 72387 10.2 13.1 17.4
6-58 AGED:DEPENDENCY RATIO, WHITE 14.4 66518 10.3 13.6 17.9
6-59 AGED DEPENDENCY RATIO, NEGRO 4.2 4579 7.8 10.7 13.6
6-60 Z FAMILIES WITH CHILDREN 51.5 31332 61.3 57.4 54.9
6-61 7 FAMILIES CHILDBEARING ONLY 13.9 31332 13.1 13.4 12.7
6~62 7 FAMILIES CHILDBEARING & CHILDREARING 10.6 31332 14.1 14.1 13.4
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TABLES 5 AND 6 (CONTINUED)
TAK.PARK-SS AREA II, MD.
MENTAL HEALTH DEMOGRAPHIC PROFILE SYSTEM : SELECTED INOICATCRS FROM THE 1970 CENSUS, 1007 AND SAMPLE TABULATIONS
DEVELOPED JOINTLY BY THE DIVISIONS OF BICHMETRY AND MENTAL HEALTH SERVICE PRCGRAMS, N I M H

COMPARISONS WITH OTHER AREAS
STATISTIIC DESCRIPTION STATISTIC  DENOMINATOR COUNTY STATE u.s.

FAMILY LIFE CYCLE (CONT)

6-63 7 FAMILIES CHILDREARING OMLY 27.0 31332 34.2 29.8 28.7
6-64 ¥ FAMILIES CHILDREARING COMPLETED 34.4 27403 27.8 30.7 34.7
PERSONS NOT IN FAMILIES
6-65 7 POPULATION IN GROUP QUARTERS 1.6 119154 1.2 2.7 2.9
6-66 7 GROUP QUARTERS POP INSTITUTIOHAL GQ 25.7 1888 47.3 37.9 36.5
6-67 7 GROUP QUARTERS POP IH MENTAL HOSPITALS 0.0 1771 1.6 8.6 7.3
6-68 7 GR POPULATION IN NON-INSTITUTIOMAL GQ 1.1 119540 0.6 1.7 1.8
6-69 7 HOUSEHOLD HEADS FRIMARY INDIVIDUALS 264.2 41311 15.7 17.3 19.7
6-70 2 HH POPULATION NON-RELATIVES OF HEAD 2.5 117266 1.8 2.0 1.6
6~71 7 MALES 25 + SINGLE 9.7 31717 6.6 9.1 8.9
6-72 Z FEMALES 25 + SINGLE 8.9 36887 6.7 7.1 7.0
DISRUPTED FAMILIES
6-73 Z MALES 14 + DIVORCED OR SEPARATED 4.0 42722 2.9 5.0 4.3
6-74 7 FEMALES 14 + DIVCRCED OR SEPARATED 7.1 49277 5.3 7.0 6.2
6-75 7 FEMALES 14 + WIDCHED ’ 11.5 49277 9.2 11.0 12.3
6-76 ¥ HCUSEHOLDS FEMALE HEADED 22.9 41311 16.8 19.9 21.0
6-77 Z HH, FEMALE HEADED &/ CWN CHILCREN < 18 10.1 16151 7.2 11.2 10.7
HOUSING CONDITIONS .
6-78 7 HOUSINS UNITS VACANT 3.8 62948 2.9 4.8 6.2
* 5-22 Z DWELLING UNITS W/ STANDARD FACILITIES 98.8 41311 98.7 95.4 93.4
6-79 Z HOUSING UNITS STANDARD : MHON-MEGRO °8.9 38927 99.1 96.6 9.6
6-80 Z HOUSING UNITS STANDARD : NEGRO 97.2 2354 90.3 89.2 82.0
5-19 7 DWELLING UNITS SINGLE DETACHED 46.0 42962 65.6 51.1 66.2
5-20 7 DWELLING UNITS IM HIGH RISE APTS 21.2 40631 10.3 2.8 1.9
DENSITY OF HOUSING
5-21 Z HR POP IN OVERCROWDED HOUSING UNITS 6.5 117266 6.6 13.6 16.9
6-81 7 HOUSING UNITS OVERCRCHIED 3.3 41311 3.3 6.6 8.2
6-82 7 POP IN OVERCROWDED HOUSING: NON-NEGRO 5.9 109729 5.6 9.7 14.3
6-83 7 POP IN OVERCRONDED HOUSING: NEGRO 15.8 7537 24.6 ,31.3 38.1
6-86¢ 7% HH POP IN HIGHLY OVERCROWDED HQUSING 1.5 117266 1.2 3.0 5.0
TYPE OF HOUSING . ,
6-85 7 HOUSING UNITS RENTER OCCUPIED 56.1 41311 38.6 41.2 37.1
6-86 ¥ HOUSING UNITS TRAILERS OR MOBILE HOMES 0.1 42945 0.3 1.5 2.7
6-87 7 HOUSING UNITS LARGE APARTMENTS-20 UNIT 28.7 42962 15.5 5.9 6.8
6-88 7 HQUSING UNITS SINGLE DETACHED:-HONNEGRO 47.8 39011 67.1 57.6 71.5
6-89 Z HOUSING UNITS SINGLE DETACHED: NEGRO 35.5 2317 54.3 29.1 52.4
6-90 Z POPULATION RURAL 6.6 119154 10.8 23.4 26.5
COMMUNITY INSTABILITY
5-23 7 POPULATION RECENT MOVERS 6.9 119457 23.3 22.6 23.5
6-91 Z POP RECENT MOVERS (LAST YEAR): WHITE e5.2 109723 22.5 2l.8 23.2
6~92 Z POP RECENT MOVERS (LAST YEAR): NEGRO 48.8 7898 38.5 25.5 24.6
6-93 Z.POP MCBILE (MOVED SINCE 1965) 57.8 110108 54.6 48.5 147.0
6-94 . POP MIGRANTS (DIFF COUNTY THAN 1965) 37.2 102330 1.9 23.6 19.5
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TABLE 7.1
TAK.PARK~SS AREA II, MD.
MENTAL HEALTH DEMOGRAPHIC PROFILE SYSTEM : SELECTED DATA FROM THE 1970 CENSUS, SAMPLE AND 100Z TABULATIONS
DEVELOPED JOINTLY BY THE DIVISIONS OF BIOMETRY AND EPIDEMIOLOGY AND MENTAL HEALTH SERVICE PROGRAMS, N I M-H

GENERAL POPULATION DATA “SOCIOECONOMIC STATUS
ECONOMIC SOCIAL EDUCAT
* STATUS STATUS STA
HEDTAN
INCOME - PERCENT EMPLOYED
FAMILIES MALES IN
MALES  FEMALES POPULA- AND UN- PERCENT  LOW HIGH  MEDI
TOTAL  IH IN  TION IN POPULA- POPULA- RELATED FAMILIES STATUS STATUS  SCHO
POPULA- HOUSE-  HOUSE- GROUP  TION  TION INDIVID- 1IN OCCUPA- OCCUPA-  TEA
TION HOLDS  HOLDS GUARTERS WHITE  NEGRO  UALS POVERTY  TIONS  TIONS COMPL
a2 (3) (4 (5) 6r N (8) (9) tIo)  (11)
AREA TOTAL ' -
STATISTIC 11915¢ 55908 61358 1888 109208 7874  $11203 3.9 198 s0.2  12.8
BASE POPULATION cee ... 45366 31410 31939 31939 68960
TRACT  7014.01 , ,
SYATISTIC 3771 1890 1881 0 3644 51 $17376 1.6 6.5  57.6  12.9
BASE POPULATION ia. .. 1015 981 997 997 1974
TRACT 7014.02 : ’
STATISTIC 793¢ 3901 393 97  e685 1181 $18316 4.4 1.1 619  13.6
BASE POPULATION o .ot .- o ... 2004 1888 1920 1920 3998
TRACT 7014.03 :
STATISTIC as22 2230 2264 28 a4les 347 $13822 5.1  19.2  40.9  12.6
"BASE POPULATION vue ee. 1266 1122 1226 1226 2415
TRACT 7015.01 . '
STATISTIC 12627 5979 6382 266 12016 405 $13517 2.4 8.5  62.4 13.4
BASE PORULATION ... G836 337 3679 3679 7212
TRACT  7015.03
STATISTIC 6898 3619 3393 8 6480 336 $18819 1.5 1.0 57.5  13.4
BASE POPULATION 1651 1859 1670 1670 3457
TRACT 7016.00 .
STATISTIC 7131 3618 3698 15 6863 151 $11549 3.2 16.6 49.9 12,8
BASE FOPULATION . ... 2387 1946 1949 1949 3565
TRACT 7017.01 »
STATISTIC 4006 1888 19%9 119 3505 413 ¢ 7886 3.9  25.7 238 12.¢4
BASE POPULATION 1612 977 1012 1012 29
TRACT 7017.02 :
STATISTIC 3376 1398 1616 362 3083 171 ¢ 6568 5.0 2.3  4L.5  12:8
BASE POPULATION e 1782 842 905 %05 1729
TRACT  7018.00 .
STATISTIC 5103 2325 2573 205 3735 1255 § 913 7.0 267 3.4 128
‘BASE FOPULATION - ... oo ees 2166 1268 1391 1391 2840
TRACT  7019.00 ) ]
STATISTIC 2717 1270 1438 9 259 40 s 6311 6.3 ~ 23.5  37.8  12.6
BASE POPULATION 1380 767 792 792 1595

Tables 7.2, 8.1-8.9 Similar to 7.1 with all items in Tables 5 & 6 listed as column headings. The stub consists of
. all subunits of the catchment areas - tracts and/or counties and for a few States, minor civil
divisions.



TABLES 5 ArD 6 (CONTINUED)
TAK.PAFK~SS APEA II, MO.
MENTAL HEALTH DEMOGRAFHIC FROFILE SYSTEM : SELECTED INDICATCR'S FR0M THE 1970 CENSUS, 1007 AND SAMPLE TABULATIONS
DEVELOPED JOINTLY BY THE DIVISIONS OF BIOMETRY AND MEMTAL HEALTH SEPVICE PROGRAMS, H I MH

COMPARISONS WITH OTHER AREAS
STATISTIIC DESCRIFTION STATISTIC  DEHCOMINATOR COUNTY STATE uU.s.

.POPULATIONS OF HIGH POTENTIAL MEED

6-95 Z TEEMAGERS (14-17) NOT IH SCHOOL 5.2 5352 2.5 6.8 7.4
6=66 £ TEENASERS (14-171 HOT IN SCHOCL,MNEGRO 13.8 435 10.6 1.3 11.2
6=97 7 MHOTHERS OF CHILDREN UNDER 18 KORKING 45.0 15335 38.6 - 42.0 40.8
6-98 7 HMOTHERS OF CHILDREN UNDER 6 WORKING 34.2 TI5% 26.4 32.2 30.8
6~99 7 ONE PERSON HOUSEHOLOS AGED (65 +) 5.8 41328 3.9 5.3 7.8
6-100 # AGED PENSONS IM POVERTY 12.3 1a215 9.8 21.9 27.3
6-101 #Z HOUSING UNITS EXTREMELY CRONDED W/O PLU 0.0 42328 0.0 0.3 0.5
6-103 Z HH, FEMALE HEADED W/ OIM CHILDREN:NEGRO 18.3 2133 17.6 29.1 30.6
6-10% 7 LARGE HOUSEHOLDS WITH LOW INCOME 8.1 770 7.0 20.3 26.5
6-105 7 FAMILIES W/ CHILDREN FEN-HEADED & IN PO 1.9 16788 1.5 4.7 5.1
6-106 7 HON-INST POP 16-64 DISABLED 7.8 65356 7.0 Q.9 1.2
6-107 7 NON-INST FOP DISABLED UNABLE TO KORK 2.1 6~05% 1.7 3.6 4.3
6-108 Z CHILDREN UMNDER 18 IN POVERTY 4.8 35308 4.1 11.5 15.1
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' POPULATION PYRAMIDS

TOTAL POPULATION OF CATCHMNT
TAKOMA PARK=SILVER SPRING MD

TOTAL POP 1191%4& MALES ( 56613) FEMALES ( 62541)

MUMBERY Z | AGF 9 B 7 & S 4 3 2 1 1 1 2 3 4 S & 7 8 9] ¥ | NUMBER
193] 0.16§85+ IF | 0.421 496}
323] 0.27)80-4 F | 0.65] 7701
6581 0.55175-9 M|FEF ! 1.06] 1267}
1153} 0.97170-4% MM FFEF 1 1.531 18221
15711 1.32]16%=9 MMM | FFEFF | 1.84] 21901
2555) 2.14160-4 MMMMMM | FFFFFFF | 2.49)0 2957]
3078) 2.58155-9 MMMMMMM | EEFFFEFEFE 1 3.05| 36311
34361 2.88150-4 MMMMMMMM | FFFFFFFFF 1 3.321 39551
3505] 2.94145-9 MMMMMMMM | FEFFFFEFFF | 3.461 4117}
364061 2.86|40-4 MMMMMMMM | FFFEFFFFF | 3.06] 36211
3130) 2.63135-9 MMMMMMM | FFFFFFFF t 2.741 32601
3736| 3.14130=4 MMMMMMMMM | FEFFFFRFF f 3,031 36691
4976) 4.18]25-9 MMMMMMMMMMMM | FEFFFFEFFFFFF | 4.35¢ 51821
5229 4.39{20-4 MMMMMMMMMMMMM | FFFEFEEFFFFFFFE | 5.231 6227)

4781 4,01115-9 MMMMMMMMMMMM | FEFFFFFFFFFFF { «.38¢ 5213}
49701 4.,17§10=-4 MMMMMMMMMMMM | FEFFFFFEFFFRF | .12 4914l
5105 4,28} 5-9 MMMMMMMMMMMM | FFEFFEFFFFF ) 3.97F 47321
48111 4.04] 0-4 MMMMMMMMMMMM | FFFFFFFFFFF | 3.83] o568)

WHITE POPULATION CF CATCHMNT

TAKOMA PARK-SILVER SORING MD

TOTAL.POP 109208 MALES ( 51819) FEMALES ( 57389)

MIMAER) £ AGE 9 8 .2 & 5 &4 3 2 1 1.2 3 4 &5 6 7 8 91 % 1 NUMBRER
1840 0.17185+ F | 0n.65]  490)
313| 0.29]80~4 FF } 0.69| 7491
645] 0.59)75=9 M{FFF f 1.131 1238}
1123} 1.03170-4 MMM] FFFE ] 1631 1777]
1526] 1.40165+9 MMMM ] FFFFF ! 1.951 2133}

2469| 2.26160-4 MMMMMM | FFEFFFE |} 2.64] 2884)
2958 2,71155-9 MMMMMMMM | FFFEFFFFF | 3.201 3499|
32911 2.01150-4 MMMMMMMMM | FEEFFFFEEFF | 3.48] 3800}
32911 3.01}45-9 MMMMMMMMM | FFEFEFFEFF 1 3.551 23876)
3119) 2.86}40~¢ MMMMMMMM | FFEFFFFFF | 3.0%51 3320)
27561 2.52]13%5-9 MMMMMNM | FFFFFFF | 2.62) 2859}
32781 3.00}30-% MMMMMMMMM | FFFFFFFF | 2.88] 314a)
44623 4,05)25-9 MMMMMMMMMMMN | FFFEFFFFEFFF | 4,171 45511
4796 4.39)20-4 MMMMMMMMMMMMM | FEFFFFFFEFFFFEF ! s.121 5%595]
4377) 4.01115-9 MMMMMMMMMMMM | FEFEFFFFFFFEF | 4.35] 4746])
4509 4.13110-4 MMMMMMMMMMMM | FFFFFEFFFEFF | 4.09] &s68}
45580 4,171 5-9 MMMMMMMMMMMM | FFFFFFFFFFF 1 2.88] 423el
42071 3.85] 0-6 MMMMMMMMMMM | FEFFFFFFFFF ) 3.671 4013}
NEGRQ POPULATION OF CATCHMNT
TAKOMA PARK=SILVER SPRING MD
TNTAL POP 7874 MALES ( 3755) FEMALES ( 4119)
NUMAER z AGE 9 _8 7 6 % & 3 2 1 1 2 3 & %5 & 8 9 1 2 I _NUMBER
8} o.1cla%+ . | 0.051 4
6} 0.08180~4 | C.24 19]
9 0.31175-9 | 0.27 21)
25) 0.32170-4 F | 0.38 301
32| 0.41|6%-9 MIF | 0.561 44
66| 0.84}60-4 MM | EF | 0.75 59)
98| 1.24|55-9 MMM | EFF | 1.32 164}
114] 1.45]5%0-4 MMMM | FEFF | 1.68 130}
163] 2.07]465-9 MMMMMM | FFFFFFF ) 2.49) 196)
220 2.79|40-4 MMMNMMMM | FFEFFFFF ] 2.861 2251
2871 2.64135-9 MMMMMMMMMM | FFFEFFEFFFF 1 3.991 314}
339] 4.31§30~% MMMMMMMMMMMM | FFEEFFEFFFFEF . | .58t 3611
448 5.6912%5-9 MMMMMMMMMMMBMMMMM | FFFFFFFFFFFEFFFFFFF | 6e%6 509}
319| 4.05120-4 © MMMMMMMMMMMM | EFFFEFFFFFFFFEFEFFFF ] 6.61 5051
3361 4.27115-9 MMMMMMMMMMMM | FFFFFFFFFFEFFFF | 5.12 %63}
384| 4.88(10-4 MMMMMMMMMMMMHM | FFEFFFEFFFFFFF ! 4.70 37¢)
427] S.42] 5-9 MMMMMMMMMMMMMMNM | FEFFFFEFFFFEFF t 4.991 393]
4711 5.98]1 0~% {MMMMMN | FFFFFFFEFFEFFFFF | 5.474F 431]

MEANG
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Ficure 5. M H D P S RANK PROGRAM
PERCENT OF FAMILIES IN POVERTY-—STATE OF _MARYLAND

Cumulative Absolute Percent Percent
Frequency Rank Above Below
1 1 96.67 0.0
2 2 90.00 6.67
3 3 83.33 13.33
4 4 76.67 20.00
5 5 70.00 26.67
6 6 63.33 33.33
7 7 56.67 40.00
8 8 50.00 46.67
9 9 43.33 53.33
10 10 36.67 60.00
11 11 30.00 66.67
12 12 23.33 73.33
13 13 16.67 80.00
14 14 10.00 86.67
15 15 3.33 93.33

Total Number of Cases Ranked = 15
Total Suppressed Cases Skipped = 0
Cases Failing Selection Tests = 0

areas as compared to that for rural counties is substan-
tially different for some indicators. For example, the
median percent of population in poverty in metropoli-
tan counties is 11 percent compared with 21 percentin
rural counties.

One problem experienced by users of the system
relates to the need to deal with 130 variables, far too
- many for most needs assessment tasks. Through the
use of factor analysis, it is possible to reduce the list to
only a few which are most representative of the com-
ponents of the social and economic structure of the
community. Such a list is shown in figure 9. Added to
these variables are indicators representing high risk
and other target populations in a catchment area. An

adequate social area analysis and ranking of catchment

areas in terms of “need” can be accomplished with the
use of this greatly reduced list of indicators.

In summary, this system is a compilation of indirect
measures of potential mental health service needs
based on the 1970 census. Its use enables the charac-
terization of the social structure of a community and
the identification of high risk and other target popula-
tions. It can provide general population data useful for
identifying such populations in an area but does not
contain directindicators of mental illness. In short, this
system is primarily a tool, which can be and has been
used extensively by planners and evaluators nation-
wide to develop a needs assessment of a catchment
area, a Health Service Area or in ranking catchment
areas within a State

One of the major gaps in knowledge in terms of
using indirect indicators—and this reflects the state of
the art of needs assessment, is the relationship between
the level of an indicator depicting a high risk popula-
tion and the kinds and amount of resources necessary
to serve that population. As stated previously, this is
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Record Data Catchment Area
Number Value Name
2579 2.203 Bethesda Area lll, Md.
2595 2.722 Northern MHC, Md.
2594 2.989  Northwestern MHC, Md.
2580 3.459 Rockville-up County, Md.
2581 - 4,231 Comprehensive CMHC |, Md.
2596 4458  Eastern MHC, Md.
2574 4720  Area VI, Md.
2575 5371  Carroll-Howard CMHC, Md.
2576 6.839 Harford-Cecil CMHC, Md.
2592 7.220  Anne Arunde! Area I, Md.
2589 9.429  Western Md. Area II, Md.
2587 12.158  So. Maryland, Md.
2588 13.475  Western Md. Area I, Md.
2568 15.252  Inner City CMHC, Md.
2569 21.559  Provident Hosp CMHC, Md.

due, in part, to the fact that there is no theoretical
framework with which to interpret social indicators.
Further, there are no standards of service delivery to
indicate that there should be a specific number of
psychiatrists, community mental health centers,
psychiatric beds, and other resources, for a gnven
number of persons in the population or a proportion
of that population who are considered “high risk.”
Nevertheless, some work has been and is being done
along this line to provide service utilization models.
One model is demonstrated in figure 10. This figure
describes how one might use national utilization data
as a “norm” to estimate unmet needs in a catchment
area. Another project is underway using the Monroe
County Psychiatric Case Register and the Mental

- Health Demographic Profile System in which service

utilization patterns are being related to different types
of community structures.

There are several limitations specific to the  system
which should be kept in mind. First, the system is based
on 1970 census data. As we get further away from the
1970 data, some, but not all of the data will become
relatively useless. For example, economic data may
change considerably from year to year while social
data, that is, information on family and household
structure, housing data, etc., may not vary substan-
tially even over a decade. Nevertheless, even if the
economic status of a community changes over time, the
distribution of a particular condition within a commu-
nity may not be significantly different. For example,
the median family income may rise, but the percent of
population in poverty may not. Secondly, the data are
subject to all the limitations described in census vol-
umes, such as underenumeration, sampling errors,
and data suppressions.

In terms of the future, we are planning to expand



Figure 6.

" "MAP:  pERCENT OF POPULATION
IN POVERTY

Cansus Tracts of the Takoma-Park Silver Spring
Catchment Area 11, Montgomery County, Maryland
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Source: U.S. Bureay of the Census, Second and Fourth
Count Data, 1970 Cansus of Population and Housing
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Ficure 7. PERCENTILE DISTRIBUTION OF VALUES OF SELECTED DEMOGRAPHIC STATISTICS FOR ALL CMHC

Statistics Percentiles_
POPULATION DATA 10 20 40 60 80
(1)  Total population 74,109 90,606 119,154 145,079 176,858
(2) Number of males (in households) 34,999 42,901 56,036 68,886 82,384
(3) Number of females (in households) 36,939 45,322 59,893 73,135 89,662
(4) Population in group quarters 706 1,098 2,000 3,347 5,573
(5) Population White 56,396 76,533 103,919 129,974 159,345
o (6) Population Negro 175 527 2,268 7,565 25,269
SOCIOECONOMIC STATUS
ECONOMIC STATUS
(7)  Income of families and unrelated indi-
viduals; median income of families and
unrelated individuals 4,908 5,718 6,884 8,187 9,827
(8) Families in poverty; percent of ali
families below poverty level 4.0 52 7.7 10.7 16.5
SOCIAL STATUS
(9) Low occupational status, males; percent
of employed males 16 and over who are
operatives, service workers, and labor-
ers including farm laborers 24.9 29.6 35.2 39.8 441
(10) High occupational status, males; per-
‘ cent of employed males 16 and over who
are professionals, technical and kin-
dred workers and managers except farm 15.5 17.7 20.5 24.6 31.0
EDUCATIONAL STATUS
(11)  School years completed: median school
years completed by persons 25 and over 9.8 10.7 11.8 1241 12.3
FiGURE 8. MENTAL HEALTH DEMOGRAPHIC PROFILE SYSTEM
jBased on 1970 Census)
Comparison of Metropolitan and Rural counties for selected high-risk variables
u.s.
Median
u.s. Metro
ltem # Variable Total Counties
5~-7 Median income of families and unrelated individuals .................... $ 7,699 7,988
5-8 Percent of all families below povertylevel ............cccocoiiiiiin.n, 10.7% 8.1
59 Percent employed males in low occupational statuses .................. 36.0% 36.2
5~11 Median years of schoo! completed (persons 25+) .....ccvveviennrennnn. 12.1yrs 121
5-12 Percent household populationblack ..ol 11.1% 4.9
5-17 Youth dependency ratio (persons under 18 per 100
persons 18—64 inhouseholds) ............ccoiiiiiiiiiniiiiiinnnns 63.4 65.1
5—-18 Aged dependency ratio (persons 65+ per 100 persons
18—64inhouseholds) ..ot 17.4 15.6
5-21 Percent population in overcrowded housingunits..............c...c.... 16.9% 156.3
5-23 Percent recent movers (in migrants 1969—70) ..........cccovvvvininnn, 23.5% 237
6—8 Percent population below poverty level ...........cccovveirivervinnnnn. 13.7% 10.6
Measures of Urbanization
6-87 Percent of housing units that are large apartment
SIUCHIIES ...ttt ii i ieeeanneinaerreeessnanssnasensnesss 6.6% 23
6—90 Rural population as percentoftotal . ...............o ool 26.5% 22.8
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CATCHMENT AREAS IN THE U.S.

20

198,627
93,112
100,425
8,079
182,156
46,743

11,082
228

46.9

374

12,5

u.s.
Median
Rural
Counties

5,659
17.3
41.3
10.6

22

67.7

23.0
19.5
20.3
21.0



the Demographic Profile System to include 1980 data. task forces within the PHS to update the 1980 system
In our planning, we are soliciting input from health in terms of format and type of data to be included, but
agencies other than NIMH within the PHS. These are interested in suggestions from users throughout
include NCHS, HRA, CDC, etc. We are organizing the United States, as well. In addition, we are planning

Ficure 9. INDICATORS FROM THE MHDPS MOST REPRESENTATIVE OF ECONOMIC AND SOCIAL CONDITIONS

IN CATCHMENT AREAS
(Based on factor analysis and/or program relevance)

. Economic status

Median income of families and unrelated individuals

Percent males 16+ with low occupational status: total, white, black
Percent families in poverty

Percent population in poverty: total, white, black

Social and education status

High occl

upational status, maies

High schoo! completion: white, black

Ethnic composition
Percent population black
Percent population Spanish heritage

Household composition and family structure
Percent husband—wife households: total, white, black

Families

with children under 18

Residential life style
Overcrowded housing and lacking plumbing facilities
Percent units renter occupied

Community Instability
Recent movers: total, white, black

High risk or target populations

Working

mothers with children under 18

Female headed households with own children under 18: total, black
Aged persons living alone

Aged persons in poverty

Aged dependency ratio: total, white, black

Youth dependency ratio

Group quarters excluding institutions

(Esti

Age Group

(column no.)

All ages
Under 25 yrs.
25—44 yrs,
45—64 yrs.
65 yrs. +

*1971 Data
**1969 Data

SOURCE

Ficure 10. EXAMPLE OF USE OF DENOMINATOR DATA WITH UTILIZATION DATA
mate of unmet needs, Takoma Park — Silver Spring Catchment Area, Montgomery County, Maryland)

Estimated Needs Assuming:

1970

Population A.2 Percentof B. U.S. Admission Actual No. of Percent of Unmet Needs
U.S. Census Population Rates* Admissions*™  Assumpt. A Assumpt. B
(1) @ @) @ ®) ©)
col (1) x.02 col g22‘—14)x 100 col 3)—(4)X 100
col (2) col (3)

119,514 2,383 1,654 1,009 57.7 35.1
50,550 1,011 519 319 68.4 38.5
30,920 618 613 381 383 37.8
27,241 545 355 268 50.8 25.1
10,443 - 209 64 4 80.4 ' 35.9

: Rosen et al, Mental Health Demographic Profile S%slaem Description: Purpose, Contents and Sampler of Uses,
Beries C, No. 11, NIMH,DHEW Pubilcation No. TADM) 76-263, 1975 -
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to include data for 1960, where possible. With the
inclusion of the 1960 data, it will be possible to develop
longitudinal analyses as well as population projections
for many small areas.

A pumber of reports and analytic tools have been
developed for use of this system. A list of these
publications are shown in figure 11.

In conclusion, I have discussed the development

to identify high risk and other target populations in
terms of mental health needs. In spite of the lim-
itations just described, these kinds of data can be very
helpful in focusing on needed health as well as mental
health services in a community. All too ofien these data
are the only available information on the extent of
potential mental health and other health problemsina

and use of a system of indirect social indicators selected community.

Ficure 11. PUBLICATIONS RELATED TO THE MENTAL HEALTH DEMOGRAPHIC PROFILE SYSTEM
Division of Biometry and Epidemiology
NIMH, ADAMHA
5600 Fishers Lane
Rockville, Maryland 20857

Analytlcal and methodological Reports*

Demographic Data to Improve Services: A Sampler of Mental Health Applications, Working Paper No. 33, June 1975, by Michele
Gabbay and Chatles Windle.

“A Demographic System for Comparative Assessment of Needs for Mental Health Services” Evaluation, Vol. 2, No. 2, 1975, pp.
73~76, by Charles Windle et al.

A Typological Approach to Doing Social Area Analysis, Methodology Reports, Mental Health Statistics, Series C, No. 10, DHEW
Publication No. (ADM) 77~263, U.S. Government Printing Office, Washington, D.C., 1975, by Harold F. Goldsmith et al.

Mental Health- Demographic Profile System Description: Purpose, Contents and Samples of Uses, Methodology Reports, Mental
Health Statistics, Series C, No. 11, DHEW Publication No. (ADM) 76—263, U.S. Government Printing Office, Washington,
D.C., 1977, by Beatrice M. Rosen et al. ]

1970 Census Data Used to Indicate Areas with Different Potentials for Mental Health and Related Problems, Methodology Reports,
Mental Health Statistics, Series C, No. 3, DHEW Publication No. (ADM) 75—159, U.S. Government Printing Office,
Washington, D.C., 1977, by Richard W. Redick et al.

A Model for Estimating Mental Healthi Needs Using 1970 Census Socio-economic Data, Methodology Reports, Mental Health.
Statistics, Series C, No. 9, DHEW Publication No. (ADM) 77—63, U.S. Government Printing Office, Washington, D.C., 1977,
by Beatrice M. Rosen.

Mental Health Demographic Profile for Health Services Planning, National Center for Health Statistics, Statistical Notes far Health
Planners, No. 4, DHEW Publication No. (HRA) 77-1237, U.S. Government Printing Office, Washington, D.C., March 1977,
by Earl S. Pollack

“Indirect Measures of Mental Health Status—Mental Health Demographic Profile System,” Proceedings of the Public Health
Conference on Records and Statistics, Washington, D.C., June 6, 1978, by Beatrice M. Rosen.

Demographic and Social Indicators from the U.S. Census of Population and Housing: Uses for Mental Health Planning In Small
Areas, To be published in WHO Statistics Report, August 1978, by Beatrice M. Rosen et al.

“Mental Health and the Poor: Have the ‘Nonpoor’ Narrowed in the Last Decade?,” Medical Care, Vol. XV, No. 8, August 1977, pp.
647—661, by Beatrice M. Rosen.

“The Mental Health Demographic Profile System: A Longitudinal Information System”, Journal of Sacial Indicators, (in press), 1979,
by J. Philip Shambaugh et al.

Working Papers: Short Analytic Reports (composed primarily of tabulations)

Geographical Descriptions of Community Mental Health Catchment Areas in Regions I-X: 1973 (10 Volumes), MHDPS Working
Paper Nos. 1—10, Natignal Institute of Mental Health, 1973, by Charles Windle et al.**

Catchment Areas with Unusually High Proportions of Some “High Risk” Groups: Region I-X, MHDPS Working Paper Nos. 11~20,
National Institute of Mental Health, 1975, by Charles Windle et al.**

Demographic Norms of Community Mental Health Center Catchment Areas, MHDPS Working Paper No. 21, National Institute of
Mental Health, March 1975, by J. Philip Shambaugh et al.

Demographic Differences Between Areas With and Without Federal CMHC Grants, MHDPS Working Paper No. 22, National
Institute of Mental Health, May 1975, by Charles Windle et al.

Demographic Norms for Metropolitan, Nonmetropolitan and Rural Counties, MHDPS Working Paper No. 24, National Institute of
Mental Health, July 1975, by Harold F. Goldsmith et al.

Geographic Relationships Between PSRO and CMHC Catchment Areas: Regions I—X, MHDPS Working Paper No. 23, 25-32,
August 1975, by Charles Windie et al.

Technical Reports: Statistical Techniques for Analysis
Demographic Characteristics of Mental Health Catchment Areas: Factor Structure and Factor Scores Based on the Soclal

Indicators in The Mental Health Demographic Profile System, MHDPS Working Paper No. 34, National Institute of Mental
Health, August 1976, by Harold F. Goldsmith et al.
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Demographic Structure of Mental Health Catchment Areas: Principal Component Factor Analysis with Varimax Rotation of 18
Factors, MHDPS Working Paper No. 35, National Institute of Mental Health, September 1976, by Harold F. Goldsmith et al.

Laboratory Papers: (Short Analytic Reports Focusing on Social Area Analytic Methodology)

*Some of the papers listed here are described in Series C, No. 11.
**Contains Individual reports for each Region. Some of the descriptions have been revised since these reports were prepared.

Differentiation of Urban Subareas: A Re-Examination of Social Area Dimensions, Laboratory Paper No. 35, Mental Health Study
Center, National Institute of Mental Health, November 1970, by Harold F. Goldsmith and Elizabeth L. Unger. .

A Technique for Classifying Population Age Profiles, Laboratory Paper No. 33, Mental Health Study Center, National Institute of
Mental Health, May 1970, by Harold F. Goldsmith et al. )

Soclal Areas: Identification Procedures Using 1970 Census Data, Laboratory Paper No. 37, Mental Health Study Center, National
Institute of Mental Health, May 1972, by Harold F. Goldsmith and Elizabeth L. Unger.

Sacial Rank and Family Life Cycle: An Ecological Analysis, Laboratory Paper No. 43, Menta! Health Study Center, National Institute
of Mental Health, May 1972, by Harold F. Goldsmith and Elizabeth L. Unger.

“Social Area Analysis: Procedures and lllustrative Applications Based Upon the Mental Heaith Demographic Profile System.”
Census Tract Papers, Series GE-40, No. 9, U.S. Government Printing Office, Washington, D.C., 1973, by Harold F. Goldsmith
and Elizabeth L. Unger.

Variations in Socioeconomic Status Among Metropolitan, Non-metropolitan and Rural Counties, Demographic Analysis: Working
Paper No. 5, October 15—17, 1975, by Edward G. Stockwell et al,

**Contains Individual reports for each Region. Some of the descriptions have been revised since these reports were proposed.
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THE INTEGRATION OF EPIDEMIOLOGICAL AND
HEALTH SERVICES RESEARCH

Jerome K. Myers, Ph.D., and Myrna M. Weissman, Depariment of Sociology, Yale University,

New Haven, Connecticut

The research on which I shall report today utilizes
the epidemiologic approach to determine not only the
extent of psychiatric illness in the community but the
utilization of mental health services as well. Specifi-
cally, we shall examine the use of health services for
emotional problems and the relationship of this use to
the individual’s diagnostic status. The results are based
upon the third round of interviews in a longitudinal
community study in New Haven, Connecticut.

METHOD

In 1967, alongitudinal survey of a systematic sample
of 938 adults (18 years of age or older) of a community
mental health center catchment area in New Haven,
Connecticut was undertaken. The catchment area has
a population of approximately 72,000 which includes a
changing inner-city section of 22,000 and a more sta-
ble industrial town of 50,000. It represents a cross-
section of the community’s population and includes
all ethnic, racial, and socioeconomic groups. An in-
person interview was conducted with each respon-
dent in the study, and among the materials collected
were data on socio-demographic characteristics, use
of health facilities, and psychiatric symptoms. In
1969 and in 1975—76 the same population was
reinterviewed.

Until recently community studies were forced to use
symptom scales to define mental illness because of the
lack of suitable diagnostic instruments for such large
scale surveys. Recently, however, there have been de-
velopments in technologies for improving the reliabil-
ity and the validity of psychiatric diagnoses in both
clinical and community settings and there have been
more precise descriptions of the psychiatric syn-
dromes. One new diagnostic technique, a categorical
approach, developed by Spitzer, Endicott and Robins
(SADS—RDC) was employed, therefore, in the
1975—76 study. Today's presentation includes data
collected on the 515 persons interviewed in 1975—76.
Persons who died, moved out of the community, could
not be located or refused to participate during the
study did not differ greatly from those included in
terms of sociodemographic characteristics or symptom
status.

Diagnostic Assessment

Information for making diagnostic judgments was
collected on the Schedule for Affective Disorders and
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Schizophrenia (SADS). The SADS is a structured
interview guide with an accompaning inventory of
rating scales and specific items. [t records information
on the subject’s functioning and symptomatology. Al-
though the name of the instrument suggests that it is
specific only to affective disorders and schizophrenia,
in fact it is an overall mental status inventory that
contains the information necessary for making diag-
nostic judgments for all major psychotic, neurotic, and
personality disorders. This method has been shown to
reduce the portion of variance in diagnosis due to
differing interviewing styles and coverage.

Based on the information collected on the SADS, the
respondents were classified on the Research Diagnos-
tic Criteria (RDC) which are a set of operational diag-
nostic definitions with specific inclusion and exclusion
criteria for a variety of nosologic groups. These oper-
ational definitions were developed for reducing the
variance due to differing criteria between clinicians,
The criteria variance has been shown to account for
the largest source of errors between clinicians. The
RDC have evolved from a decade of research on diag-
nosis. The conditions included have the most evidence
of validity in terms of clinical description, consistency
over time, familial association, and response to treat-
ment. The American Psychiatric Association, Diag-
nostic and Statistical Manual, Third Edition (DSM-I1I)
will be based in part on the RDC.

Diagnoses on the RDC are made both for the cur-
rent time period and for lifetime except for several
diagnoses which are considered lifetime diagnoses
only, whether or not the subject is currently manifest-
ing symptoms.

Interviewers, Training, Reliability

There were two raters with Master- and Bachelor-
level education and previous experience in clinical
psychiatry and interviewing. Both raters, under the
guidance of a doctoral-level person and with psychiat-
Tic consultation, received three months of training on
the SADS and RDC, following which interrater relia-
bility was tested and found to be excellent.

Resulis

During the year previous to the 19756—1976 inter-
view, persons in the New Haven study were treated for
emotional problems by a variety of sources as shown in
table 1. The most common source was out-patient
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Table 1. TREATMENT FOR EMOTIONAL PROBLEMS
DURING THE PAST YEAR

Percent
Psychiatric Hospitalization 1.6
Mental Health Professional (Out-Patient) 5.5
General Medical Professional 24
Other Professional (Clergy,.non-
psychiatric social worker, etc.) 1.8
Any treatment 8.9

N = 509

treatment by a mental health professional (5.5%) fol-
lowed by a non-psychiatric physician (2.4%) and by
other professionals (minister, non-psychiatric social
worker, etc.) and hospitalization in a psychiatric facil-
ity. Since some respondents were treated in a variety of
settings, the percentage of individuals who were
treated was somewhat less than the above totals, 8.9%.

In table 2 the 8.9% of the population is broken down
by the most clear-cut type of psychiatric treatment
received, regardless of any other types. Thus, persons
hospltallzed for emotional problems may have re-
ceived any or none of the other types—outpatient
mental health professional, general medical profes-
sional, or other. As can be seen, the order of frequency
of types of treatment remains about the same.

The data on treatment presented so far is for all
respondents in the year prior to 1975—76 interview,
regardless of their mental status. Since we would ex-
pect treatment to be related to psychiatric status, we
next examined our data by diagnostic status. In
1975-76, 17.8% of the'population studied had a
psychiatric diagnosis according to SADS—RDC, and
treatment was indeed related to diagnosis as seen in
table 3: 31.1% of all persons with a diagnosis were
treated, contrasted with only 4.1% of respondents
without a diagnosis. The most common source of
treatment for both groups is the mental health profes-
sional in an out-patient setting followed by a non-
psychiatric physician.

Although only about one-third of respondents with
a diagnosis were seen by a professional for a specifi-
cally emotional problem, a much higher percentage
visited health professionals for other reasons. As can

Table 2. TREATMENT FOR EMOTIONAL PROBLEMS
DURING THE PAST YEAR BY LEVEL OF TREATMENT

Percent
Psychiatric Hospitalization 1.6
Mental Health Professional (Out-patient) 4.1
General Medical Professional 1.8
Other Professional Only 1.4
Total 8.9

N = 509

Table 3. TREATMENT FOR EMOTIONAL PROBLEMS
DURING THE PAST YEAR BY DIAGNOSIS

Diagnosis No Diagnosis

(percent) (percent)
Psychiatric Hospitalization 5.6 0.7
Mental Health Professional
(Out-patient) 18.9 2.6
General Medical Professional 7.8 1.2
Other Professional 6.7 0.7
Any 31.1 4.1
(N=90) (N=419)

be seenin table 4, 91.1% of all persons with a diagnosis
were seen by a health professional during the year, but
only 82.6% of those without a diagnosis. These differ-
ences are decidedly more pronounced when we con-
sider more than two visits to a health professional—
66.7% with a diagnosis but only 46.4% without a
diagnosis.

When we analyze our data for persons who had ever
in their lifetime had a psychiatric diagnosis and who
had ever been treated for an emotional problem, the
treatment differences by diagnosis continue to be very
substantial, as seen in table 5. In New Haven 41.4% of
all respondents had sometime in their life received
treatment for an emotional problem. However, 77.6%
of persons ever diagnosed had received such treat-
ment, but only 16% of these without a diagnosis. Note
that the most common type of treatment was by a
nonpsychiatric physician, followed by a mental health
professional. Also note that 15% of these persons with
a diagnosis were hospitalized some time during their
life.

Having determined overall patterns of treatment
for emotional problems by diagnosis, we next
examined relationships by sociodemographic factors.
In general such factors were relatively unimportant
with one exception—sex.

In 1975—76, 16% of men and 19% of women in the
study had a psychiatric diagnosis. However, as seen in
table 6, about 2} times as many women as men were
treated for an emotional problem, with or without a

diagnosis.

SUMMARY AND CONCLUSION

In summary, in our New Haven study we find a
strong relationship between mental status and treat-
ment of emotional problems: persons with a psychiat-

Table 4. PERCENTAGE OF RESPONDENTS SEEN BY A
HEALTH PROFESSIONAL FOR ANY REASON DURING THE

PAST YEAR
More Than
. Any Visit  Two Visits N
_ Diagnosis 91.1 66.7 20
NG Diagnosis 82.6 46.4 419
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Table 5. EVER TREATED FOR EMOTIONAL PROBLEMS BY LEVEL OF TREATMENT FOR PERSONS EVER DIAGNOSED

Total Diagnosis No Diagnosis
(percent) (percent) (percent)
Psychiatric Hospitalization 6.4 15.2 0.3
Mental Health Professional
(Out-patient) 10.8 22.9 24
General Medical Professional 22.6 376 12,
Other Professional Only 1.6 1.9 1.3
Total 41.4 77.6 16.0
. (N = 509) (N = 210) (N =299)

ric diagnosis are much more likely than those without
to receive treatment for an emotional problem, both
currently and during their lifetime. Thus, treatment is
related to need. However, only about one-third of
persons with a current diagnosis were were treated by.
a professional for psychiatric problems during the
year prior to interview. Qutpatient treatment by a
mental health professional was the most frequent type
of treatment, followed by treatment by a nonpsychiat-
ric physician. If we include frequent treatment (seen
more than two times) by a health professional for any

Table 6. TREATMENT FOR EMOTIONAL PROBLEMS
DURING THE PAST YEAR BY SEX AND DIAGNOSIS .

With Current Diagnosis

Male—16% (Total N = 218)
Female—19% (Total N = 291)

Any Treatment
Male Female
With diagnosis 17.1% 40.0%
Without diagnosis 2.2% 5.5%
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reason, then an additional third of the diagnosed
population were seen by a medical professional during
the year prior to interview. Thus, the nonpsychiatric
physician is the professional who most trequently
treats the person with a current diagnosis of psychiat-
ric illness. However, one-third of all persons with a
current psychiatric diagnosis received little or no
treatment from any source during the year prior to the
1975—76 interview—a significant proportion of per-
sons with an emotional problem.

When we examine lifetime treatment patterns we
also find that treatment by a general medical profes-
sional is the most common form, followed by out-
patient treatment by a mental health professional.
Although most persons who were ever diagnosed re-
ceived some treatment for their emotional problems,
over one-fifth (22.4%) had never received specific
treatment for an emotional problem. Finally, it is clear
that substantially more women than men receive
treatment for their emotional problems.

Because we have such a short time for presentation
today, we have only been able to present a few major
findings from our research. However, I believe they
show the importance of epidemiologic research for
health services.



CONCURRENT
SESSION H

‘Data Needs
for Health
Resource Policy



ON BEING WRONG ABOUT THE HOSPITAL: THE
ROLE OF UTILIZATION MEASURES

. John Rafferty, Ph.D., Senior Research Manager, and Mark Hornbrook, Economist, National Center for Health

Services Research, Hyatisville, Maryland

It is well known that the common measures of hos-
pital use are not adequate to assess the outputs of the
hospital. Although the concepts of total admissions,
overall average length of stay, and total bed days are in
universal use, it is obvious that they cannot capture the
true nature of the hospital’s product, for the simple

reason that the hospital is a multiproduct firm. Differ-

ent hospitals may produce different sets of products,
and the same hospital may vary in the types of cases
treated over time. Alladmissions to the hospital are not
really homogeneous, nor are all days of a stay nor total
bed days.

Nevertheless, in pragmatic applications we typically
ignore these theoretical niceties. We usually interpreta
change in total admissions as being distributed more or
less proportionately over the various case types. Simi-
larly, when we observe a change in the overall average
stay, we tend to attribute it to a shift in physician
policies of more or less rapid discharge of all cases,
regardless of diagnosis, ignoring the possibility that
the change in overall average stay could also have
resulted from a shift in admissions mix, Similarly, we
deal with changes in bed days as simple changes in total
aggregate output, even though the level of bed days is
the product of both admissions and overall average
stay, so that its meaning—in terms of what the hospital
is really doing—may be doubly obscured.

However, the use of a simplifying assumption which

is known to be inaccurate is not necessarily wrong. In -

economic theory, much behavior can be predicted or
explained by means of analyses which are built by
assuming conditions which we know do not really
exist; the simplifying assumptions nevertheless prove
to be useful. In the case of hospital behavior, similarly,
the assumption of a homogeneous product is clearly
useful, and a problem arises only if it is shown that the
unrealistic assumption causes us somehow to be mis-
led. To date, there has been no overwhelming evi-
dence that that is the case.

The main purpose of the present paper is to weaken

that complacency. We examine a large volume of hos-
pital use data, and we disaggregate the common use
measures into their basic components. We then use
these to examine the behavior of hospitals over the
period 1964 to 1975, and also to compare hospital use
across major census regions. We show empirically that
the homogeneity assumption can in fact do us harm,
particularly when we try to draw inferences about hos-
pital use on the basis of the aggregate use measures.
We find that there are substantial variations in admis-

.slons mix and in illness-specific lengths of stay in both

time and place, that these variations, camouflaged by

traditional aggregate measures, appear to respond to
mdjor policy actions, and that there is sufficient varia-
tion in these components of utilization to make any
interpretation of the aggregate use measures highly
suspect at best. In the process we also demonstrate how
measurement of certain components of aggregate
output can reduce the dimensions of the problem,
although not eliminating it entirely.

In the next section we discuss the methods and the
data employed. Sections II and III then examine the
implications of assuming product homogeneity in
evaluating the past effects of two major policy
actions—the implementation of Medicare and the
Economic Stabilization Program. In Section IV we -
apply these lessons to discuss probable difficulties
facing policies for hospital cost containment, and the
implications of the findings are discussed in the final
section, in which alternative future courses for im-
proved output measurement are compared.

I. METHODS AND DATA

Measures of Hospital Use

The aggregate patient care output of the hospital
can be characterized along a number of different di-
mensions, including. severity, complexity, necessity,
acuteness, and so on. In this study, two particular

_aspects of output are emphasized because the mea-

surement methodology has been developed and tested
elsewhere, and, consequently, interpretation of the
results is facilitated (Rafferty, 1972, 1975). These di-
mensions of hospital use are case mix necessity and
illness-specific length of stay, each of which are mea-
sured by an aggregate index number defined over the
various diagnostic groups.

Case mix is measured by a Laspeyre’s index which
uses average lengths of stay to weight the diagnosis-
mix proportions (Rafferty, 1972). The index is

m
3
i=1 lep:‘
Iem= .100,
m
2w
wherei= 1,2, .., m diagnbstic categories, L} is the

average length of stay for case-type ¢ for the hospital
system, p$ is the proportion of case-type ¢ in the total
census of that hospital system, and p} is the proportion
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of case-type ¢ in the census of the comparison hospital
(or hospital subgroup). The denominator, or base, of
the index is the sum of the products of the system-wide
average length of stay in each diagnosis group (L)
times the system-wide proportion of the total patient
population in that diagnosis (p5). This works out to be
the overall average length of stay for all patients in the
hospital system. The numerator is the sum of the
products of average stay in each diagnosis (L$) and the
proportion of the patient-census of the given hospital
(PY) with that diagnosis. This produces the theoretical
overall average stay for that hospital which would have
prevailed if the patient stays in each diagnosis were
similar to those for the overall hospital system, but with
the unique case mix proportions prevailing in the
comparison hospital. Thus, the value of the index will
diverge from 100 to the extent that differences in
case-mix proportions (and only in case-mix propor-
tions) are distributed among longer (or shorter) stay
case-types on average in the given hospital; that is, a
rise in the index indicates a relative increase in longer
staying case-types.

Note also that this index may be used either to com-
pare the case mix of a given group of hospitals with
that of the total patient population of the hospital
system of which they are a part, or it may be used to
compare the case mix of a hospital or group of hospi-
tals with the case mix of the same group in a previous
(base) time period. Also, the use of average stays as the
weights for the proportions of admissions in each case
type provide the basis for interpreting the index as a
measure of the relative necessity of admission to the
hospital. This is suggested on the basis of previous
research (Anderson and Sheatsley, 1967) in which the
longer staying case-types were found generally to rep-
resent those patients who most required the use of the
unique facilities of a hospital for successful treatment.

In the second index, case mix is held constant in
order to observe differences in overall average length
of stay attributable to differences in lengths of stay for
individual case type (Rafferty, 1972). The formula is

m
)
i =1 Lip
ILOS = _.______-100,
m
2 Lip
i=1
wherei= 1,2, ..., m diagnostic categories, and L% is the
average length of stay for case-typei in the comparison
hospital. The denominator, again, is the overall aver-
age length of stay for all patients in the hospital system.
The numerator produces the theoretical overall aver-
age stay that would have prevailed for the given hos-
pital if the case-mix proportions were similar to those
for the overall patient population but with the unique
diagnosis-specific stays prevailing in the given hospi-
tal. The value of the index diverges from 100 to the
extent that differences in case-specific lengths of stay
(and only case specific lengths of stay) are longer (or
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shorter) on average in the given hospital; that is, a rise
in the index indicates that the hospital is treating
case-types via longer stays.*

In specitying the 1ndices, we begin with the 4-digit
H-ICDA diagnosticcodes. However, age, the existence
of single and/or multiple diagnoses, and the use of
surgery are significant factors relating to hospltal use
which should therefore be taken into account in de-
fining the types of cases treated by the hospital. For
that reason we further disaggregate the 4- -digit codes
on the basis of age of the patient (0—19, 20—64, 65-+),
by whether or not the patient had multiple diagnoses
explaining admission, and by whether or not the pa-
tient had surgery. That is, each diagnostic group is
further subdivided into 12 groups by these
dimensions.

Data

The data for this study were obtained from Length of
Stay in PAS Hospitals, published by the Commission on
Professional and Hospital Activities (CPHA) begin-

. ningin 1963—64 (CPHA, 1966). This was followed by

a comparison of hospital stays before and after the
implementation of Medicare (CPHA, 1969). Then, for
1969 through 1975 the volumes were published annu-
ally for the four major census regions and the United
States overall.

Over the period 1964—1975, the diagnostic coding
scheme was modified twice. In general, the changes
represented disaggregation into finer reporting
categories. Thus, comparisons across time required
the merging of diagnostic categories in later years.

PAS is the largest discharge abstract system in the
United States with respect to number of subscribers. In
1975, membership stood at 1,887 hospitals. Very small
and very large hospitals are shghtly underrepresented,
as are hospltals in the Southern region. Also, the par-
ticipation rate for teaching hospitals in the West is
slightly below that for the rest of the country. How-
ever, the distribution of PAS hospitals by bed size,
region, and teaching status shows that they are ap-
proximately representative of the distribution of all
U.S. short-term non-Federal hospitals. These dis-
tributions are reported in Appendix 1.

Il. LONG RUN TRENDS AND MEDICARE

The objective of the Medicare program, which took
effect in mid 1966, was to reduce the out-of-pocket
price of hospital care to the elderly, primarily because

*Differences in length of stay within a given case-type
could reflect either or both of two factors—differences in the
discharge policies of the medical staffs, or differences in the
severity/complexity of the cases admitted. In the absence of
additional clinical information on the patients, we interpret
illness-specific lengths of stay as reflecting discharge policy.



Table 1. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS,
UNITED STATES, 19641967

Overall Averade

Year Length of Stay
. 1964

1965 7.3

1966 —

1967 7.6

of the higher need for care and the relatively low fixed
incomes of that group. The data on aggregate use
generally support the contention that Medicare
achieved this purpose. It is well known that hospital
use increased, and that the share of the elderly in
hospital admissions rose from 12.4 to 16.8 percent
(Rafferty, 1975). It is also well known that the overall
average length of stay rose during the same period,
from 7.3 days in 1965 to 7.6 days in 1967 (table 1). The
fact that elderly patients typically stay several days
longer than younger patients with the same illness
would seem to explain the increase in the overall aver-
age stay, although the increase might also be attribut-
able in part to relaxed discharge policies resulting
from lower net price. However, our purpose here s to
demonstrate that none of these reasonable expecta-
tions based on aggregate use data are actually entirely
correct.

Analysis of the main components of aggregate use

sheds further light on Medicare’s effects. First, exami- -

nation of the case mix index appears to support the
argument that the increased hospital use by the elderly
represented necessary rather than discretionary use.
Asshownintable 1, the case mix index rose from 102.4
to 111.9 between 1965 and 1967. This indicates that
case mix did shift, moving dramatically towards a
larger proportion of the types of illnesses typically
requiring longer hospital stays. As noted above, these
are generally interpreted as the more necessary hos-
pital admissions. Thus, this index indicates that aver-
age necessity of admission increased at the same time
that the proportion of elderly admissions rose. How-
ever, as we show below, this fact is very easily
misinterpreted.

lliness-Specific

Case Mix Length of Stay
Index Index
(Base) (Base)
102.36 109.15
111.93 102.50

The length of stay index also offers further infor-
mation (table 1). This index shows that, contrary to
accepted belief, hospital stays—on an illness specific
basis—were actually reduced after Medicare by
roughly 7 percent. That is, the indices show that the
case mix shift, in and of itself, would have increased
overall average stay by approximately 10 percent, but
that a reduction in illness-specific lengths of stay offset
this by abeut 7 percent, resulting in the actual net
increase from 7.3 to 7.6 days.

Thus, the combination of aggregate use data along
with these indices reflecting components of use seem
to describe the Medicare program as both effective
and efficient—effective in terms of increased access

. for patients with greater needs, and efficient in terms

of shortened stays on an illness-specific basis. How-
ever, both of these interpretations of the data are
mcorrect.

The inferences drawn above can be tested by further
disaggregation of the data into that Tor patients under
the age of 65 versus those over 65. These data results
(table 2) offer a very different interpretation of how
hospital care actually responded to the Medicare
program.

First, while case mix for the overall patient census
did change dramatically after Medicare, that change is
not attributable to the elderly patients. In fact, case mix
remained essentially unchanged for the elderly (100.6
vs. 101.8) but changed dramatically for patients under -
65 (102.1 vs. 109.4). Apparently, beds were rationed to
the younger group in order to make space for the
expected surge of Medicare beneficiaries, and the shift
towards a longer staying average case type was the -
result of reduced admissions of the shorter stay ill-

Table 2. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS
BY AGE OF PATIENT, UNITED STATES, 1964~1967

Age 65 and over Age under 65
lliness-Specific lliness-Specific
Case Mix Length of Stay Overall Average  Case Mix Length of Stay Overall Average
Index Index Length of Stay Index Index Length of Stay
Year (1) (2 ®) 4 ® (6)
1964 (Base) (Base) (Base) (Base)
1965 100.56 9942 - 13.1 102.12 99.12 6.5
1966 — — — — — —
1967 101.27 105.88 14.1 109.43 89.33 6.8
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nesses for younger patients.

Second, while illness-specific lengths of stay did de-
cline for the patient census overall, table 2 shows that
these stays did in fact increase for the elderly (from
99.4 to 105.9). What table 2 shows, however, is that the
longer stays for the elderly were more than offset by
shortened stays for non-elderly patients (from 99.1 to
89.3).

In brief, the effects of Medicare on hospital use
patterns were less interesting in terms of the direct
effects on elderly patients than they were in terms of
the indirect effects of increased elderly ‘admissions

upon both the case mix and length of stay for the

non-elderly group. But this very basic information on

how hospitals actually behaved in response to Medi-.
care is in no way even remotely suggested by the com- -

mon measures of use. Rather, this analysis illustrates
how readily those aggregate data are likely to be
misinterpreted.

lil. THE ECONOMIC STABILIZATION
PROGRAM

A second major policy initiative which affected the

hospitals was the Economic Stabilization Program
(ESP). There still exists some disagreement on the
degree to which ESP actually achieved its goals, and we
do not attempt to resolve that issue here. However, we
do show that the assumption of product homogeneity
in evaluating ESP precludes identification of how
hospitals actually responded to the controls, and actu-
ally leads to erroneous conclusions about that be-
havior. In the process of illustrating that point, we can
shed some new light on how hospitals actually be-
haved.

The Council on Wage and Price Stability (1976)
points out that health care prices did rise during the
ESP period, but they did so more slowly than other
prices. On the other hand, Ginsburg (1978) observes

that the actnal control variable was revenues per unit
of output, and that by that criterion the controls did
not succeed. But if price was relatively constant and
revenues per unit rose, it is apparent there must have
been some counteracting effect from quantity
produced—some shift towards a more costly average
product or output mix.

It is obvious that such a product change cannot be
discovered via analyses that assume the existence of a
single homogeneous product. Rather, it is necessary to
disaggregate output into its relevant components. Al-
though it is not the perfect measure in this context, the
case mix index used above is instructive. As shown by
table 3, the case mix index reveals that, throughout the
control period (August 1971 to April 1974}, there was
a continuing case mix shift towards larger proportions
of those illnesses which typically require the longer
hospital stays. Thus, since it is likely that such cases
involve higher costs, this case mix shift explains some
or all of the discrepancy between revenues and price.

The data on OALS are also pertinent. During Phase
III of the control period it was recognized that the
controls inadvertently provided an incentive for hospi-
tals to lengthen patient stays (because output was
measured in terms of patient days). The need to
reverse this incentive was suggested by a perceived
interruption of the downward trend in overall average
length of stay (OALS) which appearsin 1972, when the
controls began. For this reason a major objective of
Phase IV was to reverse this incentive toward longer
stays by changing the output unit from patient days to

number of patients.

However, the data in table 3 reveal that this seem-
ingly reasonable interpretation of hospital behavior
was in fact quite incorrect. Although the decline in
OALS may have been slowed in 1972, the index
numbers for the period provide a very different
picture. That is, in spite of the ESP incentive to
lengthen stays, actual illness-specific stays continued
declining throughout the period, but their obscured

TABLE 3. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS
HOSPITALS, UNITED STATES 1964—1965

lliness-Specific

Overall Average Case Mix Length of Stay
Year Length of Stay Index Index
1964 (Base) (Base)
1965 7.3 102.36 109.15
1966 —_ -— —_
1967 7.6 111.93 102.50
1968 — — —
1969 7.7 108.63 107.77
1970 7.5 101.03 97.29
1971 74 103.60 93.90
1972 73 107.01 90.38
1973 7.1 108.07 88.20
1974 71 110.66 85.42
1975 7.0 112.41 83.62
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effect on the more readily observed OALS was more
than offset by the equally obscured effects of changing
case-mix. That is, despite the ESP incentive to
lengthen stays, hospitals were in fact continuing to
shorten stays throughout the period; it was the case
mix change which lengthened the overall average and
produced misleading indications of hospital behavior.
The point, again, is that the assumption of product
homogeneity can in fact be very damaging: in this case
it not only precludes identification of how hospitals
actually responded, but it leads to conclusions about
hospital behavior that are clearly erroneous.

IV. CROSS-SECTIONAL ANALYSIS

Growing awareness that different hospitals produce
different products is being reflected in the current
debate on cost containment policies. Attention to the
problem is reflected in concern about techniques for
classifying hospitals. The rationale is to apply either
. hospital controls or reimbursement incentives on the
basis of appropriate hospital groupings, with the ob-
jective of establishing the groups of hospitals so that
within each group the average product is essentially
the same. That is, product homogeneity would not be
assumed for the entire hospital population, but only
for hospitals within each given group.

The effectiveness of such a classification meth-
odology depends on the choice of variables used for
grouping the hospitals: to be useful, they must actually
be relevant to the product-mix variations which occur.
We have seen in the previous sections that these
variations can be misleading and problematic. This
leads us to concern about the adequacy of hospital
classification techniques, since product-mix variations
still remain essentially unexplored. Thus, in this sec-
tion we use the experience from the preceding
analyses to begin such exploration. While we do not
attempt any comprehensive analysis of hospital clas-
sification methods, we do demonstrate that the limited
within-group homogeneity assumption still creates
problems, and that satisfactory classification methods
may have to be very complex. These points are demon-
strated via comparison of hospital use across the four
main U.S. census regions.

As indicated in table 4, the most dramatic regional
_differences are in OALS. The nature of this disparity is
also striking: in the foregoing analyses, case mix was
the critical factor affecting OALS, but here this is not
so; rather, here the regional disparities in OALS are
almost entirely attributable to differences in illness-
specific stays.! In addition, it is also noteworthy that

In comparing regional differences in length of stay, it
is also interesting to. observe cross-national differences. In
Canada, the overall average length of stay in PAS hospitals in
1975 was 7.8 days, as compared with 7.0 days in the United
States. The index numbers show that this is due to differences
in illness-specific lengths of stay, since the value of the case
mix index was 91.5 and that for the illness-specific index was
138.1.

the relative interregional differences remain constant
over the years, even though case mix and length of stay
variables on a national basis were changing dramati-
cally over the same period; that is, temporal changes in
case mix and illness-specific length of stay were rela-
tively uniform across regions. See tables-A and B in
appendix II.

The most notable single disparity is the divergence
in OALS between the Northeastern versus the West-
ern Regions—with 7.9 days in the Northeast and only
5.7 .days in the West. The indices show that this
disparity is accounted for almost in its entirety by a
difference in illness-specific lengths of stay. Clearly,
such a disparity as this would have to be accounted for
in hospital classification, because it reflects either
differences in the average within-diagnosis case sever-
ity, or differences in the average pattern and/or inten-
sity of care per patient day; either would imply a
product-mix difference, with implications for costs.
However, it appears that such differences are not very
readily accounted for.

The literature on hospital utilization lists many
factors which are known to affect length of stay. We
make no attempt here to analyze these comprehen-
sively. However, we can examine the role of a number
of variables which are prominent determinants of
hospital use patterns (especially length of stay) and
which also are relatively easy data to obtain. They are
the most likely factors to be employed in a classification
technique. These variables are the age structure of the
population, the degree of surgical versus non-surgical
treatment, the complexity of illness as indicated by
presence of multiple diagnoses, hospital bed size, and
teaching status, and the per capita supply of inpatient
beds. In addition, we also examine the extent of HMO
enrollment and the availability of nursing home beds.
However, our analysis shows that this fairly extensive
set of variables is still not adequate to explaining the
regional differences in OALS.

First, age variations do not account for the dis-
parities. In the Northeast, illness-specific stays are
shown to be particularly long relative to the average

- for aged patients. As shown by table 5, the proportions

of aged persons in total admissions is approximately
the same across the regions, and thus is not associated
with length of stay. The index numbers are recalcu-
lated for aged and non-aged patients in table 6. They
show that, even within age groups, stays in the West are
consistently short.

Tables 7 and 8 present data which show that surgical
versus non-surgical treatment patterns do not explain
the disparity. Again, the proportion of surgical versus
non-surgical hospital treatments varies little across the
regions, and for each group, illness-specific stays is
dramatically shorter in the West.

Tables 9 and 10 present data on single versus
multiple diagnoses, which may provide a rough index
of case severity. However, the proportion of patients
with multiple diagnoses is approximately the same
across regions. Within single diagnosis patients, the
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Table 4. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS
BY GEOGRAPHIC REGION, 1975

lliness-Specific

: Overall Average Case Mix Length of Stay
Region Length of Stay Index Index
Northeast 7.9 102.92 120.83
South 6.8 98.80 105.41
North Central 7.3 99.67 11213
West 5.7 100.59 84.89

Table 5. DISTRIBUTION OF DISCHARGES FROM PAS HOSPITALS BY AGE AND GEOGRAPHIC REGION, UNITED STATES,

1975
Region
u.s. Northeast South North Central Waest

Age " No. %  No. % No. % No. % No. %
0—-19 yrs. 3,629,574 25.3 751,054 254 900,589 25.3 1,414,877 25.6 563,054 243
20-34 - 3,396,239 23.7 690,628 23.4 840,090 23.6 1,310,252 23.7 555,269 24.0
35-49 2,177,031 15.2 434,479 14.7 564,208 15.8 838,244 15.2 340,100 14.7
50-64 2,450,063 174 507,131 17.2 602,556 16.9 937,717 17.0 402,659 174
65+ 2,698,658 18.8 571,249 193 653,864 184 1,017,043 18.4 456,502 19.7
Total 14,351,565 100 2,954,451 100 3,561,307 100 5,518,133 100 2,317,584 100

SOURCE: Commission on Professional and Hospital Activities, Le?lgth of Stay in PAS Hospitals by Diagnosis, United States, 1975;
Western Region, 1975; Northeastern Region, 1975; Southern Region, 1975; North Central Region, 1975. Ann Arbor,
Michigan, C.P.H.A., 1976.

Table 6. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PASHOSPITALS
BY GEOGRAPHIC REGION AND BY AGE GROUP, 1975

Aged Patients Non-aged Patients
Overall Avg Case Mix lIl.-Spec. Overall Avg Case Mix Hii.-Spec,
Region LOS Index LOS Index LOS Index LOS Index
Northeast 13.6 102.27 115.95 6.5 96.13 92.72
South 10.9 98.11 96.48 5.9 99,52 98.85
North Central 11.8 99.80 102.77 6.2 100.04 104.40
West 9.1 100.30 78.73 4.9 100.30 63.19

Table 7. DISTRIBUTION OF PATIENTS IN PAS HOSPITALS BY OPERATED/NOT OPERATED BY GEOGRAPHIC REGION,
UNITED STATES, 1975

Operated Not Operated Total
Region ' No. % No. % No. %
Northeast 1,444,211 48.9 1,510,330 511 2,954,541 100
South 1,643,943 46.2 1,917,364 53.8 3,561,307 100 -
North Central 2,503,694 45.4 3,014,439 54.6 5,518,133 100
West 1,138,703 48.7 1,178,881 51.3 2,317,584 100

Total 6,730,551 46.9 7,621,014 53.1 14,351,565 100
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Table 8. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS
BY GEOGRAPHIC REGION AND BY OPERATED/NOT OPERATED, 1975

Operated Patients Not Operated Patients
Overall Avg Case Mix lll.-Spec. Overall Avg Case Mix lL.-Spec.
Region LOS Index LOS Index LOS Index LOS Index
Northeast 7.9 101.89 111.37 7.8 101.41 116.56
South 7.2 96.50 98.48 6.5 99.00 95.51
North Central 7.6 99.42 103.62 7.0 98.52 102.33
West - 6.1 103.81 80.46 54 108.75 79.03

Table 9. DISTRIBUTION OF PATIENTS IN PAS HOSPITALS BY SINGLE/ MULTIPLE DIAGNOSIS BY GEOGRAPHIC REGION,
UNITED STATES, 1975

Region Single Diagﬁosis

Multiple Diagnosis Total
No. % No. % No. %
Northeast 1,421,547 48.1 1,532,994 51.9 2,954,541 100
South 1,733,513 48.7 1,827,794 51.3 3,561,307 100
North Central 2,597,529 471 2,920,604 52.9 5,518,133 100
West 1,113,025 48.0 1,204,559 52.0 2,317,584 100
Total 6,865,614 47.8 7,485,951 52.2 14,351,565 100

Table 10. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS
BY GEOGRAPHIC REGION AND NUMBER OF DIAGNOSES, 1975

Single Diagnosis Muitiple Diagnosis

Overall Avg Case Mix lll.-Spec. Overall Avg Case Mix lll.-Spec.
Region LOS Index LOS LOS Index LOS
Northeast 5.3 98.15 111.563 10.3 102.31 116.12
South 4.9 100.56 98.51 8.6 97.84 96.30
North Central 5.1 98.73 103.85 9.2 98.95 102.59
West 4.0 104.72 79.99 7.3 102.72 79.58

Table 11. AVERAGE LENGTH OF STAY FOR PATIENTS DISCHARGED FROM SHORT-STAY HOSPITALS, BY GEOGRAPHIC
REGION AND BED SIZE OF HOSPITAL, UNITED STATES, 1975

Hospital Size
6—99 100—-499 500 Beds
Region Beds Beds or More
Northeast 75 8.9 10.2
South 6.2 7.2 8.3
North Central 6.9 7.9 9.0

West , 5.3 6.6 7.0

SOURCE: Abraham L. Ranofsky, Utilization of Short-Stay Hospitals: Annual Summary. Data from the National Health
Survey: Series 13, No. 31, DHEW publication no. (HRA) 77—1782, 1977, p. 43.
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Table 12. OVERALL AVE.RAGE LENGTH OF STAY IN VOLUNTARY HOSPITALS AFFILIATED WITH MEDICAL SCHOOLS BY
GEQGRAPHIC REGION, 1975

Overall Average

Region Length of Stay
Northeast 9.2
South 7.8
North Central - 8.6
West 6.9
Total U.S. 8.4

SOURCE: American Hospital Association, Hospital Statistics, 1976 Edition. Chicago: American Hospital Association, 1976,
pp- 176-7.

Table 13. HOSPITAL BEDS PER 1,000 POPULATION BY CENSUS REGION: 1973

General Medical and
Surgical Beds Per

Region - 1,000 Population
Northeast 4.8
North Central ) 52
South . 5.0
West : 4.4
All United States 4.9

SOURCE: Department of Health, Education, and Welfare National Center for Health Statistics, Health Resources Statistics,
Health Manpower and Health Facilities, 1975 DHEW publication no. (HRA) 761509, p. 352.

Table 14, PROPORTION OF POPULATION BELONGING TO HMO'S IN UNITED STATES BY REGION, 1975

Percent Belonging

Region to an HMO
Northeast . 4.4%
South 0.5
North Central 14
West 8.8
United States 3.1

SOURCE: National Center for Health Statistics, unpublished data.

TabIe 15. AVERAGE LENGTH OF STAY FOR PATIENTS BELONGING TO A PREPAID GROUP PRACTICE PLAN BY
GEOGRAPHIC REGION, UNITED STATES, 1975 .

[

Average Length of Stay
for Prepaid Group
Region Practice Patients
Northeast 8.0
South 8.8
North Central 7.0
West * 5.5

SOURCE: National Center for Health Statistics, unpublished data.
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West has a longer staying case mix than the Northeast,
but substantially shorter illness-specific lengths of stay;
for multiple diagnosis patients, the case mix does not
vary much across regions, but the illness-specific
lengths of stay are still much shorter in the West.

Table 11 presents data pertaining to hospital size,
and reflects the fact that OALS is longer the larger the
hospital. However, the data also show that OALS
would still be shorter in the West even if the West had
only the large hospitals and all the hospitals in the
Northeast were small; hospital size distribution cannot
explain the Northeast-West disparity. Also, as shown
by table 12, even for teaching hospitals stays are short-
er in the West.

Another factor of interest is the per capita supply of
hospital beds, especially in view of the fact that bed
supply in the West is very low. That is, a relative short-
age of beds might lead to shorter than normal stays.
However, as shown by table 13, this relationship of bed
supply to OALS does not hold up when the other
regions are included; we cannot use bed supply to
explain the OALS disparity.

Finally, two other factors likely to affect OALS were
examined—the existence of HMO’s, and the availabil-
ity of nursing home beds. As shown by table 14, the
West has the largest percentage of population be-
longing to HMO’s (8.8%). However, while that is in
fact higher than in the Northeast (4.4%), the Northeast
is still higher than the national average and is very far
above the South (0.5%). Also, even within prepaid
group practice, the regional differences in length of
stay are maintained (table 15). Clearly, therefore,
HMO enrollment does not explain the regional varia-
“tions in length ot stay. With regard to nursing home
beds, it is of interest that the Northeast has relatively
few nursing home beds compared. to the West (table
16), but the association between nursing home bed
supply and length of stay does not hold up when the
Southern and North Central regions are included.

Although the above analysis is preliminary and li-
mited in scope, certain conclusions are clear. We have
focused on just one strong and persistent disparity in
average product among hospitals—the dramatically
shorter hospital stays in the Western region. The indi-

ces of case mix and length of stay did provide much
information beyond that supplied by the aggregate use
measures, but the length of stay index reveals varia-
tions that we are not able to explain, even after exam-
ining the most likely explanatory variables. First, this
underscores the central point of this paper—that in-

' terpretations of the aggregate-use measures are

dangerous at best. Second, the failure to find any as- -
sociation to explain regional differences in length of
stay leads us to further consideration of problems and
alternatives involved in hospital utilization measure-
ment. These are discussed in the next section.

V. DISCUSSION

The problem of defining and measuring hospital
output is particularly difficult and persistent. But until
the problem of assessing the marginal contribution to
health status of various medical care services is solved,
various measures of the intermediate outputs of the
hospital will have to be employed as proxies. In the
context of hospital classification for the purpose of
control or reimbursement, this requires the sorting of
hospitals into homogeneous product groups. In this

.study, relevant dimensions of the product were pos-

tulated to include diagnosis, performance of surgery,
age, presence of multiple diagnoses, and length of
stay, It was demonstrated, however, that even with the
rather narrowly-defined categories established by
these factors, there still appeared to be a great deal of
heterogeneity in the treatment output. This suggests
that acceptable hospital classification may prove to be

"much more complex than expected, and that defini-

tion and measurement of case mix still requires much
work. We conclude, therefore, that the assumption of
homogeneous output will continue to be misleading
and troublesome. Moreover, any adjustments for case
mix using the current state of the art are likely to be
arbitrary and, therefore, insufficient for the purposes
of public policy.

Since we cannot satisfactorily assess the final prod-
uct that is relevant to the patient (i.e., changes in health
status), then as an alternative we might employ an
implicit approach. We can measure the inputs used to

Table 16. NUMBER OF NURSING HOME BEDS PER 1,000 POPULATION 65 AND OVER AND PER 1,000 POPULATION BY
CENSUS REGION, UNITED STATES, 1974

Nursing home beds

per 1000 population Nursing home beds
Region age 65 and over 1000 population
Northeast 45.1 4.9
South 44.6 4.5
North Central 62.2 6.4
West 59.3 5.4

SOURCE:Department ot Health, Education, and Welfare, National Center for Health Statistics, Health Resources Statistics,
Heaith Manpower and Health Facilities, 1975 DHEW publication no. (HRA) 76—1509, 1976, p. 370.
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produce hospital output, and if these are assumed to
have a positive association with outputs, then we have
the basis for one such approach. This association is
provided by the production function, which describes
the relation between inputs and outputs available to
the hospital, and by the assumption of cost minimiza-
tion (or output maximization) by the hospital. That is,
we assume that the hospital is a rational, efficient or-
ganization which seeks to maximize an objective func-
tion defined over the outputs (successful treatments of
various illnesses), subject to a budget (resource) con-
straint. Under this framework, if the hospital employs
a different bundle of inputs to treat a given group of
patients, or even a specific patient, then we conclude
that a different output is being produced. Then we
need only measure length of stay and ancillary service
use to capture the output of the hospital; any two cases
which use identical bundles of resources are assumed
-to be identical outputs. Case mix, under this approach,
should be assessed in terms of iso-resource groupings.

Although it is eminently feasible, this “hedonic” ap-
proach to output measurement has the conceptual
weakness of assuming away the issue of efficiency. Any
differences in input use represent valid differences in
outputs. However, we know intuitively that some de-
gree of inefficiency is bound to occur, and, more im-
portant, adoption of the hedonic approach in reim-
bursement policy provides strong incentives to raise
the level of inefficiency. In order to reduce this incen-
tive, a different approach to output assessment would
be required. -

Alternatively, instead of assessing how each patient
is actually treated, those clinical attributes of the pa-
tient on which the physician bases his decisions might
instead be assessed. The production function de-
scribes how to achieve a successful outcome to the
illness eplsode, given the nature of the illness and the
patient’s general physiological and psychological con-
dition. Assuming that this production function is
known, then it provides a mapping from clinical at-
tributes through input requirements to outcome.
Further, the assumption of output maximization

‘wou_lld then allow us to measure output implicitly, via
groupings of the clinical characteristics. Since the pro-
duction function is know, the efficiency issue is solved
because we know how much and what mix of inputs
should be used to treat a given case-type (as defined by
some bundle of clinical characteristics). Thus, for
example, a simple fracture of the femur in a 75 year-
old female would require x days of hospital care, y
radiological procedures, and z hours of orthopedist’s

- services. This efficiency-ideal, or criteria-optimal set of
services can then be used to evaluate the care that was
actually delivered to the patient.

The crucial assumption in this “input requirements”
approach is that the production function is known. In

fact, the real world of medicine is characterized by a’

great deal of uncertainty, both in general terms re-
garding the best method of treating some diseases, and
in specific terms regarding the appropriate way of

‘1 .
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treating an individual patient. This uncertainty pre-
sents a serious obstacle to implementation of this ap-
proach. However, it can be argued that such uncer-
tainty can be handled analytically by specifying a range

.of inputs required (e.g., length of stay of from ten to

fifteen days), with future research aimed at obtaining
greater precision on these input coefficients. Further,
a considerable number of diseases are not charac-
terized by much uncertainty, and so it is presently
feasible to actually begin implementing and experi-
menting with this approach to case mix measurement.

Discharge abstract systems already collect a consid-
erable amount of clinical information which can be
used to begin development of new case mix classifica-
tion systems. Examples of the types of variables col-
lected by CPHA include primary discharge diagnosis,
secondary diagnoses, sex, age, source of admission,
type of admission, temperature, blood pressure,
hemoglobin or hematocrit, white blood cell count, and
urinalysis. These represent attributes of the patient
that are not under the control of the physician.? Re-
search is needed to establish classes of illnesses that are
deemed sufficiently similar from a medical, and hence,
resource use viewpoint to be considered a homogene-
ous product, a task which must involve physicians. The
issue is to achieve some level of aggregatlon, because
no purpose is served in defining each patient as a
unique case. The purpose for which the case mix mea-
sure required must be kept in mind—here, to establish
an incentive reimbursement system that rewards effi-
ciency and punishes inefficiency in the production of
hospital care of established and acceptable quality.

In sum, it is our recommendation that we begin to
define case mix in terms of the clinical attributes of
those patients that are relevant to the physician in
diagnostic and therapeutic decision-making. Case mix
should not be measured in terms-of actual resource
use, since this is under the control of the physician and
assumes away the efficiency issue. Therefore, it is not
appropriate to use length ot stay and/or ancillary ser-
vice use to derive case mix categories. Resource use
patterns may be examined in addressing the issues of
validity and reliability of a given case mix classification
system. That is, a high intra-class variation in length of
stay would lead to a suspicion that all of the relevant
clinical characteristics of the patient have not been
addressed. On the other hand, it may also mean that
the technology is very uncertain at present so that the
reliability of the classification schemeis notas high as it
should be. The ultimate objective of any case mix clas-
sification is not to minimize the within group variation
on resource use because there are differences in effi-

2 We realize, of course, that their reporting is, so that
the problem of “input inflation” still exists under anincentive
reimbursement scheme using this approach to case-mix mea-
surement. Independent clinical audits of samples of hos-
pitalized patients and their medical records could be con-
ducted to minimize this problem.



ciency across hospitals. On the other hand, a good case °

mix measure will account for a great deal of variation
in utilization.

It is not known whether additional information on
the clinical characteristics of patients in the Northeast-
ern and Western regions of the country would fully
explain the disparities in length of stay described
above. It is clear that the CPHA List A diagnostic
classification scheme is not an adequate mapping of
patients onto homogeneous case-type categories. In-
tegration of an expanded “staging” approach (Gon-
nella and Goran, 1975; Garg, et al.,, 1978) and the
CPHA List A diagnostic groupings is probably the next
feasible development in case mix measurement.?

The efficiency problem can be dealt with by either of

two methods, or some combination. For one, the input
coefficients can be derived in an empirical fashion, by
adopting the lowest use of service observed not as-
sociated with an adverse outcome. For another, panels
of physicians can be employed to specify the “optimal”
pattern of treatment for a given case type. Either
method reduces the overall endogeneity of efficiency
determination with respect to the individual practicing
physician and places more control in the hands of the
physician, which is the immediate operational objec-
tive of our research on policy instruments.

3 The Diagnosis-Related Groups (DRG) approach to
case mix measurement (Mills, etal., 1976) relies too heavily on
empirical resource use patterns in defining case types.
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APPENDIX |

Distribution of PAS Hospitals Compared with Distribution of All Short-Term
Non-Federal Hospitals in the United States, 1975, by Bed Size, Region,
Census Division, and Teaching Type.

Table A. BED SIZE, REGION, AND CENSUS DIVISION: PAS HOSPITALS COMPARED WITH ALL SHORT-TERM
NON-FEDERAL HOSPITALS! IN THE U.S.
JANUARY—-DECEMBER 1975

Short-Term Non-Federal

Hospitals Beds
Number Percent Number Percent
Hospital Class Total? in PAS in PAS Total2 In PAS in PAS
(1) @ @®) 2] (5) (6) )
ALL US.
Bed Size
1. Less than 25 beds 465 26 5.6% 7,779 509 6.5%
2.25-49 1,342 161 12.0 48,186 6,227 12.9
3.50-99 1,640 384 23.4 118,266 28,657 242
4. 100—-199 1,441 541 37.5 204,328 78,203 38.3
5. 200—299 684 334 48.8 166,755 81,599 48.9
6. 300—399 394 213 54.1 133,928 72,485 54.1
7.400—-499 224 127 56.7 98,940 55,863 56.5
8. 500 or more 276 101 36.6 191,623 67,539 35.2
Total 6,466 1,887 29.2% 969,805 391,082 40.3%
Region and Census Division
Northeast 1,027 327 31.8% 226,605 88,218 38.9%
New England 302 95 31.4 53,016 22,098 41,7
Middle Atlantic 725 232 32.0 173,589 66,120 38.1
North Central 1,862 724 38.8 292,541 153,060 52.3
East North Central 1,002 526 52.5 194,922 115,246 59.1
West North Central 860 198 23.0 97,619 37,814 38.7
South 2,332 479 20.5 301,966 93,144 30.8
South Atlantic 894 309 34.6 142,845 60,823 . 426
East South Central 525 60 114 64,203 13,688 21.3
West South Centrat 913 110 12.0 94,918 18,633 19.6
West 1,245 357 28.7 148,693 56,660 38.1
Mountain 402 106 26.4 38,522 17,356 45.0
Pacific 843 251 29.8 110,171 39,304 35.7
Grand Total 6,466 1,887 29.2% 969,805 391,082 40.3%

1 Excluding psychiatric hospitals
2 SOURCE: 1974 Annual Survey of Hospitals, magnetic tape, National Center for Health Statistics

SOURCE: Commission on Professional and Hospital Activities, Length of Stay in PAS Hospitals, by Diagnosis, United
States, 1975. Ann Arbor, Michigan: CPHA 1976, p. 7.
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Table B. TEACHING TYPE, REGION, AND CENSUS DIVISION: PAS HOSPITALS COMPARED WITH ALL SHORT-TERM
NON-FEDERAL HOSPITALS! IN THE U.S.
JANUARY-DECEMBER 1975

Hospitals with
Hospitals with Medical School
Residencies ’ Affiliation

Region and Number Percent Number Percent

Census Division Total? in PAS in PAS Total? in PAS in PAS
(1) () ® . @ (5 (6) @)

Northeast 315 146 46.3% 211 89 42.2%
New England 72 36 50.0 59 30 50.8
Middle Atlantic 243 110 45.3 152 59 38.8
North Central ) 305 172 56.4 180 99 55.0
East North Central 220 137 62.3 114 70 61.4
West North Central , 85 35 41.2 66 29 43.9
South 253 92 36.4 187 73 39.0
South Atlantic 130 60 46.2 97 51 52.6
East South Central 50 18 36.0 37 11 29.7
Waest South Central 73 - 14 19.2 53 11 20.8
West . 138 55 39.8 103 39 37.9
Mountain 40 21 52.5 27 13 48.1
Pacific : 98 34 34.7 76 26 34.2

Grand Total 1,011 465 46.0% 681 300 44.0%

1 Excluding psychiatric hospitals
2 SOURCE: American Hospital Association Guide to the Health Care Field, 1975

SOURCE: Commission on Professional and Hospital Activities, Length of Stay in PAS Hospitals, by Diagnosis, United
States, 1975. Ann Arbor, Michigan: CPHA, 1976, p. 8.
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- APPENDIX I

Case Mix, lliness-Specific Length of Stay and Overall Average Length of
Stay in PAS Hospitals, United States, by Geographic Region, Annually,
1969—1975.

Table A. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS BY GEOGRAPHIC
REGION, ANNUALLY, 1969—1975

Region
Northeast South North Central West
Case lll.-Spec. Case lll.-Spec. Case .-Spec. Case lll.-Spec.
Year AllU.S. Mix LOS LOS Mix LOS LOS Mix LOS LOS Mix LOS -1.0S
1969 Base 105.09 119.41 8.4 98,55 104.64 7.3 98.49 112.72 7.8 104.42 89.16 6.6
1970 Base 100.55 119.10 8.2 98.92 104.38 7.1 98.88 113.86 7.7 103.91 87.66 6.3
1971 Base 100.26 119.27 8.0 98.40 105.68 7.0 99.37 112.98 7.6 103.74 86.18 6.1
1972 Base 100.57 119.76 8.0 98.00 106.83 7.0 99.79 112,96 7.5 102.42 85.58 5.9
1973 Base 100.10 119.98 7.8 98.23 106.58 6.9 99.75 113.05 7.4 95.32 85.62 59
1974 Base 100.05 120.52 7.8 98.77 106.57 6.9 99.67 112.65 7.3 102.47 85.31 5.8
1975 Base 102.92 120.83 7.9 98.80 105.41 6.8 99.67 112.13 7.3 100.59 84.89 5.7

Table B. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS BY YEAR,
REGIONALLY, UNITED STATES, 1969-1975

Region
Northeast South North Central West
‘ Case l.-Spec. Case lll.-Spec. Case I1l.-Spec. Case lll.-Spec.
Year Mix LOS LOS Mix LOS LOS Mix LOS LOS Mix LOS LOS
1969 Base Base 8.4 Base Base 7.3 Base Base 7.8 Base Base 6.6
1970 94.67 105.67 8.2 105.51 105.97 71 100.55 107.83 7.7 99.68 100.06 6.3
1971 96.23 102.21 8.0 101.81 103.75 7.0 102.90 103.63 7.6 101.49 95.05 6.1
1972 98.97 98.59 8.0 103.93 101.05 7.0 105.85 99.84 7.5 102.65 90.84 59
1973 99.62 95.99 7.8 105.23 98.30 6.9 106.82 97.37 74 94.20 88.02 5.9
1974 101.67 93.68 7.8 108.05 96.24 6.9 109.01 94.94 7.3 105.66 85.82 5.8

1975 117.00 91.87 79 109.87 93.43 6.8 110.79 92.67 73 104.89 83.66 5.7
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Table C. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS BY GEOGRAPHIC
REGION, ANNUALLY, AGED PATIENTS ONLY, 1969—1975

Region
Northeast South North Central West
Case lil-Spec Case Ili-Spec Case -Spec Case i-Spec
Year AllU.S. Mix LOS LOS Mix LOS LOS Mix LOS Los Mix LOS LOS
1969 Base 102.40 109.88 15.7 98.20 95.72 1341 99.42 102.90 14.3 99.88 82.46 11.5
1970 Base 102.55 110.43 15.3 98.40 95.11 12.7 99.35 102.98 13.8 99.69 80.67 10.9
1971 Base 102.52 111.01 14.8 98.33 95.96 123 99.36 103.26 13.3 100.03 79.27 10.3
1972 Base 102.48 112.45 14.3 98.18 97.30 119 99.41 103.10 12.7 100.23 78.54 9.8
© 1973 Base 102.27 113.44 13.9 98.18 97.57 115 99.53 103.24 12.4 100.38 78.10 9.5
. 1974 Base 102.29 114.88 13.8 98.43 97.67 1.3 99.71 103.29 124 100.07 78.39 9.2
1975 Base 102.27 115.95 13.6 98.11 . 96.48 10.9 99.80 102.77 11.8 100.30 78.73 9.1

Table D. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS BY GEOGRAPHIC

REGION, ANNUALLY, NON-AGED PATIENTS ONLY, 1969—1975

Region
Northeast South North Central West
Case l-Spec Case Iil-Spec Case Ii-Spec Case lli-Spec
Year AllU.S. Mix LOS LOS Mix LOS LOS Mix LoOS LOS Mix LOS LOS
1969 Base 100.31 109.36 7.0 99.46 97.25 6.3 98.62 103.52 6.6 104.14 82.60 5.6
1970 Base 99.71 107.55 6.8 99.52 97.16 6.2 99.14 105.05 6.6 103.76 81.47 5.4
1971 Base 99.39 107.68 6.7 99.00 98.41 6.1 99.64 104.20 6.5 103.61 80.34 5.2
1972 Base 99.61 107.99 6.6 98.93 98.95 6.0 99.94 104.71 6.5 102.19 80.05 5.1
1973 Base 99.00 108.13 6.5 99.29 98.57 6.0 99.96 104.71 6.4 102.10 80.35 5.0
1974 Base 98.77 109.14 6.5 99.61 99.34 6.0 99.93 104.64 6.3 102.23 80.51 5.0
1975 Base 96.13 92.72 6.5 99.52 98.85 5.9 100.04 104.40 6.2 100.39 63.19 4.9
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Table E. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY; AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS BY GEOGRAPHIC
REGION, ANNUALLY, 1969—-1975, OPERATED PATIENTS ONLY

Region
Northeast South North Central West
Case ll-Spec Case lll-Spec Case 1li-Spec Case l-Spec
Year AlU.S. Mix LOS LOS Mix LOS LOS Mix LOS LOS Mix LOS LOS
1969 Base 102.77 107.81 8.7 98.34 96.41 7.8 96.37 103.07 8.2 106.27 84.56 71
1970 Base 102.11 107.41 8.4 99.24 96.73 7.7 97.28 103.48 8.1 104.66 83.14 6.8
1971 Base 102.03 108.15 8.1 98.02 97.80 7.5 97.72 103.78 8.0 105.31 81.71 6.5
1972 Base 102.76 108.90 8.0 96.34 99.01 74 98.78 108.57 7.8 103.32 81.11 6.3
1973 Base 101.73 109.46 7.8 96.28 98.94 7.3 98.70 103.64 7.7 105.25 80.78 6.2
1974 Base 101.58 110.53 7.9 97.00 99.39 73 99.12 108.78 7.6 104.04 80.68 6.1
1975 Base 101.89 111.37 7.9 96.50 98.48 7.2 99.42 103.62 7.6 103.81 80.46 6.1

Table F. CASE MIX, ILLNESS-SPECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS BY GEOGRAPHIC
. REGION, ANNUALLY, 1969—1975, NOT OPERATED PATIENTS ONLY

Region
Northeast South North Centrat West
Case li-Spec Case li--Spec Case ll-Spec Case I-Spec
Year AllUS. Mix LOS LOS Mix LOS LOS Mix LOS LOS Mix LOS LOS
1969 Base 101.33 110.20 8.1 99.11 95.31 6.9 98.69 103.10 7.5 104.23 82,02 6.2
1970 Base 101.54 111.31 8.0 9913 94.29 6.7 98.23 102.59 7.4 104.25 80.53 5.9
© 1971 Base 101.00 111.69 79 98.65 95.25 6.7 98.82 102.83 7.3 104.09 79.48 5.7
1972 Base 101.40 113.05 7.9 97.75 96.42 6.7 99.15 102.72 7.3 103.61 78.47 5.6
1973 Base 101.49 113.74 7.8 97.93 96.72 6.6 98.97 102.83 7.2 103.83 78.28 5.5
1974 Base 101.69 115.22 7.8 98.71 96.91 6.6 98.51 102.78 74 103.84 78.75 5.4

1975 Base 101.41 116.56 7.8 99.00 95.51 6.5 98.52 102.33 70 103.75 79.03 54
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Table G. CASE MIX, ILLNESS-SF'ECIFIC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS BY GEOGRAPHIC
REGION, ANNUALLY, 1969—1975, SINGLE DIAGNOSIS PATIENTS ONLY

Region
Northeast South North Central West
- Case Ill.-Spec. Case ll.-Spec Case lll.-Spec - Case II.-Spec.
Year AlU.S. Mix LOS LOS Mix LOS LOS Mix LOS LOS Mix LOS LOS
1969 Base 98.98 108.41 5.9 101.85 96.20 5.4 98.39 103.57 57 105.00 83.26 48
1970 Base 98.23 107.87 5.7 101.70 96.84 53 98.06 103.37 5.6 106.74 82.58 4.6
1971 Base 97.72 107.94 5.5 100.98 97.74 52 98.44 103.97 5.5 107.27 81.64 45
1972 Base 97.93 108.70 55 100.19 99.18 5.2 99.07 103.50 55 105.24 80.67 4.3
1973 Base 97.61 109.10 53 100.61 98.90 5.1 98.97 103.80 54 105.17 80.42 4.2
1974 Base 97.63 110.24 5.3 100.98 ° 99.41 50 9875 104.10 5.2 104.54 80.23 4.1
1975 Base 98.15 111.53 5.3 100.56 98.51 4.9 98.73 103.85 5.1 104.72 79.99 4.0

Table H. CASE MIX, ILLNESS-,SPECIFIAC LENGTH OF STAY, AND OVERALL AVERAGE LENGTH OF STAY IN PAS HOSPITALS BY GEOGRAPHIC
REGION, ANNUALLY, 1969—1975, MULTIPLE DIAGNOSIS PATIENTS ONLY

Region
Northeast South North Central West
Case lll.-Spec. Case lll.-Spec-. Case lil.-Spec. Case Ii.-Spec.
Year AlU.S. Mix LOS LOS Mix LOS LOS Mix LOS LOS Mix LOS LOS
1969 Base 105.89 109.89 11.7 100.98 95.41 9.8 98.35 102.77 10.6 101.98 82.78 8.8
1970 Base 103.09 110.38 14 98.10 94.68 9.5 98.61 102.80 10.4 101.28 81.27 8.3
1971 Base 102.87 111.07 114 97.60 95.79 9.3 99.14 102.91 10.1 101.06 79.96 79
1972 Base 103.22 112,23 10.8 96.68 96.91 9.0 99.48 102.94 9.8 100.99 79.24 7.6
1973 Base 102.70 112.90 10.5 96.91 97.25 8.9 99.07 102.95 9.6 102.65 . 79.01 7.6
1974 Base 102.55 114.14 104 - 97.84 97.53 8.8 98.86 102:91 9.3 102.60 79.41 7.4
1975 Base 102.31 116.12 103 97.84 96.30 86 " 98.95 102.59 9.2 102.72 79.58 7.3
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Tablel. AVERAGE LENGTH OF STAY FORPATIENTS DISCHARGED FROM SHORT-STAY HOSPITALS, BY SEX, AGE, GEOGRAPHIC REGION, AND
' BED SIZE OF HOSPITAL: UNITED STATES, 1975

(DISCHARGE FROM NON-FEDERAL SHORT-STAY HOSPITALS. EXCLUDES NEWBORN INFANTS)

Northeast North Central South West
500 500 1500 - 500
6—99 100— Beds 6—99 100—- Beds 6—99 100—- Beds 6-99 100— Beds
Beds 499 or Beds 499 or Beds 499 or Beds 499 or
Sex and Age Total Beds More Beds More Beds More Beds More
Both Sexes ° Average Length of Stay In Days
AllAges .......... 7.7 7.5 8.9 10.2 6.9 7.9 9.0 6.2 7.2 8.3 5.3 6.6 7.0
Under 15 Years.... 4.6 3.8 4.8 5.8 3.9 4.4 5.7 3.6 4.4 57 3.5 4.2 5.2
15—44 Years...... 57 5.1 5.9 73 4.9 6.0 6.9 4.4 54 6.8 41 4.9 5.4
45—-64 Years...... 9.0 7.9 104 125 7.3 9.2 10.8 6.6 8.6 9.7 6.0 7.4 8.4
65+ Years ........ 11.6 12.0 14.0 15,9 10.0 12.2 13.5 9.3 11.0 1.7 7.8 9.9 9.5
Male
AllAges .......... 8.2 7.6 9.5 11.5 7.0 8.4 9.8 6.2 7.9 9.4 5.4 7.0 7.7
Under 15 Years.... 4.6 3.7 4.8 6.3 41 + 44 ~ 59 3.4 4.6 5.9 3.5 4.2 5.5
15—44 Years...... 6.8 6.1 7.1 10.2 5.3 7.3 8.7 4.4 6.3 8.8 42 5.8 6.8
45-64 Years...... 9.0 7.7 10.6 12.6 7.6 9.0 10.5 6.5 8.9 9.9 6.3 7.2 8.8
65+ Years ........ 11.3 112 . 135 15.1 9.1 12.0 13.3 8.8 11.0 11,7 73 9.9 8.9
Female Includ-
ing Deliveries
AllAges .......... 7.4 7.5 8.5 9.3 6.8 7.6 8.5 6.3 6.8 7.7 5.2 6.3 6.4
Under 15 Years.... 4.5 4.0 4.8 5.1 3.6 4.5 55 3.8 4.2 54 3.6 4.3 4.9
15~44 Years...... 5.2 4.6 55 6.0 4.7 5.5 6.2 4.4 5.0 5.9 41 4.5 4.8
45—64 Years..... . 8.9 8.2. 10.3 124 7.0 9.3 114 6.8 8.4 9.5 5.8 7.6 8.1
65+ Years ........ 11.8 12.5 14.4 16.5 10.7 123 13.7 9.6 11.0 117 8.2 9.8 10.2
Female Exclud-
ing Deliveries
All Ages ......... . 80 7.9 9.2 10.0 71 8.1 9.3 6.8 7.4 8.5 5.6 6.9 7.1
Under 15 Years.... 4.5 40 ~ 48 5.1 3.6 44 5.6 3.8 42 5.5 3.6 42 4.9
15—-44 Years....... 58 4.9 6.0 6.5 4.8 59 6.9 6.0 5.6 6.9 4.6 5.1 5.5
45-64 Years...... 9.0 8.2 10.3 124 7.0 9.3 11.1 6.8 84 9.5 5.8 76 8.2
65+ Years ........ 11.8 12.5 14.4 16.5 10.7 123 13.7 9.6 11.0 11.7 8.2 9.8 10.2

SOURCE: Abraham L. Ranofsky, Utilization of Short-Stay Hospitals: Annual Summary. Data from the National Health Survey: Seties 13, No. 31,
DHEW publication no. (HRA) 77-1782, April 1977, p. 43
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DEFINING PROBLEMS AND ACQUIRING
INFORMATION FOR HEALTH PLANNING—ONE

APPROACH FOR HSA’S

Helen Thornberry, Office of the Director, Bureau of Health Planning and Resources Development, Hyattsville,

Maryland

Ten minutes is a substantial constraint, so my com-
ments will be sketchy but I hope that any particularly
vague statemements will be a source of question or
. challenge.

This paper argues that planning agencies, after re-
viewing existing sources of statistics for characterizing
the health system and health status, should give special
attention to:

1. The development of a data base with infor-
mation on health care expenditures in the
form of health expenditures profiles, and
charges for hospital care, nursing home care,
physicians care and prescription drugs;

2. The accumulation of the data required to
determine where an area stands in relation to
the national guidelines (standards and goals)
recently promulgated by HEW; and

3. The development of skills and/or access to
technical resources which would greatly en-
hance the capability for, and quality of, spe-
cial studies, especially population based

_surveys.

"{On the latter point, 1t is obvious that the data Te-

quirements of HSA’s and SHPDA’s are large and
growing. The best way to cope with them would be to
maintain as little information routinely as possible but
to do or commission special surveys or studies iden-
tified as being highly important and needing more
detailed or timely investigation than existing data
could give. '

The functions of the agencies include restraining
increases in the cost of providing health services and
preventing unnecessary duplication of health re-
sources. One of the criteria on which the effectiveness
of the agencies will be assessed is “the extent to which it
may be demonstrated that...increases in costs of the
provision of health care have been restrained.” For
example they have been given a major role in, or
responsibility for: (a) ‘controlling and rationalizing
capital expenditures; (b) identifying and reducing ex-
cess facilities and services; (c) promoting alternatives to
inpatient care; (d) fostering regionalization of health
services; (e) modifying provider and consumer be-
havior, attitudes and use of services; (f) promoting
cost-effective self and preventive care; (g) assessing
and modifying environmental and occupational ef-
fects on health.
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In order to do this and document what is happening,
agencies need to know among other things what the
total investment is for health services, what the various
proportions are for different services, and the sources
of the dollars. Aggregate data on the level of con-
sumption and investment spending on health care
goods and services categorized by type of service and
categorized by source of funds is essential for health
planning.! Such data accounts permit planning agen-
cies to answer questions such as: How fast are expen-

ditures growing in our area?

What are health funds spent for? How is it distrib-
uted among components of care: hospitals, physicians,
nursing homes, dentists, drugs? How much goes for
prevention, diagnosis, treatment, rehabilitation, cus-
todial service? How much goes for primary, second-
ary, tertiary care? How much is ambulatory, how much
for institutional? How much for mental health and

- illness, how much for addiction?

How much is spent for personal health care ren-
dered to individual patients, how much for environ-
mental protection, research, construction, manpower
training and education?

How do expenditures for health compare with dol-
lars allocated for other human services? And finally,
what does information of this kind tell us about what
the levers are and where they are located, by which
society, whether at the local level or in Wasington, and
can they undertake to control and direct the amount
and purposes to which these expenditures are allo-
cated, and the ways in which the benefits of these
expenditures are distributed in the population?

In addition or as part of developing health expen-
ditures profiles, agencies should have a few indicators
to monitor changes in the hospital industry (or nursing
homes), in particular. The same data or the same
sources of data needed for the Health Expenditures
Profiles for the area will make this possible when aug-
mented by a few utilization statistics, Trends over a few
years can be quite useful. In fact, it will be more helpful
to compare a hospital’s (or nursing home’s) experience
over'time with itself, than to compare hospitals. Com-
monly used and relatively available indicators include:

1 Piore, N. “Health Accounts: Social Indicator, Per-
formance Measure Policy Tool,” Proceedings of the Public
Health Conference on Records and Statistics, June 1976,
National Center for Health Statistics, HRA-77-1214.



1. Total hospital expenditures per capita (for
the area)

Percent change over time.

Per capita expenditures and percent change
in comparison with other geographical
areas.

2. Average cost per person or per case.

Average cost per patient day.

Charges for inpatient day, and the 10 most
common ancillary charges.

Charges for nursing homes.

Charges for different visits to physicians,
dentists, etc.

Also, some States have found it useful to make com-
parisons among the statistics mentioned above with
changes in the Consumer Price Index and its medical
care component, and other indicators such as percent-
age increases in insurance premiums, amounts paid by
Medicaid and for different services.

These financial data should not, of course, be
. examined in a vacuum. The most important questions

to planners, as contrasted with rate setters and cost
commissions, are concerned with cost-effectiveness of
the system and the benefits or lack of them of utilization
of health services for improving health. Highly specific
investigations of costs within hospitals require, ac-
cording to many experts, enormous staff resources
and can be a “bottomless pit” which will drain agencies’
resources away from the system planning questions
which no other entity will address. In short, there must
be a balance.

In general such information properly arrayed and

used in an intensive local campaign to educate the
community could be most helpful in building knowl-
_edge of, and support for, planning agency activities.
Aggressive campaigns to help personalize, or bring
home to the governing body and the citizens of the
area the pocketbook effects of cost-conserving or
cost-inflating decisions would assist agencies particu-
larly when the tougher, less popular decisions have to
be made.

It is difficult to make the value of cost control evi-
dent at local levels, although proper statistics could
help to elucidate the cost consequences of failures to
act to tighten the health system.

Unfortunately, there remains a disparity between
the expectations. of the national level, HEW and the

Congress, the State level, and what is desired or per-

ceived as being desirable at the local level. That is, while
cost containment has become quite rapidly a major, if
not the major goal, of the Administration, it is obvious
that this interest in controlling cost becomes less potent
as one moves down from Federal to State and then
from State to local levels. Although there are States
with large generous Medicaid programs where in-
creased costs are gobbling up! State budgets, there may
be as much or more interest in cost control at the State
level as at the Federal level. In any event, it is rare to

find an emphasis on controlling costs per se at the local
and most State levels.

On the other hand, a major function of the agencies
is to contribute to the control of the cost spiral. If they
do not begin to have an effect of that sort, indeed if
they are perceived as ineffective as cost moderators or
as redirectors of the system toward better resource
allocation, they are not likely to be supported over
time. Health planning at the local level might be
viewed as a luxury or at least an expendable item.

Atleast three factors or forces on the horizon should
make such efforts more worthwhile even from the
local perspective.

‘Indeed, even if planning agencies gave no priority to
development good data, or expenditures and charges,
for the previously cited reasons, there is cause for
preparing for some new roles and activities. There is
likely to be some kind of grant program for voluntary
conversion and closure of hospital beds, and the plan-
ning agencies would play a major role in it.*

Much more detailed and technical knowledge will be
needed by planning agencies to ferret out significant
facts and help them to work with the community and
providers: to systematically and sensitively redirect the
health system while closing and converting services
and facilities.

Any cost containment legislation would also have a
role for planning agencies, although it would be more
in the direction of monitoring changes in utilization
patterns to ensure that hospitals are not unduly
penalized or rewarded for significant shifts in case
mix.

Finally, under national health insurance, in what-

ever form, planning agencies would undoubtedly have

arole which would requlre astrong data base and good
technical skills, especially in the area of financial and
economic information.

Because of time constraints I won’t go into the data
requirements triggered by the national guidelines—
the standards and goals—and the needs in general are
not new ones. However, the 51gn1ﬁcance of the na-
tional guidelines themselves gives much greater im-
portance to the associated data items than ever before.
The same methods, orchestrated with the State, to
complete medical facilities and services inventories
should provide much of the information needed for
assessing the conditions in the area relative to the
standards.

The large and growing demands for data for plan-
ning and regulation suggest that plannmg agencies
should have, or have access to, quantitative skills to do
special studies on a problem oriented basis. They
should use existing data from other sources to help
decide which subjects need attention and which topics
should be pursued in depth. Data acquired and stored
should be as parsimoniously selected as possible.

Patient origin data, studies of long term debt and
equity, utilization of health services, measures of
health status, access, availability and continuity can
only be obtained by special studies. The way to learn
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about the community’s desires and perceived barriers
to care and what the residents would like to pay for
would be through surveys.
_ Another session here covered, in considerable de-
tail, new developments in survey research and the
breakthroughs which are being made at the National
Center for Health Statistics to substantially alter the
Center’s orientation toward surveys and the Center’s
relations with local and State agencies. With some fi-
nancial backing from BHPRD a technical assistance
capability to be offered to local and State planning has
been instituted. While surveys have been avoided in
the past because of costs and limited number of techni-
cians, innovations on use of telephones, random digit
dialing, etc. could well revolutionize data collection at
least for finding out what the people want and feel they
need, as well as measure health status. It may well be
that such population-based surveys would collect the
most pertinent and useful data, give the agency much
essential information for planning, and need to be
repeated only every 3—5 years, if planned properly,
and thus be cheaper and most satistying than the less
direct measures garnered from existing data systems.
Inbetween larger surveys, planning agencies may be
able to obtain selected data by attaching key questions
to surveys by other State and local organizations.
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Many, including the Congress, have some fears
about planning agencies’ engaging in primary data
collection. The quality of the survey and the perti-
nence of the questions will be most important to ensure
that the dollars invested have the greatest benefit.
With assistance from the Centers for Health Planmng,
local experts, and the new Survey Intelligence Service
at NCHS for local and State planning agencies the
quality of health surveys using low cost innovative
techniques should be guaranteed. A committed plan-
ning agency staff and governing body can help to
make certain that the questions needed for decision-
making are asked of the public.

There can be a careful balance of exploiting existing
low cost data sources, acquiring essential data con-
cerned with the most urgent problems and issues—
including health costs and the.national standards and
goals—and the use of good technical skills to do a
number of special studies.

Over several years, planning agencies could develop
a richer, more detailed data base which covers multi-
ple, high priority topics and thus be able to plan with
the pertinent, direct measures needed, in contrast to
previous experience.



AN ECONOMIC PERSPECTIVE ON HEALTH POLICY
ANALYSIS AND DATA NEEDS

Roger Cole, Office of Program Development, Bureau of Health Manpower, Hyattsville, Maryland

Health policy analysis and its data needs stem from
the appropriate questions of policy. Useful answers
and sound policies presume that the “right” questions
are being asked and the capability exists to answer
them. While economic analysis is being employed
more frequently to address the issues of health policy,
to one of this persuasion the “right” questions are still
infrequently asked. The development of data also
shows little recognition of the need for a capability to
answer such questions in the future.

For present purposes, the preparation of sound
health policies might be said to involve first, relating
possible policies to some clear overall health care goal
and related objectives; second, determining which
policies can be expected to have the most overall bene-
ficial effect on the objectives; third, assessing the risks
from uncertainty associated with the policies; and
fourth, evaluating the limits of a useful market role.
While seemingly reasonable, these aspects of policy
development are honored more in the breach than the
observance, largely because the capability is lacking.

Policies are seldom related directly to health care
goals and objectives. Discussion is commonly in terms
of “shortages” and “surpluses,” which have little to do
with the health care system we would want. A minimal
listing of health care objectives might include consid-
eration of the amount of care it is desirable to provide,
what type of care it should be, how equitably it should
be distributed, and what is an acceptable cost. As these
objectives are not completely compatible, a policy re-
flects an overall goal which compromises to some

“most-desired” balance betwéen objectives. A problem
here is that we cannot say how a program to increase
the equity of care distribution affects care costs. This
leaves us with no basis for discussing or disputing what
our overall goal should be.

Commonly today some standard is set as a desirable
“requirement” and then programs are measured
against this standard to obtain “shortages” or
“surpluses.” In health manpower, such typical stan-
dards are visit or manpower-population ratios derived
from existing conditions or ideal need judgements.
Unfortunately, this type of analysis must assume what
is a desirable balance (between care cost, equity, type,
and amount) in the chosen standard—and generally
these assumptions are buried and inexplicit. The ef-
fect is to assume the important policy decision in the
choice of a standard and to direct attention to rather
meaningless “shortage” numbers.

The “right” policy question here is, “What is a
desirable balance between possible social objec-

tives in health care, and how do alternative pro-
grams relate to that balance?”

The extension of this is to look at the overall benefi- ©

cial effect of alternative policies on health care objec-
tives. It is clear that equity policies to make care more
available to the poor also affect care costs, for example.

And similarly, cost containment policies for hospitals
will affect care delivery in other sectors also. Particu-
larly with multiple policies, it is possible to have a
number of indirect secondary effects, often unin-
tended and unanticipated. But, sincethe desirability of
one or more policies must lie in the total effect on all
objectives in all sectors, the evaluation of policies’ de-
sirability involves the measurement of all these causes
and effects. This type of causal analysis is very differ-
ent from the descriptive analysis of health care fre-
quently encountered. But without an ability to antici-
pate the changes that will occur and to understand
their causes, it is impossible to judge the overall desira-
bility of the policy or to judge which other policies
would minimize undesired secondary effects.

The important “right” health policy question is
“What causes change in care cost, volume, type,
and distribution, and what results can be antici-
pated from alternative policies once the more
important interactive effects are accounted for?”

Because we are far from this level of understanding,
another element enters into policy evaluation. Uncer-
tainty as to causation of changes introduces serious risk
to policy selection. The appropriate response is
strategies to minimize the vulnerability of policies to
uncertainty. While the technical methods for this exist
(the problem can be thought of as gaming theory with
a non-maximizing opponent), even this requires ap-
proximation of the range of possible causal relation-
ships between policies and health objectives. Our un-
derstanding is close to the point where this might be
possible—on a tentative basis.

The appropriate policy question proposed here
is, “What strategy of policies provides the most
desirable balance between minimizing the risks
from uncertainty and maximizing the benefits
from policy effectiveness?”

A submerged question in health policy discussion is
that of, “Who decides the appropriate amount and
type of care to provide, the desirable level of equity in
its distribution, and the acceptable level of total health
care costs?” Years ago, when health care was more
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similar to other goods and services, these decisions
were made by individual consumption preferences,
through the mechanism of the health care markets.
Particularly in the past quarter century, however, the
market mechanism has become less effective. Two key
elements of any classic market are the free entry of new
providers and the effectiveness of price to translate
consumer preferences into the appropriate produc-
tion of different goods and services. In health, these
have both become distorted by licensure limitations
requiring graduation from an accredited school and
by health insurance inflating care demands by making
health consumption cost much less than the full costof
producing care. Other unique features of health care
delivery have undoubtedly also contributed to the
present situation where the market is generally seen as
not functioning desirably.

Policy decisions are increasingly turning to regula-
tion as a “second-best” alternative to an ineffective
market. The reason for regulation to be termed
“second-best” is that it is less efficient than an effective
market in translating individual preferences into the
production of goods and services. Economists can
show this with the complex mathematics of utility
theory, but a simpler way of thinking aboutitis to think
of it as an extension of the logic of local health plan-
ning. Just as local health planning can better allow for
local circumstances and more effectively meet the de-
sires of the area’s population than national-level health
planning, so too can individuals better know their own
values and preferences than any governmental deci-
sion process can. Regulation has to constrain individu-
als from choices they would make in an unregulated,
effective market and this cumulative loss of first
choices is an inefficiency in translating preferences
into care production. Other costs of regulation include
the inefficiency of paperwork and the slow process of
regulatory decision. This is not to say that regulation is
undesirable compared to an ineffective market; rather
it is to say that regulation has inherent direct and
indirect costs that need recognition.

The pertinence of this to policy decision is that iden-
tifying the extent to which the market mechanism is or
could be effective permits restriction of regulation to
those areas where the market cannot perform well.
Without this, regulation can lead to lesser satisfaction
with care delivery and unnecessary costs. The role of
regulation also calis for better knowledge of causation
because such policies work better when they redirect
strong market forces rather than oppose them.

From the economic perspective, then, the
“right” questions are, “How and why are health
care markets not performing desirably, and
what regulations can correct this while retaining
as much market efficiency as possible?”

These “right” questions sharply differ from the
traditional, and they call for a quite different analysis.
In the place of descriptive analysis which assumes the

254

various aspects of the care system to be rather unre-
lated to each other, the causal analysis needed to an-
swer these questions assumes that nearly all of the
aspects of the care system we see are closely related to
each other. There is a mass of evidence to support this
view. But the complexity of causal analysis is
greater—by orders of magnitude—than the tradi-
tional descriptive analysis. The measurement of the
causal relationship between two variables becomes de-
pendent upon the accurate measurement of the re-
lationships of both variables to other variables once
multiple interactions are thought to exist. Descriptive
analysis is largely concerned with measurement error.
Causal analysis has this concern also, but has the
greater concern with specification error—the omission
of an important variable can lead to major mis-~
estimation of the causal relationships being examined.
Where measurement errors are thought to be serious
when they are as large as 10 or 20 percent, specifica-
tion errors quite easily can be much larger. To meet
the needs of causal analysis, the development of data
must be as concerned with specification error as mea-
surement error.

Unfortunately, many of the relationships and vari-
ables which need to be addressed in causal analysis are
difficult to measure. While far from complete in any
sense, the attached figure serves as an illustration of
the extent of the variables and relationships thought to
be important in the medical office sector. Without
dwelling on this illustration, there are two useful ob-
servations. First, there are large numbers of variables
involved, and many interrelationships, even without
considering the other sectors and their effect on pro-
vider and consumer behavior in the physician care
market. Second, many of the variables have almost no
data available on them that can be combined with other
data in multivariate analysis. A few of the most glaring
data lacks are the lack of insurance payment data,
physician practice cost and income data, visit content,
and non-dollar costs. Each of these variables affects the
amount, type, distribution, and cost of care qulte
clearly, and they need to be introduced to analysis if
other variables and relationships are to be properly
measured. Causal analysis needs data on many more

-variables—variables often difficult to measure. It also

needs these data in a form where they can be combined
into a single analytic data set.

Another requirement of causal analysis is that there
be enough data points that statistical inferences can be
drawn. The approach where national data are used to
look at changes over time is greatly restricted by the
number of past years for which comparable data exist.
Alternatively, differences between areas for the same
year can be analyzed. This provides somewhat more
data points but it requires that the data be estimated
for the same areas at about the same time. A regretta-
ble feature of most data collection efforts is that each
effort has its own unique sample areas. This means
that area analysis can only be done for those areas
which just happen to coincide, generally the number



of SMSA’s in the data set having the fewest. Often this
is very few because, in the interests of economy, most
surveys do not contain many areas with an adequate
sample to provide self-representing estimates.

A third approach is to use individual record data,
which normally provides an adequate number of data
points. But individual record data are only available
for some of the variables that need to be considered.
This means that the other variables to complete the
analysis must be represented by area data—again
raising the need for consistent sample areas. In addi-
tion, there is the problem of confidentiality. It appears
that disclosing a respondent’s location down to the
level of one or a few counties is deemed to violate
confidentiality, and once the other variables for the
area are appended to the individual record the possi-
bility of location identification exists.

Thus, to summarize, the argument here is that the
important questions for the development of health
policy are too infrequently asked and largely cannot
now be answered, as they rest on an analysis of causa-
tion, Even now, most of the concerns of health policy
(like the effects of NHI, the causes of cost inflation,
and the importance of physician-generated demand)
can be addressed only through causal analysis. And the
importance of causal analysis will intensify because itis
the only way to answer the basic questions of policy
decision. ) ‘

This must lead to a redirection of analytic activities,
but even more so it will call for new directions in the
collection of data. Verylittle of presently available data
is readily adaptable to causal analysis, and a large part

of it is nearly irrelevant to the questions proposed
here. Some of the changes needed for data collection
to meet the more stringent demands of causal analysis
are: 1) An orderly development of data on all impor-
tant variables, with less preoccupation with measure-
ment error and a greater recognition of specification
error, 2) the coordination of surveys to have an
adequate number of self-representing sample areas
for the same time period and locations across surveys,
and 3) the development of new ways of ensuring con-
fidentiality of respondents which do not hinder seri-
ous research unduly. While this does not sound like an
ambitious prescription, it is. The data requirements of
causal analysis are diverse and difficult. More than
this, they are founded upon the heretic presumption
that data collection follows from analysis and the uses
of analysis, rather than the reverse order.

In concluding, it is only fair to note that causal
analysis, and particularly the data collection needed to
support it, will be very costly over a number of years
before any firm general understanding exists as to the
workings of our care delivery system. But by now the
total expenditures for health care must exceed $150
billion per year and it is unlikely that anyone familiar
with our care system would contend that it is fine-
tuned within even 20 percent of whatever might be
optimum. The investment of a minute fraction of $30
billion per year in the purposeful development of an
“Owner’s Maintenance Manual” for our health care
system is prudent and necessary in this perspective. It
is time we did somewhat less in order to know more of
what we are doing.
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Figure 1. DATA FLOW IN THE NATIONAL ELECTRONIC
INJURY SURVEILLANCE SYSTEM (NEISS)
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DATA NEEDS FOR HEALTH RESOURCE POLICY: A

LOCAL VIEW

Frank C. Dorsey, Ph.D., Executive Director, Cooperative Health Information Center of Vermont, South Burlington,

Vermont

My predecessors on this program have outlined
some of the broader issues in health resource plan-
ning, particularly as they impact on the role and func-
tion of Health Systems Agencies and in manpower
planning and health expenditures data. I would like to
describe at 2 more detailed level some of the historical
and current uses of data in Vermont for health re-
source planning and allocation. In the course of this
admittedly local report, I hope to suggest

« essential data elements both currently availa-
ble and needed,

» viable uses of existing data,

» possible improvements in data communica-
tions flows, and

 impact of data on resource allocation deci-
sions.

I should begin with a brief catalog of the health
planning and regulatory milieu in Vermont and the
data resources available.

Vermont’s population of 483,000 resides primarily
in towns of less than 2,500. The State is served by
seventeen acute care institutions in the State and two
referral institutions in bordering States. Vermont has
a single HSA and a single PSRO. Vital records are
maintained in the Public Health Statistics Section of
the Vermont State Health Department. The Statistics
Section is currently applying for a manpower compo-
nent and has a facilities component of the Cooperative
Health Statistics System of the National Center for
Health Statistics. Since 1969, acute care hospital
abstracts for nearly all Vermonters have been main-
tained by the Cooperative Health Information Center
of Vermont or its predecessor in the Regional Medical
Program. GHICYV is a private nonprofit organization
created in response to a perceived need for a credible,
non-regulatory, non-provider data broker whose
analyses would be available to providers, regulators,
researchers, planners, insurers, and the public.
CHIGCV is the data processor for the Vermont PSRO
and has provided data and analyses to the HSA and the
other types of parties described above.

Uses of the data for resource allocation and plan-
ning decisions can be categorized in many ways.
Crudely, an historical approach divides the data use
into pre- and post-HSA designation time frames. This
time split also demarks two distinct approaches to re-
source decisionmaking. In the pre-HSA period, while
a Comprehensive Health Planning Agency existed,
there was not a statewide plan, so decisions tended to

be made on an institutional basis—a process in which,
generally, a provider proposed creation, expansion or .
modification of a resource or program and the 1122
agency determined the appropriateness of that pro-
posal as an isolated event. Since the designation of an
HSA, (the Health Policy Corporation), the data sought
by planners and regulators has been more often fo-
cused on broader areas, availability of comparable re-
sources in nearby settings and the relationship of the
proposed resource to a statewide picture. While we do
not yet have an approved Health Systems Plan or An-
nual Implementation Plan, the more holistic view
mandated by P.L. 93—641 has been evident in the
types of data requested both by the HSA and by in-
stitutions.

A few examples may serve to illustrate the differ-
ence in approach as well as to identify some viable uses
of available data.

Pre-HSA, several facilities requested renovation and
expansion permits. The data provided generally re-
flected only institutional utilization. As a consequence,
decisions were made which added facilities, equip-
ment, and manpower at particular sites without regard
to the availability of similar resources in nearby com-
munities. The HSA has requested an extensive data
set, due to be delivered this week, which tabulates the
rates of utilization of health resources not by institu-
tion, but by subgroups of the population. Such infor-
mation, reflecting consumption of resources by where
people live rather than by where they are served will be
the basis for development of the Vermont Health Sys-
tems Plan. As many of you know, the classic small area
analysis work by Drs. Wennberg and Gittlesohn re-
flects marked differences in utilization by adjacent
populations who show little or no difference in socio-
demographic profile. The use of such data in resource
allocation decisions will add a dimension to the plan-
ning and regulation process, which will address over-
and underutilization by populations as well as the usual
question of whether the institutional utilization war-
rants augmented or modified resources.

The imminence of this planning and regulatory ap-
proach has already led several neighboring hospitals
into joint planning efforts. The new approach hasalso
led several other inmstitutions to request data for
analyzing where their patients come from, where
people in their vicinity seek particular services and
fairly detailed information about the surgical and
diagnostic groups being handled locally versus re-
motely. Recent individual hospital data requests have
been not for tabulation of how much X did we handle
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last year but for how many of X came from ourarea last
ea