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TUESDAY, JULY 15, 1986

House oF REPRESENTATIVES,
COMMITTEE ON SCIENCE AND TECHNOLOGY,
Washington, DC.

The committee met, pursuant to recess, at 9:35 a.m., in room
2318, Rayburn House Office Building, Hon. Robert A. Roe (acting
chairman of the committee), presiding.

Mr. RoE. The committee will come to order.

Today we continue our series of hearings relative to the Rogers
Commission report on the Challenger accident. We have heard
from numerous organizations and people from NASA and other
parties that have a measure of involvement in the Shuttle Pro-
gram. We are now at a stage where it is appropriate that we hear
from three of the principal contractors responsible for developing
space shuttle flight hardware.

We want to obtain their independent assessments of the Rogers
Commission’s conclusions regarding flight hardware, and we want
to hear about whatever recertification efforts they are engaged in.
Above all, we want to understand what is being done to correct
design deficiencies and improve operating performances of flight
hardware.

In the communication that was sent to our witnesses today there
were a number—for the benefit of the committee—there were a
number of items that were listed as key issues. And, for the record,
each contractor’s assessment of the work and the conclusions of the
Rogers Commission as it related to their space flight hardware;
what efforts each contractor has underway to recertify their flight
hardware; how each contractor identified and responded to in-
stances of anomalous performance by their flight hardware prior to
51-L; what is being done now by each contractor to correct design
deficiencies or improve operating performance margins for their
flight hardware; and finally, but not all-inclusive, each contractor’s
estimates of the time that will be required to complete the above
tasks and have their flight hardware ready to reinstitute flight op-
erations.

We will hear this morning from Mr. George Jeffs, president,
North American Space Operations, Rockwell International; Mr.
Richard Davis, president, Martin Marietta Michoud Aerospace; and
George Murphy, executive vice president and general manager,
United Technology Booster Production Co. And we want to wel-
come our witnesses this morning.
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Before I call upon our first witness, I would defer to our distin-
guished ranking minority member, Mr. Manuel Lujan from New
Mexico.

Mr. LusaN. Thank you, Mr. Chairman. I don’t have an opening
statement; I just want to welcome our witnesses today. I suppose
my observations or my questions today would have to do more
with, where do we go from here? I think we’'ve gone through what
happened and we all quite well understand it, and I guess the im-
portant question now is, where do we go from here to get back into
the space business?

Thank you very much, Mr. Chairman.

Mr. Rok. I thank the distinguished gentleman.

I would ask unanimous consent, and without objection, that tele-
vision broadcasts, radio broadcasts, still photography, other means
of coverage will be permitted during the full committee hearings
:cihis Jveek on the Rogers Commission report. No objection; so or-

ered.

Now, if our three distinguished witnesses would rise and raise
their right hand and repeat after me, I would appreciate their
being sworn in at this point.

[Whereupon, the witnesses were duly sworn.]

Thank you, gentlemen.

Now the Chair recognizes Mr. George dJeffs, president, North
American Space Operations. Mr. Jeffs, we have your testimony but
I think none of the testimony is—you’ve done a good job in summa-
rizing, so I think it would be profitable for the committee and for
the (fecord to do your full testimony as presented, if you don’t
mind.

Mr. Jeffs, we recognize you first.

STATEMENT OF GEORGE JEFFS, PRESIDENT, NORTH AMERICAN
SPACE OPERATIONS, ROCKWELL INTERNATIONAL, EL SE-
GUNDO, CA

Mr. JerFrs. Well, Chairman Roe, members of the committee, I ap-
preciate the opportunity to be here today with you.

I have submitted a statement for the record. I would like to add
some supplemental comments to that, if I may.

I am a corporate officer of Rockwell International. I run the
space and energy business segments for that company. We have
about six divisions in space and energy; among them are the Space
Transportation Systems Division and the Rocketdyne Division. The
Space Transportation Systems Division is accountable for the orbit-
er design, fabrication, test, and support, along with the integration.
Rocketdyne, on the other hand, is responsible for the design, fabri-
cation, test, and support of the shuttle main engines.

I was a program manager on the support program for Gemini. 1
was the chief engineer of the Apollo CSM programs; I was a pro-
gram manager of the Apollo programs for the Apcllo-Soyuz pro-
grams, the lunar science programs, and the skylab programs, and 1
was the shuttle program manager from the beginning of Rockwell
until about 1976 when I assumed my present job. I am also a long-
term, many-year pilot so I have easy and complete empathy with
flight safety.
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Our review—which, as you might expect, has been done in great
detail—of the Commission findings has led us to the conclusion
that that effort by the committee was well done. They certainly
consummated their charter. They identified the failure sources and
the associated causal factors. We also, of course, during that proc-
ess identified other areas that relate to all of our hardware, and we
have looked at those with a fine-tooth comb.

I think one of the things that the Commission review has done
for us in an overall sense that I think is very healthy is that it has
brought about a new re-review of the total program, to have us go
back and relook at our requirements and the certification testing
that we've done, the design, basically, to meet those requirements
in light of our flight experiences. I think that’s a very healthy
thing for the program at this time.

It turns out that most of the items that were identified by the
Commission were in work before 51-L. Most of them were in the
form of margin improvers, and I believe that most of them are in-
corporable before the next launch, which Dr. Fletcher the other
day mentioned as being in the early part of 1988. That’s with the
exception of the escape system, which I'll talk about in just a little
more detail in a moment. ‘

The 17-inch valves have been a subject we've been working on
for some time. Those valves, as you know, have to remain open in
flight to feed the engines. If they inadvertently close it’s a critical-
ity-1 type of failure. On the other hand, they’ve got to close at the
end of flight in order to make sure that we don’t have external
forces that would cause potential recontact of the bodies at separa-
tion.

We have some design ideas about how to put a positive lock on
those valves which essentially fly in the LOX flow and the hydro-
gen flow during the engine operations. They're like little airfoils in
there. We have a lock design that looks good. On the other hand,
we want to be doubly careful of adding anything additional to that
oxygen flow in the way of any kind of loose parts that might
come—that might give us any sort of trouble in that flow stream.
So that design has to be looked at from all angles, and we're doing
that. Nonetheless, we believe that that system is qualifiable to the
flow rates consistent with 109 percent engine operation, which es-
sentially sets the flow rates prior to the next flight.

We've been working on the brakes for some time. The steering
problems, so-called, are not really problems. The steering system is
a single-string system; it was meant in the first place to be a
backup system, but with the requirements of minimizing the load
on the brakes, it’s necessary that the steering system play a more
active role. We are looking at redundancy in the steering system
and the electronics in the steering system, in the electricals, and
also in the hydraulics. You can only take this so far because it gets
back single-string into the APU’s, so we’re looking at how we pro-
vide adequate redundancy in the steering system so that the crews
themselves will have confidence in its workability to essentially
unload the brakes. We, as you know, in this system don’t have the
advantages of thrust reversal and things like that that you have
with the big airplanes, so we have to slow this system down other-
wise, and mostly that load falls on the brakes. If we can handle the
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steering, that prevents us from having to use differential brakes to
keep the airplane on the runway. The steering system is, I think,
easily doable to provide the redundancy that I believe will be ac-
ceptable across the board.

The brakes—we are adding capability to the brakes. The brakes
are designed for about 42 million foot-pounds. You can get various
energy absorption capabilities out of them, depending on how you
use the brakes; but we are increasing that capability to about 65
million foot-pounds now, which should provide us with adequacy
for cross-wind landings at recovery sites. We are doing that by in-
creasing the stiffness of the axles and by essentially beefing up the
thickness of the staters on the brakes. We have a plan that’s a
little bit more long-range that will put carbon brakes into it that
will take our capabilities up to about 82 million foot-pounds which
should be adequate for any occasion.

To do that, you're going to have to add some weight. And, of
course, one of the reasons that brakes run into some degree of diffi-
culty with this kind of a vehicle is that we’ve done everything pos-
sible to keep the brakes lightweight in the first place. Every pound
that you put into brakes is a pound that you take out of payload.
That just—digressing—of course, is one of the reasons that the
nose gear is so short on this vehicle and why it has to fall through
so far, and that's to shorten it up to save weight, unlike a large
airplane.

On the engines, we are working the blades and bearing problems
and have been for some time. The blades are really different than
most people would think. For example, I'll hold up—that you prob-
ably can’t see—this is a blade from an oxygen pump. That’s a blade
from a pump; it’s pretty small. That little blade has about a 4,000-
pound load on it that’s tangential, a couple of hundred pounds
that’s normal to the blade surface in these high-speed pumps.

The fuel pump blade is a little larger, as you can see. We've had
our first blade cracking problems, which we solved with coatings
and otherwise, on the blades that were caused basically by thermal
stresses when the engines started up. We've had subsequent crack-
ing that’s been brought about by thermal fatigue on these blades
because they see not only the thermal stresses on startup, but they
also see cycling loads during the operation of the pump.

The cracks that we have now are essentially down in the shank,
clear down in here on these blades. As a matter of fact, on the fuel
blade, they’re down on the fir tree which is way down on the
bottom portion of the blade itself.

We believe that we have a good solution to the oxygen blade with
dampers. Those dampers essentially cut out the resilient condition
on the blades that gives us reduction in the stresses that we're put-
ting on the blades, and therefore increase their long-term, high-
cycle-fatigue life.

With the fuel blades, we are working very hard on single crystal
blades which increase the strength of the blades, and we think that
should take care of the problem on the fuel side.

It’s to be understood that these cracks are minuscule. It takes a
magnifying glass to see them. I can’'t see them anymore with my
eyes; maybe you can, but I certainly can’t see them.
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We have given ourselves confidence in flying the engine with
those kinds of blades through off-limit testing. We've taken the
worst cracked blades we could possibly find and run them in en-
gines to see if we ~~ -1 make those cracks grow. We have not been
able to do so. At tac same time, it’s not satisfactory for us to con-
tinue in the long-term flying cracked blades, and that’s why we're
putting so much effort on fixing those blades. I believe that we
should have fixes for those blades before the next flight. I'm pretty
sure that the dampers will take care of the problem with the
oxygen blades; I think that our testing will prove and certify that
we can do similarly with the fuel blades with single crystal materi-
al, although we’ll also include those in the oxygen blades.

Right now, we are shooting for a goal in our spec of 55 missions
with the engines, with maintenance. The principal maintenance
item is the pump. We would like to increase that, of course, by get-
ting these blade problems fixed and also by working on the bear-
ings. The bearing problems are primarily brought about by cooling,
and we are working on the cooling systems to reduce the tempera-
ture on those blades. We do turn the pumps around frequently,
which is not comforting to us from the point of view of the mainte-
nance time required; but at the same time, we take the pumps
apart and take a good look at those pumps every time, which gives
us further confidence that those pumps are adequate for subse-
quent flights.

So in the next flight we'll operate, the plan is, at 100 percent on
those engines. I have confidence that the engines have great
margin at 100 percent. At 104 percent I do think that we have
margin, also. I think that the margin probably is on the order of 10
percent or a little more at 104 percent relative to just the funda-
mental strength of the engine. At 109 percent—we’ve run a lot of
tests on the engine at 109 percent. I think the engine is satisfactory
at 109 percent, albeit we don’t have an awful lot of margin at 109
percent. We have run the engine to 111 percent. To be comforta-
ble—as comfortable at 109 percent for normal, continuous, frequent
operation as we are at 104 percent, we would recommend that we
go to a larger throat, which we have designed and built, and that
we also add to that the dual manifold gas system which would tend
to unload and better balance the two pumps in the system and, I
il(l)ank, give us back the margin at 109 that we presently epjoy at

Throughout the system we are looking at criticality-1 items, as
you know, throughout. We are reviewing——

Mr. Rok. If the gentleman would yield for a moment.

Mr. JerFs. Yes, sir.

Mr. Rok. Excuse me for interrupting you.

We may lose some continuity, which I don’t think you want to
do. I think you're going beyond some of the points, and I don’t
want to interfere with your testimony, but the way we are orga-
nized—you are including in your testimony all of the written testi-
mony, which—all testimony will be accepted. But there are certain
specific items that are very germane to this hearing today that I
don’t want to lose sight of, and you may want to also, in your excel-
lent presentation, take the time—because I think it would be help-
ful to the committee; you must remember that you have extraordi-
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nary background in this field and, in candor, there are some of us
that are either awed or cowed by your presentation, and we don’t
want to do either. I think it would be awful helpful if you also
would include—to follow the continuity on page 2, where you re-
sponded directly to the five or six different items we asked for.

The reason I suggest you do that, because I think it would be
helpful for some of the questions that will emerge in reference to
the criticality list that you spoke to earlier, some of the anomalies
involved. And then we want to get in—you have covered on page 4
pretty well a number of the items, the technical items, which I
think are very important as it relates to the brakes and so forth,
which you’re responding to. And then it seems to me, the item on
page 4—it is item 5—which had to do with the timeframe. And I
know that your testimony was prepared a day or two earlier, subse-
quent to Dr. Fletcher’s response as to the timeframe for the 18
months versus the 2 years; in other words, when they felt they’d be
ready to go back in flight. Do you follow where I'm coming from?
In other words, I think it would be helpful—unless I'm interrupt-
ing your testimony—to talk a little bit about the criticality list spe-
cifically and what we’re doing there on all items that would be con-
sidered No. 1 on your criticality list in your area.

Do I make any sense to you?

Mr. JeFFs. Yes, sir, to the first order. I was going to talk about
criticality and FMEA’s. The criticality-1 items, of course, on the or-
biter are like in the numbers of 300 or 330 or 340, criticality-1-type
items. On the engine, they’re less than that; they're on the order of
90 or thereabouts.

Mr. Lusan. I think what we're getting at—you start off, “First,
regarding the work and conclusion of the Rogers Commission,” and
comment on that; and, “Second, under NASA direction, we have
started”—in other words, follow it in the same order that you have
it in your testimony so that we can follow it; I think that’s basical-
ly what—start off with page 2. At the bottom of page 2, you start
off, ‘fFir’s’t, regarding the work and conclusions of the Rogers Com-
mission.

Mr. JeFrs. Well, I was really trying to address the things that
are over and above the Commission report. You know, the Commis-
sion report, I think, touched very clearly on the 17-inch valves, on
steering, on brakes. We have had continuous reviews of all the
criticality-1 items on the program since the Commission report,
and we have done a lot of work in parallel with that as continuing
work on the programs.

The Commission report was not meant to identify or address all
the issues on the program. I'll give you two, for example, that are
of continuing concern to us, and one of those is the tile system. As
you recall, of course, the Commission didn’t say much about the
tile system, nor was it expected to.

We continually review that tile system. It is a criticality-1 type of
a system, if you will; we have had an occasional failure on that tile
system. We had a problem with one of the tiles in the cold area
when we lost a gap filler, and that high temperature gas is very
unfriendly. So we are very careful to review the vehicle after every
flight to identify where there might be any kind of a possibility of
that plasma getting into the system itself.



7

I would think—of the criticality items that really trouble me on
the program, that need continuous review of the development con-
tractor, the tiles, the seals, and the gap fillers are all right among
the top, as far as I'm concerned. We have had also problems with
some slumping tile on the forward end of the vehicle, right under-
neath the chin. And we are working on some redesigns, and have
})een for some time, to take care of those particular kinds of prob-
ems.

There are some criticality-1 items in the system that, of course,
will never go away; that’s what’s expected. That gives us the atten-
tion on the criticality items, but in fact there’s nothing we can do
to make them go away except to give them tender loving care to
make sure that they're satisfied with the operation of our hard-
ware. Such things of those are the elevons. The elevons, for exam-
ple, are redundant except when you get down to the shaft on the
elevons; it’s a single elevon system, and we spent a lot of time on
the program early to consider dual actuators versus single actu-
ators, with all kinds of reviews, and finally concluded that single
actuators were the thing to do for the system. Now, they are criti-
cality-1, if you will, and will not go away; but our emphasis has
been to make sure that everything is done to make those systems
as perfect as possible.

The ET door is in the same category. That must close, and it
must seal properly, so it is a criticality-1 type item and we make
doubly sure that that works by over margins in the design and by
actual clear setting up of the rating and so on and maintenance of
the seals on those doors.

With the chairman’s permission I would like to continue my
thoughts here and then come back, perhaps, in specific questions to
key items that you would like to emphasize.

Mr. Roe. Well, what the Chair plans on doing, for the benefit of
all the witnesses—the answer, of course, to Mr. Jeffs is certainly; [
don’t want to break the continuity of your presentation, but I
wanted to be informed that it’s responsive to what we're asking for.

What I'm going to do is ask all three witnesses to make their ini-
tial presentation, initially coming off the five or six items that we
referred to you by communication. We don’t want—it’s not the in-
tention of the committee to limit you at all to the report, because
the Commission itself found that its report that it made to the
President and this committee and the people of the country only
summarized certain parts, and they left initiative in other areas,
which you're speaking to. And I don’t want you to misunderstand
me, that I want to limit that; I don’t. What I'm trying to get at is
four or five key items because there are a series of questions that
have to do with timing and specifics that we're going to get into.
That’s where I'm coming from.

So I think you’re fine where you're at; just go right ahead from
there.

Mr. JEFFs. In summary on the timing issue, Mr. Chairman, I be-
lieve that all the changes that we believe are necessary to give us
added margin in the system are doable within a time period that is
of the first part of 1988. The reason that I say 1988 is that I be-
lieve, in order to get the single crystal blades into the engines, it’s
probably going to take us until about that time. Now, I believe we
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could fly those engines safely before that; but I think for that
added assurance of those blades, that’s the time it would take.

The only item that we have that falls outside of that envelope is
the escape system. We spent many, many weeks and months work-
ing escape system possibilities on this vehicle. We could not find a
practical solution to it, certainly, for the SRB stage of the launch;
and even after that, there was little that could be done to help the
crew. So we concentrated our efforts on trying to make the basic
system that much more reliable, if you will, as far as the orbiter
and the engines are concerned.

We are presently re-reviewing all of that to see if those stum-
bling blocks are still with us. So far they appear to be, obviously,
during the SRB phases. We are looking very carefully at a gliding
flight situation in case of ditching. We have a number of concepts,
if you will, on how that might be done; so far none of them look
very practical to us. We are working very hard, though, to see
what we can do to provide a practical system. We have a couple of
ideas and we’re pursuing those. Now, whether or not we can get
that done and qualified for a 1988 launch is very questionable in
my mind based on what I've seen so far. However, we have not
given up.

I might point out that when I say that we turned our energies to
try and make the system that much more reliable and safe, if you
look at the system in depth you find, of course, that in the majori-
ty, it’s fail-ops, fail-ops, fail-safe, which fundamentally means it’s
triply-redundant. So we have triple redundancies in every area
that we could provide this in the vehicle; and, of course, we have
large margins in areas that didn’t subject themselves to such re-
dundancies, such as structures and so on.

So I think with the triple redundancy and the tender loving care
in putting this vehicle together and rating it and setting it up for
flight, that we have done what we thought was necessary to pro-
vide a safe operation for the crew.

Now, it’s clear that an area was missed on the SRB in that con-
text, and one of the questions that arises is, where else in the
system might you have similar kinds of problems waiting for you?
As I say, we are very sensitive to any little signs that that vehicle
shows us as a result of flying. You know, we've only flown the vehi-
cle 25 times; it's a development article in an arena that we’ve
never operated a vehicle in before, so anything that we see that’s
out of the usual, that’s unusual, we take immediate steps to react
to. And so does NASA. We get excellent support in those endeavors
by the NASA; and the particular thing, as I say, that follows as an
obvious example in that regard is the tile system and the seals and
SO on.

We have seen some problems with the vehicle at the Cape that
shouldn’t be. I guess you could potentially lay this at the feet of the
reliability and quality assurance area, although reliability and
quality assurance and safety is everybody’s responsibility, not just
a given organization. We have had some problems in the checkout
of our vehicle that we have not been satisfied with, and I think
that most people involved in this are well aware of it. They range
from problems of misservicing of the vehicle, problems of oxygen
probes loose in the system, and two areas where we have discov-
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ered that the vehicle has been flown without complete, adequate
verification of the adequacy of the testing on the tile systems on
replaced tiles. I think those matters have been brought to the at-
tention of the proper people at the Cape, and they are well aware
of the sensitivity of those kinds of issues.

Mrs. MEyvers. Mr. Chairman, could I interrupt with a question
right now?

Mr. RoE. Well, I know that I have 15 questions myself that I
want to ask at this moment, but I think it would be more profita-
ble—but I would be glad, if the lady feels that strongly about it, of
course. But if we start that we’re going to get into a whole series of
questions. But go ahead. The lady from Kansas.

Mrs. MEYERS. Well, it’s just a matter of clarification.

You said that there were problems with the checkout of the vehi-
cle, and that sometimes it had been flown without adequate prepa-
ration. Now, when did you know this, Mr. Jeffs? In other words,
what I’'m trying to get at is, are these——-

Mr. Rok. If the gentlelady will yield?

Mrs. MEYERS. Yes.

Mr. Rok. I think the question is a valid one, but I think it's pre-
mature because I think we need the continuity.

What the chair is attempting to develop—and I think Mr. Jeffs is
just getting into it—as you recall, in our whole series of hearings,
what we'’re talking about here is, one, what happened from a tech-
nological point of view, which I think we've pretty well been
through. The second point is management, and part of what he’s
speaking to now does have to do, in my judgment, with coordinated
management.

So I think it would be profitable to get the input of Mr. Jeffs, Mr.
Davis, and Mr. Murphy based upon the point of view—with
NASA’s attempt to coordinate and have a major umbrella over this
situation—in effect, is that deleterious to those who are providing
parts and pieces to the whole system? And I noted in some of the
testimony, you're bringing that out—I believe Mr. Davis does—and
if I'm not mistaken, I think you’'re touching on it.

So if you would hold back on your detailed question, I think it
would be helpful. And let’s get the input in first.

Go ahead, Mr. Jeffs.

Mr. Jerrs. Yes, sir. And I'll answer your question later, Mrs.
Meyers.

Mr. Roe. And we'll call on you as quickly as possible.

Mr. Jerrs. And T'll expand later, if you wish me to, on the sub-
ject of the Cape.

Mr. RoE. Let me interject one more thought, if I may. Where
we're coming from, because we want your effort to be meaningful
here—it is appropriate that we call in the other hardware contrac-
tors, you people who are building this equipment, and we want a
straight-forward approach. In other words, it’s not all honey and
cream—and you're mentioning that point—by far, because we're
looking for a timeframe to improve.

So what I’'m hoping we can bring out today, and it’s an excellent
opportunity for the witnesses in the greatest of candor to get across
some of the points they want to make so that as the committee
makes its determination for legislative remedial action, that those
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areas of your concern are given attention to, fully recognizing the
delicacy of discussion today.

Now, if Mr. Jeffs would continue from there.

Mr. JeFrs. Well, I'll wind up my comments on the cape.

The cape shuttle processing contract—as you know, we competed
for that at Rockwell, as did some of my colleagues here at the
table. I was never happy with the SPC approach to getting at the
solution of the problem that was attempted to be solved.

The basic problem was—the intent was—to try and get the pro-
gram more into an operational mode. We had no quarrel with that;
however, we felt that the vehicle—it was too early in the develop-
ment process, in the evolutionary process of the vehicle to separate
the baby from the mother, so to speak. As a consequence we had
trouble with that concept.

The basic concept that is fundamental here, in my mind, the con-
cept that NASA’s successes and all of our successes in the space
program had been truly based on, is that of accountability. And ac-
countability encourages extra tender, loving care; there’s no ques-
tion about it. We operate that way throughout our operations.
There’s no substitute for somebody knowing exactly who is respon-
sible for what and when it has to be done, and they’ve got to stand
up and say so.

The movement at the cape to take the hardware away from the
developers, to cut down changes, to move it more into an operation-
al arena does, in fact, diffuse accountability. And as a matter of
fact, right now at the cape, what happens to our vehicle we’re not
fully aware of, as you know. We have a small cadre of people at the
cape; there are some thousands of people that are involved in proc-
essing it. So we don’t have full visibility of what does go on at the
cape, and as a consequence the accountability moves to another
arena with respect to the preparedness of the vehicle to fly.

I would like to say a few words about communications that relate
to management problems—that at least have been alluded to as
management problems in some of the previous discussions and tes-
timonies. First off, I'd like to say, within Rockwell, the communica-
tion is very clear. We have frequent discussions and reviews of all
elements of the hardware down into depth in all the things that we
do on the program at my level, and the people that I work for—the
president of the company has monthly reviews in which we also
bring consultants into it, such as Dr. Christopher Kraft and others,
who have no problem in speaking their minds and identifying
issues as we proceed.

The president of our company is very familiar with the details of
everything that we do. He is very familiar with our commitments
to fly and any problems associated with those commitments, just as
I was in the last flight. So is the chairman and the chief executive
officer, who is deeply involved and very interested not only in the
space program, but more particularly, the shuttle.

We do have a unique relationship with the NASA. It's built up
through the years of working with the NASA. We have great tech-
nical regard for each other; as a consequence, we listen to what
each other has to say. We don’t always agree, but in fact, we do
have ways to come to decisions on problems. That's been classical;
there’s nothing new about that.
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We have people in the mission support rooms at Houston. We're
in real time on all problems that are arising before, during, and
after the flights. We have mission support rooms at Downey where,
in fact, we receive real time data, and we have specialists involved
gl ﬁach one of these areas of concern before, during, and after

ight.

If we're not satisfied, we tell it like it is, and we don’t have any
hesitation in going to the program managers, to the division direc-
tors, and to the NASA Administrator if needs be, to express our
views.

On the ice problem at the cape, it was unfortunate. It was unfor-
tunate that ice existed in the first place. There was a plan to pre-
vent that from occurring, draining the system—trickle-draining the
system—so that it didn’t freeze. That didn’t work very well, so we
did end up with ice. Now, we’re not on the ice detail—the ice teams
are responsible for ice on the pad. We do have people there that
informed us of the ice; and, of course, we saw the ice on television.
We had people working the problem during the early morning
hours to try to see if we could analyze the potential trajectories of
the ice particles during the launch phase, including the aspiration
effects as the vehicle passed by the stand. We couldn’t do it; we
couldn’t analyze it very well. We didn’t know where the heck the
ice was going to go. The NASA were very capable, were trying to
do their own analyses. That gets down to details of exactly the air
flow, the wind flow, the ice location on the vehicle, et cetera; it
turned out we still didn’t know where the ice was going to go.

We are concerned about the ice with those tiles that I mentioned
earlier. We've had ice experience before. Ice is not new to us; we've
had lots of ice damage to the tiles from the external tank during
the launch phase. A lot of work has been done to remove those
sources. That damage has been getting less. It was clear from the
background that we did have that even though we’d suffered
damage to the tiles, breaking of the borosilicate surface, some
damage to the tiles, that we’d never had a situation that was really
vehicle-threatening from that during reentry. There was some fur-
ther expansion of that, of those damaged areas, but none qf them
were really vehicle-threatening. Nonetheless, we don'’t like it; we're
conservative about it. We told the NASA about it.

Now, my people called me, said they wanted to make a strong
recommendation to the NASA that we not fly because of the con-
cern for where the ice was going to go. That got to the program
manager, Arnie Aldrich. He’s a very good one. He knows the tile
problem; he’s got lots of people that know the tile problem. I knew
he knew about the tile problem. We did not have a firm data base
to say that, in fact, that ice damage was in fact going to give us a
mission-critical type of a problem.

We'd expressed our concern to Arnie. Arnie, in a position of
having all the information—more than we did, including the re-
sults of the ice review teams and so on, on the pad—made the deci-
sion. That’s what program managers are for; not all decisions are
go-no go decisions in this world. If they were, we wouldn’t need any
program managers and that would be an awfully lot easier job
than it is right now.
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I felt confident that he understood the situation in depth, that he
was well informed of our position; that he overruled our concern—
not necessarily our go-no go positive position on flying. I had
enough confidence in that, so I didn’t pick up the phone and call
him. If I'd felt that that was threatening to the vehicle, I wouldn’t
have hesitated to do so, or to have gone beyond Arnie if that was
necessary. That’s essentially the ice story from my view.

I would like to say, if [ may now, a couple of words about pride,
accomplishment, and technology. The orbiter and the SSME’s have
performed as required on all missions. We have enjoyed, and have
through the years, on Apollo and shuttle, hearing from the astro-
nauts, the flight controllers, the engineers, that ‘“Rockwell, you
build great hardware.” And when you can sit there and watch
those CRT’s hardly deviate on all the systems hour after hour, day
after day, you know that hardware really is great.

When we started to build this vehicle, we determined that we
were not going to get into development areas that were unneces-
sary. For example, there was no need for us to develop a new com-
puter. There was no need for us to develop a new platform. What
we wanted to do was to use that hardware off the shelf and free
ourselves to focus on the more demanding technological problems
of the thermal protection system; of the reusable, lightweight, high-
performance rocket engines; of the hypersonic, aerodynamic, and
control system for the vehicle; and, of course, the software to inter-
act this hardware-software interface of this system.

The system has sometimes been alluded to as ‘“not state-of-the-
art,” which is obviously poor thinking. The system is, as a matter
of fact, the epitome of the state-of-the-art. We don’t know how to do
it any better when it comes to those major technological areas. It is
true, we're upgrading the system with new computers, new plat-
forms, new fuel cells, but those are minor. Those aren’t fundamen-
tal to the basic thing that the shuttle does.

The shuttle, therefore, certainly need not be criticized because
it’s not the newest of technology. That comes from a misguided ob-
jective, in my view. The shuttle does what it’s supposed to do;
there’s no need to replace it and there’s no need to spend a lot
fr‘nore money on it, except to provide additional shuttles for the
uture.

And with respect to the future, the shuttle is the cornerstone of
the United States potential future space program for the next two
or three decades. Our future in space depends on it. It's more than
a booster; we have done it a great injustice to compare it only as a
booster. Its excellence and its productivity lie in what it can do on
orbit. The Russian system, as you know, has a boost system; has a
logistics resupply vehicle. It must rendezvous and dock, and it must
return payload and crew to earth with some degree of dignity
which the Russian system, of course, doesn’t do. The shuttle is all
those things. It’s not just an ELV; that’s just a sidelight for it. So
ELV’s don’t compete with the orbiter, except in the boost phase.
For ELV’s to compete with the orbiter is to compare Barishnikov
to an elephant, in my view. The orbiter is essentially all the things
we can really do in space rolled up into one.

We're just beginning to use this manned machine. I've been
awed by the things that we can do in this man-machine combina-
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tion. It’s fundamental to me that the future of space depends upon
manned machines, along with the unmanned machines; but man’s
going to be the key to our progress as we continue on. And shuttle
makes the space station, in that regard, and the SDI beginnings
possible; without it, they are not possible.

I believe also that through it, primarily, we have the world lead
in space right now. We must use it and do the things with it that
make it possible for our society to continue on to the stars, but
space operations will never be risk free. There is an awful lot of
energy involved, going up and coming down, and there are a lot of
things to be done on orbit that involve risk, not the least of which
is EVA.

We must minimize that risk but we've got to accept it as being
with us always in our space decisions.

It’s amazing how quickly we forget. I can remember the day, the
first flight with Crippen and Young, coming back on the first mis-
sion. What a tremendous relief it was to me when they came out of
blackout; because with all the testing that we had done, everything
that was within our reach with respect to tunnels, plasma jets, arc
jets, everything else, we still couldn’t duplicate the detailed charac-
teristics that this vehicle was expected to generate on hypersonic
reentry. It was a tremendous relief and a tremendous engineering
gratification for the whole organization on how beautifully the ma-
chine did perform in a region in which we had never ever operated
before, and that’s a lot of risk. No question about it.

But we’ve done it, and America is going to have to continue to do
that if we're going to be a bold space leader. We're going to have to
make those kinds of bold decisions. We've got to step up to it like
we have and not be a timid also-ran. And I think the shuttle’s the
key to that.

Thank you for bearing with me, Mr. Chairman. That concludes
my remarks and subsequently I'll try to handle more specifically
the questions that you and your committee have.

[The prepared statement of Mr. Jeffs follows:]
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Mr. Chairman and membars of the Committee. My name is
Gearge W. Jaffz., I am a vice president of Rockwell
International Corporation and president of Rockwell's North
American Space Operations, headquartered in El Segqundo,
California. I have prime responsibility for programs and
products which cover a wide range of high technologies and
which are space and energy related.

Rockwell has been extensively involved in the nation's space
program for over 25 years. We were the prime contractor for
the Apollo command and service modules, for the Saturn second
stage, and for all the Saturn engines. Our participation in
the Space Shuttle program has been equally extensive. Our
Space Transportation Systems Division, headquartered in
Downey, California, builds the Space Shuttle orbiters and
assists NASA with orbiter operations, mission operations, and
cargo and system integcation. Rockwell's Rocketrdyne
Divigion, headquartered in Canoga Park, California, builds
the Space Shuttle's main engines.

I will now comment brisfly on the five topics identified by
the committee for discussion,

First, regarding the work and conclusions of the Rogers
Commission as it relatss to Rockwaell £light hacdware, we are
aggressively pursuing the recommendations of the Commission.
Many of these actions were in progress prior to the
Challenger accident, and some actions, resulting from our
internal reviews, are over and above specific Commission

recommendations.
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Second, under NASA direction, we have started the
recertification process for the orbiter and Shuttle main
engine hardware and softwacre. We are reviewing all design
raquiraments in light of operational experience, to assure
that the previous certification tests are still appropriate.
We are also reviewing our failure mode effects analyses
(FMEA) and, where necessary, updating our Critical Items List
(CIL) to raflect the latest operating conditions. 1In the
case of the main engine we are extending the analysis to
include a lower level of detail parts and the structural
failure mode effects of pressuré vessels. Associated hazard
analyses will also be upgraded. The Operations and
Maintenance Requirements Specification Document is being
reviewaed in conjunction with the FMEA and CIL, and will be
updated to reverify that Criticality 1 hardware is thoroughly
preflight tested. A program-wide design certification review
is also planned by NASA which will formalize the review
process of the entire system, including all nardware and
software modifications prior to the next flight.

Third, regarding identification and response to ancomalous
parformance, a comprehensive, detailed inspection of orbiter
and engine hardware and review of operating data are
pecrformed hefore, during and following each Shuttle flight to
identify anomalies. Any such anomalies or others oacucring
during separate ground testing activitiaes are formally
tracked by both Rockwell and the NASA and are resolved by
engineering prior to subsequent flights.

Fourth, several hardware components on both kthe arbiter and
main engines are presently undergoing modifications to
enhance design margins and increase operating life. The
principal orbiter hardware which is being medified at this
time to support the next flight is:
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a. 17-inch external tank/orbiter disconnect--adding a
positive locking feature

b. Brakes--adding upgrade features to increase stopping
capability from 42 million foot-pounds to 65 million
foot-pounds

c. APU fuel isolation valves--adding second valve
temperature sansor for power removal indication

d. Reaction control system--adding an automatic de-select
feature if jet instability is detected

e. Avionics system (analog to digital transformation
chip)=--performing computer byte tests of the
multiplexer output to validate data

The following main engine margin improvements are being made:

a. Turbopump bearings and blades~-material and process
changes and turbine blade dampers to increase life
b. Main combustion chamber outlet--nickel plate to

increase life
c. Main engine contraller--hardware and software upgrades

Fifth, the specific modifications identified to date and
discussed above will be completed in 18 months., The
technical feasibility of crew escape systems is being
explored. The paotential schedule impact of such systems has
not heen determined at this time,.

The Space Shuttle orbiter and its main engines have
demonstrated outstanding pecformance due not only to & sound
design and test verification foundation, but, also, to
continued attention to detail in the pre and post flight
inspections, data review, and anomaly resolution process.
Current outgoing actions in preparation for the resumption of
flight activitias will further enhance operating margins.

Thank you for the opportunity to speak to you today and I
will be happy to answer any questions you may have for me.
4
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Mr. Rok. Thank you very much, Mr. Jeffs.
Our next witness is Mr. Richard Davis, president, Martin Mariet-
ta Michoud Aerospace.

STATEMENT OF RICHARD M. DAVIS, PRESIDENT, MARTIN
MARIETTA MICHOUD AEROSPACE, NEW ORLEANS, LA

Mr. Davis. Mr. Chairman and distinguished members of the com-
mittee, I am Richard M. Davis, president, Martin Marietta Mi-
choud Aerospace in New Orleans, LA, where we manufacture the
external tank for the space transportation system. I have with me
today my director of engineering, Mr. Jon Dutton, and my director
of product assurance, Mr. Arthur Welch.

Our responsibilities at Michoud Aerospace cover the design, de-
velopment, test, manufacture, and delivery of the external tank,
the support to the launch processing of our hardware at the launch
sites, flight readiness reviews and commitment, the analysis of
flight data, and corrective actions relating to any anomalies identi-
fied. We have operated in this mode with only one change since the
external tank program started in late 1973. In 1983, our “hands
on” external tank processing and facilities activation responsibil-
ities, which we had performed since the program began, were re-
duced to a review and support activity to the shuttle processing
contractor.

I have been with the external tank program for 7 years, while
Jon and Art have been with the program since its start 13 years
ago. We are extremely proud of the external tank record of mission
success, quality, safety, on or ahead of time delivery, and cost re-
duction through productivity improvements.

I will present summary answers to your five questions in my
opening remarks, commenting only briefly on the charts provided.
You may wish to call back some of those charts when I finish, and
all three of us are prepared to respond to your questions in our re-
spective areas of expertise and program knowledge.

Your first question was, ‘“Your assessment of the work and con-
clusions of the Rogers Commission as it relates to your flight hard-
ware.”

Since we have received only volume I of the Commission report, I
will limit my comments to that volume.

In providing very close support to the NASA investigation teams
formed as a result of the 51-L accident, we attended numerous
meetings between the NASA and Commission panel members. In
addition, we met directly with members of the Commission on two
occasions. The first time was on March 13 at Washington in an in-
formal session to present our conclusions that there was no possi-
bility that a liquid hydrogen leak from the external tank contribut-
ed to the accident. The second time was on April 8 and 9 at Mi-
choud in formal testimony relative to the development and produc-
tion of the external tank.

On the basis of our internal investigations and support to the
NASA investigations, we agree totally with the Commission finding
that the external tank did not cause, or contribute to the cause, of
the 51-L accident. We also have no disagreement with the Commis-
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sion conclusions relative to our flight hardware, which I will dis-
cuss in the later questions.

The Commission also addressed the issue of launch processing
and involvement of the development contractors in that processing.
They concluded that the establishment of a single shuttle process-
ing contractor, prompted in part by both the assumption of the
space shuttle being operational and the objective of reducing oper-
ational costs, is inconsistent with the developmental nature of
much of the flight and ground support hardware. They also felt
that the development contractor’s commitment to launch should be
complete and unequivocal.

The current role we perform at Kennedy Space Center, support
services only, does not provide us with total visibility of all events
affecting our hardware and forces us to rely heavily on review of
documentation after the fact for our determination of launch readi-
ness. Working in this mode of oversight and review does not allow
us to take total advantage of our technical skills and knowledge of
the flight hardware to ensure mission success. We agree with the
Commission that the development contractor’s responsibility
should be “beginning to end” to give the maximum assurance of
flight safety. We believe that it is essential that we again resume
the responsibility for those functions which directly involve proc-
essing the ET flight hardware, including engineering, quality, plan-
ning, and inputs to the KSC flight readiness reviews.

I'll depart a little bit here from the text to indicate that I have
specifically pointed out those latter things—the engineering and so
forth—because the SPC at this time works in a mode of a pool of
engineering that services all contractors, and we believe that is not
the right way to do the job.

This could be done either under contract to the SPC, as the Com-
mission implied, or directly to the NASA/KSC. Only with such a
change can a complete and unequivocal launch commitment from
the shuttle development contractors be achieved.

The Commission also recommended, and the NASA has an-
nounced, the formation of a combined Safety, Reliability, and Qual-
ity Assurance Office reporting directly to the Administrator of
NASA. We support these actions and believe that the office should
function in a strong oversight role and in a manner that the re-
sponsibility for insuring flight safety remains squarely on the
shoulders of the NASA project officers and their contractors. As
such, at the flight readiness reviews, this office should not be asked
to commit that the system is ready to fly, but rather to declare
whether all significant items have been presented, whether they
agree with the resolutions reached, and whether they have any
reasons that the launch should not proceed. This may seem like a
fine point, but I believe it is very important.

At Michoud Aerospace, these functions—safety, reliability, and
quality assurance—are combined under Mr. Arthur Welch, the di-
rector of product assurance, reporting directly to me, and we oper-
ate in the above fashion. In addition, I have a director of mission
success reporting to me who structures our flight readiness reviews
and provides an independent assessment of the completeness and
adequacy of our prelaunch activities.
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I might divert a little bit to indicate that mission success is a
way of life at Michoud. It drives all our decisions. Clearly, mission
success is much more important to us than cost or schedule.

Your second question was. “What efforts you have underway to
recertify your flight hardware.”’

Our approach to recertification of the flight hardware requires
that we critically re-review all aspects of the external tank develop-
ment, manufacturing, and flight program. Chart 1 shows the six
major elements of this approach and how it reflects and supports
the NASA recertification plans, including those identified in Admi-
ral Truly’s “Return to Flight Status” memo.

For the FMEA/CIL-Hazard Analysis element, in addition to the
re-review by Michoud Aerospace, Marshall Space Flight Center has
contracted with Rockwell for a totally independent analysis, pro-
viding another degree of assurance. Coordination with the Mar-
shall Space Flight Center External Tank Project Office on all these
elements of recertification is accomplished by weekly telecons and
formal periodic reviews.

Your third question was, “How your firm identified and respond-
ed to anomalous performance of flight hardware prior to 51-L.”

Chart 2 shows the sources of data analyzed on each flight to
identify anomalies, who at Michoud Aerospace and NASA per-
formed these analyses, and the formal method of documenting and
dispositioning these anomalies properly prior to the next flight.

Charts 3 and 4 identify the external tank hardware on which
flight anomalies occurred, the criticality classification of the hard-
ware, the type of failures that occurred, and the corrective actions
taken. Our most troublesome items have been the pressure trans-
ducers, a criticality-1R item, and the thermal protection system.
TPS was not previously assigned a criticality classification. Data on
the transducers is received on each flight, while separation photos
of the TPS have been obtained on only 6 of the 18 lightweight tank
flights. As such, we must infer from the orbiter tile damage wheth-
er TPS has been lost. Since tile damage can come from many
sources of debris—the launch pad, the solid rocket boosters, the or-
biter itself, and the landing strip—this is not an easy task. Correc-
tive actsions have been taken as shown for both the transducers and
the TPS.

We also look at the hardware anomalies during build and test at
our suppliers and at the Michoud assembly facility to establish
trend data and possible correlation with flight anomalies. This data
is analyzed to determine preventive actions as well as corrective ac-
tions; for example, the similarity of ullage transducer failures in
flight and during acceptance test at the supplier indicated a manu-
facturing problem. As a result, we improved the manufacturing
methods as well as the inspection and test requirements.

Your fourth question was, “What is being done now to correct
design deficiencies or improve operating performance margins in
any of your flight hardware?”’

The external tank has been designed and qualified to withstand
125 to 140 percent of the maximum expected applied design loads
and environments. These include overall vehicle loads, aerodynam-
ic, pressure, vibration and acoustic loads, and applied thermal heat
loads. A review of the previous flights indicates that the maximum
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actual load was 92 percent of the design load, and the applied heat-
ing rates have been no greater than 76 percent of the design re-
quirements. Additionally, the propellant loading accuracy for the
external tank is 0.2 and 0.25 percent as compared to 0.41 and 0.3
percent specification requirement for the liquid oxygen and liquid
hydrogen tanks, respectively. The propellant interface parameters,
pressure and temperature, between the external tank and the or-
biter are being maintained well within the specification require-
ments. All of the propulsion and electrical components have been
qualified to the predicted environments. To date, the ongoing re-
views have not indicated any areas where operating performance
needs to be improved.

The external tank hardware currently undergoing evaluation for
design improvement is shown on charts 5 and 6. These charts iden-
tify the criticality classification, the type of failure modes of con-
cern, whether we have experienced that failure mode in qualifica-
tion or in flight, and the redesign approaches under study.

There are “use as is” options which could be viable choices if it is
decided that the alternatives present increased risk. For example,
the current mechanical transducer failure mode is a “soft failure
mode” which results in a temporary loss in data or a small error in
the data, which is preferable to a hard failure which results in
total loss of data. One of the options, the electronic transducer,
does have potential hard failure modes.

The range safety system is not listed because of any known
defect in the design or hardware. We believe it has been well de-
signed and that we have adequately protected the linear shaped
charges. Level 1I is reevaluating the requirements for the system to
remain on the external tank. Removal of the system would elimi-
nate one more in-flight hazard. We hope this can be done.

We have listed the 17-inch disconnects, provided to us and cur-
rently under study by Rockwell, since it is pertinent to answering
your next question on schedule. Details on the failure modes or im-
provements should be obtained from Rockwell.

Your fifth question was, “Your estimates of the time shat will be
required to complete the above tasks and have your flight hard-
ware ready to reinstitute flight operations.”

Yesterday, Dr. Fletcher announced early 1988 as their new flight
date. My next statements, which refer to July 1987, obviously are
then true for the 1988 date.

Completion of the recertification tasks, including the formal
design certification review in 1987, has been structured to support
the current July 1987 next launch date. While not all the design
improvement options—those are hardware options—could meet
that date, we believe we have viable hardware options available
which would support a safe flight in July 1987. However, we need
to point out that the rereview activities are still in progress, and
that this evaluation is based only upon the hardware design im-
provements identified previously.

In the case of the 17-inch disconnects, we must defer to Rockwell
for schedule. However, we can state that if the interfaces with the
external tank remain the same, we can reinove and replace the 17-
inch disconnects in about 30 days, and that it should be done before
mating with the orbiter.



22

While July 1987 is the current planning date for the next
launch, I am confident that, as Admiral Truly has stated, we will
fly only when it is safe to do so.

We would now welcome any questions about the material pre-
sented or any other subject of interest to the committee.

[The prepared statement of Mr. Davis follows:]
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OPENING STATEMENT
Mr. Chairman and Distinguished Members of the Committee.

I am Richard M. Davis, President of Martin Marietta Michoud Aerospace in New
Orleans, Louisiana where we manufacture the External Tank for the Space
Transportation System. [ have with me today my Director of Engineering, Mr. Jon
Dutton and my Director of Product Assurance, Mr. Arthur Welch.

Our responsibilities at Michoud Aerospace cover the design, development, test,
manufacture and delivery of the External Tank, the support to the launch processing
of our hardware at the launch sites, flight readiness reviews and commitment, the
analysis of flight data, and corrective actions relating to any anomalies identified.
We have operated in this mode with only one change since the External Tank
program started in late 1973. In 1983 our "hands on" External Tank processing and
facilities activation responsibilities, which we had performed since the program
began, were reduced to a review/support activity to the Shuttle Processing
Contractor.

1 have been with the ET program for 7 years while Jon and Art have been with the
program since its start 13 years ago. We are extremely proud of the External Tank
record of Mission Success, quality, safety, on/ahead of time delivery, and cost
reduction through productivity improvements.

I will present surmnmary answers to your 5 questions in my opening remarks
commenting only briefly on the charts used. You may wish to call back some of
those charts when I finish and all three of us are prepared to respond to your
questions in our respective areas of expertise and program knowledge.

Your first question was: "Your assessment of the work and conclusions of the
Rogers Commission as it relates to your flight hardware."

Since we have received only Volume 1 of the Commission report, I will limit my
comments to that Volume.

In providing very close support to the NASA investigation teams, formed as a
result of the 51-L accident, we attended numerous meetings between the NASA and
Commission panel members. In addition we met directly with members of the
Commission on two occasions. The first time was on March 13 at Washington in an
informal session to present our conclusions that there was no possibility that a liquid
hydrogen leak from the External Tank contributed to the accident. The second time
was on April 8 and 9 at Michoud in formal testimony relative to development and
production of the External Tank.

On the basis of our internal investigations and support to the NASA
investigations, we agree totally with the Commission finding that the External Tank
did not cause, or contribute to the cause of the 51-L accident. We also have no
disagreement with the Commission conclusions relative to our flight hardware which
I will address in the later questions.

Page 1
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The Commission also addressed the issue of launch processing and involvement
of the development contractors in that processing. They concluded that the
establishment of a single Shuttle Processing Contractor (SPC), prompted in part by
both the assumption of the Space Shuttle being operational and the objective of
reducing operational costs, is inconsistent with the developmental nature of much of
the flight and ground support hardware. They also felt that the development
contractor's commitment to launch should be complete and unequivocal.

The current role we perform at Kennedy Space Center (support services only)
does not provide us with total visibility of all events affecting our hardware and
forces us to rely heavily on review of documentation after the fact for our
determination of launch readiness. Working in this mode of oversight and review
dges not allow us to take total advantage of our technical skills and knowledge of
the flight hardware to insure mission success. We agree with the Commission
finding that the development contractor's responsibility should be
"beginning-to—end" to give the maximum assurance of flight safety. We believe that
it is essential that we again resume the responsibility for those functions which
directly involve processing the ET flight hardware, including engineering, quality,
planning, and inputs to the KSC flight readiness reviews. This could be done either
under contract to the SPC as the Commission implied or directly to the NASA/KSC.
Only with such a change can a complete and unequivocal launch commitment from
the Shuttle development contractors be achieved.

The Commission also recommended, and the NASA has announced, the
formation of a combined Safety, Reliability, and Quality Assurance Office reporting
directly to the Administrator of NASA. We support these actions and believe that
the Office should function in a strong oversite role and in a manner that the
responsibility for ensuring flight safety remains squarely on the shoulders of the
NASA projects and their contractors. As such, at the Flight Readiness Reviews this
Office should not be asked to commit that the system is ready to fly, but instead to
declare whether all significant items have been presented, whether they agree with
the resolutions reached, and whether they have any reasons that the launch should
not proceed. This may seem like a fine point, but I believe it is very important.

At Michoud Aerospace these functions (Safety, Reliability and Quality
Assurance) are combined under Mr. Arthur Welch the Director of Product
Assurance, reporting directly to me and we operate in this fashion. In addition, 1
have a Director of Mission Success reporting to me who structures our Flight
Readiness Reviews and provides an independent assessment of the completeness and
adequacy of our pre-launch activities.

Your second question was: "What efforts you have underway to recertify your
flight hardware?”

Our approach to recertification of the flight hardware requires that we
critically re-review all aspects of the External Tank development, mamifacturing
and flight program. Chart 1 shows the six major elements of this approach and how
it reflects and supports the NASA recertification plans including those identified in
Admiral Truly's "Return to Flight Status" memo.

Page 2
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For the FMEA/CIL - Hazard Analysis element, in addition to the re-review by
Michoud Aerospace, MSFC has contracted with Rockwell for a totally independent
analysis, providing another degree of assurance. Coordination with the Marshall
Space Flight Center External Tank Project Office on all these elements of
recertification is accomplished by weekly telecons and formal periodic reviews.

Your third question was: "How your firm identified and responded to
anomalous performance of flight hardware prior to 51-L?"

Chart 2 shows the sources of data analyzed on each flight to identify anomalies,
who at Michoud Aerospace and NASA performed these analyses, and the formal
method of documenting and dispositioning these anomalies properly prior to the next
flight.

Charts 3 and 4 identify the External Tank hardware on which flight anomalies
occurred, the criticality classification of the hardware, the type of failures that
occurred, and the corrective actions taken. Our most troublesome items have been
the pressure transducers, a Criticality 1R item, and the Thermal Protection System
(TPS). TPS was not previously assigned a criticality classification. Data on the
transducers is received on each flight, while separation photos of the TPS have been
obtained on only 6 of the 18 Light Weight Tank flights. As such, we must infer from
Orbiter tile damage whether TPS has been lost. Since tile damage can come from
many sources of debris (launch pad, SRB, Orbiter itself, and landing strip), this is
not an easy task. Corrective actions have been taken as shown for both transducers
and TPS.

We also look at the hardware anomalies during build and test at our suppliers
and at MAF to establish trend data and possible correlation with flight anomalies.
This data is analyzed to determine preventive actions as well as corrective actions.
For example, the similarity of ullage transducer failures in flight and during
acceptance test at the supplier indicated a manufacturing problem. As a result, we
improved the manufacturing methods as well as the inspection and test requirements.

Your fourth question was: "What is being done now to correct design
deficiencies or improve operating performance margins in any of your flight
hardware?"

The External Tank has been designed and qualified to withstand 125% to 140%
of the maximum expected applied design loads and environments. These include
overall vehicle loads, aerodynamic, pressure, vibration and acoustic loads and
applied thermal heat loads. A review of previous flights indicate that the maximum
actual load was 92% of the design load and the applied heating rates have been no
greater than 76% of the design requirements. Additionally, the propellant loading
accuracy for the External Tank is 0.20% and 0.25% as compared to 0.41% and 0.30%
specification requirement for the LO and LH tanks respectively. The propellant
interface parameters, pressure and temperature, between the External Tank and the
Orbiter are being maintained well within the specification requirements. All of the
propulsion and electrical components have been qualified to the predicted
environments. To date the ongoing reviews have not indicated any areas where
operating performance margins need to be improved.

Page 3
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The External Tank hardware currently undergoing evaluation for design
improvement is shown on charts 5 and 6. These charts identify the criticality
classification, the type of failure modes of concern, whether we have experienced
that failure mode in qualification or flight, and the redesign approaches under study.

There are use-as-is options which could be viable choices if it is decided that
the alternatives present increased risk. For example, the current mechanical
transducer failure mode is a "soft failure mode" which results in temporary loss of
data or a small error in the data, which is preferable to a hard failure which results
in total loss of data. One of the options, the electronic transducer, does have
potential hard failure modes.

The Range Safety System is not listed because of any known defect in the
design or hardware. We believe it has been well designed and that we have
adequately protected the linear shaped charges. Level Il is reevaluating the
requirements for the system to remain on the External Tank. Removal of the
system would eliminate one more in-flight hazard. We hope this can be done.

We have listed the 17" Disconnects, provided to us and currently under study by
Rockwell, since it is pertinent to answering your next question on schedule. Details
on the failure modes or improvements should be obtained from Rockwell.

Your fifth question was: "Your estimates of the time that will be required to
complete the above tasks and have your flight hardware ready to reinstitute flight
operations?"

Completion of the recertification tasks, including the formal Design
Certification Review in 1987, has been structured to support the current July 1987
next launch date. While not all the design improvement options could meet that
date ,we believe we have viable hardware options available which would support a
safe flight in July 1987. However, we need to point out that the re-review
activities are still in progress, and that this evaluation is based only upon the
hardware design improvements identified previously.

In the case of the 17" Disconnects we must defer to Rockwell for schedule
information. However, we can state that if the interfaces with the External Tank
remain the same, we can remove and replace the 17" Disconnects in about 30 days
and that it should be done before mating the External Tank with the Orbiter.

While July, 1987 is the current planning date for the next launch, I am
confident, that as Admiral Truly has stated, we will fly only when it is safe to do
so. We would now welcome any questions about the material presented or any other
subject of interest to the Committee.

Page 4
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Mr. Rok. I thank the gentleman.
Mr. Murphy

STATEMENT OF GEORGE J. MURPHY, EXECUTIVE VICE PRESI-
DENT AND GENERAL MANAGER, USBI BOOSTER PRODUCTION
CO., TITUSVILLE, FL, SUBSIDIARY OF UNITED TECHNOLOGIES
CORP.

Mr. MurpHY. Mr. Chairman, distinguished members of the com-
mittee, I am George J. Murphy, executive vice president and gener-
al manager of the Booster Production Co., a wholly owned subsidi-
ary of United Technologies Corp., and have been associated with
the company for 8 years, and the program as well. Also attending
with me today are Mr. Gene Cagle, the Booster Production Co. pro-
gram manager, who has held this position for 5 years; and Mr. Don
Reed, the BPC SRB chief engineer, who has been associated with
the program for 9 years.

I am here today to provide the committee an understanding of
our contractual commitments in support of NASA’s Space Trans-
portation System solid rocket boosters, and to, first, assess the con-
clusions of the Rogers Commission as it relates to the SRB flight
hardware for which the Booster Production Co. is responsible;
second, discuss the efforts that the Booster Production Co. has un-
dertaken to recertify the flight hardware; third, to outline the
methods and analyses used to identify and respond to the anoma-
lous performance of flight hardware prior to 51-L; fourth, explain
what is being done and what will be done to correct design defi-
ciencies and/or improve the operating performance margins in the
SRB flight hardware; and, fifth, estimate the time required to com-
plete the recertification task prior to flight operations being rein-
stituted.

First, I would like to give you some of the background defining
our role in the shuttle program. The USBI Booster Production Co.
and its predecessor company, United Space Boosters, have been
under contract since December 1976 with the George C. Marshall
Space Flight Center to assemble and refurbish solid rocket boosters
for reuse. This excludes the solid rocket motor. The original con-
tract required USBI to assemble, recover, disassemble, and refur-
bish six SRB flight sets of hardware designed and furnished by
NASA/Marshall. The SRB hardware development and design veri-
fication had been performed by NASA/Marshall. Beginning with
the seventh flight, STS-7, USBI also assumed responsibility for the
procurement of the flight hardware—excluding, again, the solid
rocket motor.

The production contract required USBI to furnish a total of 20
SRB flight sets to NASA/Marshall, and our current contract pro-
vides for an additional 64 flight sets, for an overall total of 84 flight
sets. In January 1984, the SRB recovery and disassembly functions
became the responsibility of the Kennedy Space Center Shuttle
Processing Contractor.

The SRB has six major subsystems, as shown on the SRB pictori-
al, which are the responsibility of the Booster Production Co. for
procurement, refurbishment, and assembly. These subsystems are
structures—these are on the right-hand side of the pictorial, and
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they include the nose cap, the frustum, the forward skirt, the aft
skirt, the system tunnel; the decelerator system, at the top left of
the pictorial—it is the pilot and drogue chutes, the altitude switch
and the main parachutes; the  electronic and instrumentation
system is below that, and this includes the forward IEA, which is
the integrated electronic assembly; the rate gyros; the sensor timer
unit, batteries, and cables.

The thrust vector control system, which is at the bottom of the
left-hand side—this includes basically the guidance system for the
SRB. The range safety system, which includes the panel and anten-
nas and the linear shaped charge, and then the separation system
itself, which contains the forward booster separation motors in the
frustum, and then the aft booster separation motors, is located in
the aft skirt.

In addition to the assembly, refurbishment, and delivery of the
described flight hardware, Booster Production Co. also provides
design and sustaining engineering. Liaison and launch site support
are provided to NASA, the shuttle processing contractor, and to
Vandenberg Air Force Base to assure that a common understand-
ing exists as pertains to the system design, operational require-
ments, and limitations of the hardware furnished, and to ensure
compatibility of checkout procedures and anomaly resolution.

The following is in answer to your first question regarding the
Rogers Commission work and conclusions.

Because of our mission responsibility to support the launch oper-
ations at KSC and the Huntsville Operation Support Center—
HOSC—in Huntsville, our key managers and engineers were on
station when the 51-L accident occurred. We immediately imple-
mented the SRB anomaly investigation plan at USBI Booster Pro-
duction Co. and were on site in the HOSC to assist NASA/Marshall
in the establishment and staffing of an SRB contingency team. Our
personnel cochaired six subteams and provided technical expertise
to formulate and plan the SRB subsystem investigations. We imme-
diately impounded all of the 51-L related records and data, and
during the ensuing weeks of investigations, our personnel not only
scrutinized the myriad of detailed records of 51-1, but technically
challenged the design, failure modes and effects analyses, and po-
tential SRB failure trees that could have contributed to the 51-L
accident. The United Technologies Corporate Office organized a
multidisciplined team of engineers to conduct an independent audit
of the Booster Production actions related to the 51-L assembly and
test operations, as well as review all engineering decisions relating
to the 51-L hardware disposition. We were pleased with our find-
ings and those of the Marshall teams on which we served, in that
the SRB hardware provided by USBI-BPC for 51-L was built and
processed in accordance with the design requirements. The review
showed that our systems of control were in place and functioned
properly. In regard to the Rogers’ Commission work and conclu-
sions relative to our hardware not contributing to or causing the
accident, we are in agreement with the Commission’s findings. As
stated above, our findings developed jointly with NASA/Marshall
and independently corroborated by the United Technologies team
showed that our SRB hardware did not contribute to the 51-L acci-
dent.
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I will now answer your second question regarding recertification.

The design and verification of the SRB was performed by NASA/
Marshall. During the contract evolution with USBI-Booster Produc-
tion Co., the responsibility for new designs has been vested in our
company but the original certification of the SRB was a NASA re-
sponsibility. We are using this opportunity to not only recertify the
flight hardware, but to conduct analyses sufficient to allow the
Booster Production Co. to certify the basic requirements, applica-
tion of those requirements, and hence, hardware certification. To
that end we have developed and are implementing an extensive
program of recertification.

The recertification has three primary elements which follow a
logical progression of evaluation. First, we will reestablish the
basic design requirements from level II and level III. Second, we
will establish: a verification program based upon those require-
ments. And third, we will reestablish that the design and the hard-
ware are in compliance with the first two elements.

Key activities to be performed as we recertify the SRB will in-
clude the traceability of all the requirements into all levels of SRB
design and system environments, verification of the SRB design
data base and analyses, establishment of tools such as the failure
modes and effects analysis, and validation that our paper systems
have properly incorporated requirements, constraints, and criteria.

Within the scope of this recertification are many other tasks
which are necessary to ascertain the status of the hardware, estab-
lish test and inspection criteria, and validate all of our subcontrac-
tors’ processes, as well as those of the Booster Production Co. These
activities comprise a long and tedious task that will require at least
a year to accomplish. I will discuss the schedule in some detail
later, but suffice it to say we are well underway on many of the
major tasks and have a master plan leading to a design certifica-
tion review with NASA/Marshall in April 1987. This master plan
has been the evolutionary result of combined Booster Production
Co. and NASA/Marshall thinking and within its scope are all the
necessary elements for full recertification of the SRB prior to the
next launch.

Regarding your third question, the Booster Production Co.’s abili-
ty to identify and respond to anomalous performance of flight hard-
ware has been enhanced and reinforced in the last few years.
Within our program management structure, we have subsystem
managers who have many years of experience in the aerospace in-
dustry and who are assigned management responsibility for dis-
crete SRB components and subsystems. Utilizing our quality assur-
ance representatives and personal contacts with the key engineers
at our subcontractors, these subsystem managers are made aware
of anomalies beginning with the manufacture of the hardware and
proceeding through Booster Production’s processing of flight assem-
blies. Our launch support services [LSS] team monitors and tracks
anomalies which may occur after transfer of the SRB to the shuttle
processing contractor. This involvement by the LSS continues
through all phases of assembly and test by the SPC, including
countdown, launch operations, and recovery disassembly back at
the Cape.
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Postflight inspection is conducted by Booster Production Co. per-
sonnel trained to look for eviderce of hardware wear and tear, off-
nominal conditions, or malfunctions. Postflight functional testing is
as rigorous as that conducted on new hardware. Our HOSC team,
meanwhile, is reviewing all countdown and flight data as part of
the flight evaluation group, and is reporting and tracking all
onfnominal data on a daily basis with the Marshall Space Flight

enter.

Postflight assessment telephone conversations are conducted
daily between our LSS and our subsystem managers, engineering
department, and the Marshall Space Flight Center. These confer-
ences are the forum wherein all anomaly conditions are noted and
actions assigned. Undergirding this entire overview by the subsys-
tem managers is our problem report system which formally identi-
fies and tracks all anomalies, develops trend data, and assures that
corrective action is initiated and that recurrence control is proper
and timely. This PR system interfaces with the NASA/Marshall
problem assessment system. All functional failures and anomalies
are then reported to the flight readiness review. Each subsystem
manager is responsible for the review of his subsystem during the
flight readiness review within the Booster Production Co. The
flight readiness review process is then repeated at the project level
with NASA/Marshall and the implications of anomalies which
have occurred since the last flight are discussed in relation to the
next flight. Engineering rationale as to flight worthiness is devel-
oped and presented by the Booster Production Co. to NASA/Mar-
shall. We are a full participant in these flight readiness reviews
and are active in the determination of readiness for flight.

In answer to your fourth question on design deficiencies and im-
proving overall operating performance margins, part of the pro-
gram we defined in preparing for the resumption of shuttle flight
operations was the identification of design changes that would cor-
rect design deficiencies or improve our hardware operating per-
formance margins. The program requirement for the SRB structur-
al hardware is that the design, when analytically evaluated and
supported by a static test, shall have a positive safety margin above
the established factors of safety for the ascent and descent phases
of flight.

I'd like to explain, in this context, that the ascent flight refers to
the complete shuttle structure, while the descent flight refers only
to the SRB following separation.

Ascent requires safety factors of 1.4 on ultimate and 1.10 on
yield, and descent requires 1.25 on ultimate and 1.10 on yield.

As the program has progressed, two things have happened that
have affected the initial analytical results. One, the loads have
become better defined, which resulted in safety factor changes,
both increases and decreases. And two, the analytical tools avail-
able today allow more refined studies of loads, distributions, and ef-
fects. As a result of these two factors, design changes are being pro-
posed in several structural areas to improve both our safety mar-
gins and operating efficiencies. These changes improve the load
carrying capability of the fasteners in the forward and aft skirts, as
well as the external tank attach ring, and are the results of design
improvements and corrections. The appropriate retention rationale
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and inspection or test criteria is in place to accept and recertify the
hardware.

Numerous design changes have been implemented to increase
the operating margins as they relate to the reuse or multimission
use of the hardware. Our knowledge of the SRB environments has
increased, and as we have analyzed our hardware performance in
these environments we have added design fixes to enhance or in-
crease hardware life. These run the gamut from seat material
changes in valves to vent cap modifications in the parachutes to
structural reinforcement of the aft skirts through the use of gus-
sets and foams.

In summary, we have implemented or have in process changes
which we feel not only provide better operating margins but, in the
case of the SRB, assure that the reuse of flown hardware will not
degrade the performance or increase mission risk.

In answer to your fifth question regarding schedules, the recerti-
fication and design review of the SRB is a rather extensive under-
taking. Our assessment of the time to complete this major effort of
recertification for the next shuttle flight will be July 1987. Addi-
tional effort will continue in the area of extending the reusable life
of the hardware and will not be completed until July 1988. And we
will complete our failure-and-effects analysis, and our critical items
list review will be completed in January 1987; the launch commit
criteria in January 1987, all the OMRSD will be in November 1986,
as depicted on the recertification schedule.

We at USBI-BPC are confident in the execution of the SRB re-
certification task, and our company is dedicated to its timely com-
pletion. We are firmly convinced that these reviews and revalida-
tions will assure that the SRB hardware will perform safely and
reliably as an element of the shuttle system.

I guess in summary, I can assure you that we are notscompla-
cent. We are using this opportunity to diligently review in detail
the SRB requirements, specifications, procedures, processes, the
certification, and verification documentation, both in-house and at
our subcontractors. We will do whatever is necessary to assure our-
selves and NASA of the SRB and our readiness to resume safe op-
erations.

Mr. Chairman, I appreciate this opportunity to appear before you
today and would be pleased to answer any questions you may have.
Thank you.

[The prepared statement of Mr. Murphy follows:]
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Statement of
George J. Murphy
Executive Vice-President
and General Manager
USBI-Booster Production Company

before the
Committee on Science and Technology
House of Representatives

Mr. Chairman and Distinguished Members of the Committee:

1 am George Murphy, Executive Vice-President and General Manager of USBI-Booster
Production Company, Inc. (USBI-BPC), a wholly owned subsidiary of United Technologies
Corporation. Also attending with me today are Mr. Eugene Cagle the USBI-BPC,

Solid Rocket Booster (SRB) Program Manager, and Mr. Don Reed, USBI-BPC SRB Chief
Engineer.

I am here today to provide the Committee an understanding of our contractual
commitments in support of NASA's Space Transportation System (STS) Solid Rocket
Boosters and to 1) assess the conclusions of the Rogers Commission as it relates

to the SRB flight hardware for which USBI-BPC is responsible, 2) discuss the efforts
that USBI-BPC has undertaken to recertify the SRB flight hardware, 3) outline the
methods and analyses used to identify and respond to the anomalous performance of
the flight hardware prior to 51-L, 4) explain what is being done or will be done to
correct design deficiencies and/or improve the operating performance margins in SRB
flight hardware, and 5) estimate the time required to complete the recertification
task prior to flight operations being reinstituted.

First, I would 1ike to give you some of the background defining out role in

the Shuttle Program. The USBI Booster Production Company, Inc. and its pre-
decessor company, United Space Boosters, Inc., have been under contract since
December 1976, with the George C. Marshall Space Flight Center to assemble

and refurbish Shuttle Solid Rocket Boosters for reuse (excluding the Solid

Rocket Motor). The original contract required USBI to assemble, recover, dis-
assemble and refurbish six (6) SRB flight sets of hardware designed and furnished
by NASA/MSFC. The SRB hardware development and design verification had been per-
formed by NASA/MSFC. Beginning with flight seven (STS-7), USBI also assumed respon-
sibility for the procurement of the flight hardware. The initial contract re-
quired USBI to furnish a total of twenty (20) SRB flight sets to NASA/MSFC and
our current contract provides for an additional sixty-four (64) flight sets
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for an overall total of eight-four (84) flight sets. In January 1984, the SRB
recovery and disassembly functions became the responsibility of the Kennedy
Space Center Shuttle Processing Contractor.

The SRB has six (6) major subsystems, as shown on the SRB Pictorial, which are
the responsibility of the USBI-BPC for procurement, refurbishment and assembly.
These subsystems are Structures, Decelerator, Electronic and Instrumentation,
Thrust Vector Control, Range Safety and Separation. Morton Thiokol provides
the Solid Rocket Motor.

SRB PICTORIAL

DECELERATOR SUB-SYSTEM

STRUCTURES SUB.SYSTEM
PILOT & DROGUE CHUTES NOSE CAp
ALTITUDE SWITCH & MAIN CHUTES - FRUSTUM

0~________———FORWARD SEPARATION RING
FORWARD SKIRT

SYSTEMS TUNNEL

ELECTRONIC & INSTRUMENTATION SUB-SYSTEM
FWD IEA, RATE GYROS, SENSOH TIMER UNIT,
BATTERIES, LOCATIONS AIDS, WA?ER/(
IMPACT SENSORS

CABLES /}

AFT 1EA

RANGE SAFETY 5UB-SYSTEM /
PANEL & ANTENNAS
LINEAR SHAPED CHARGE
SEPARATION SUB-SYSTEM
FORWARD BSM

AFT BSM

THRUST VECTOR CONTROL SUB.SYSTEM

In addition to the assembly, refurbishment and delivery of the described flight
hardware, USBI-BPC aiso performs design and sustaining engineering. Liaison

and launch site support are provided to NASA, Shuttle Processing Contractor (SPC)
and Vandenberg Air Force Base (VAFB) to assure that a common understanding exists
as pertains to system design, operational requirements and limitations of the
hardware furnished, and to ensure compatibility of checkout procedures and anomaly
resolution.
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The following is in answer to your first question regarding the Rogers Commission
work and conclusions:

Because of our mission responsibility to support the launch operations at

KSC and the Huntsville Operation Support Center (HOSC) in Huntsville, our key
managers and engineers were on station when the 51-L accident occurred. We
immediately implemented the SRB Anomaly Investigation Plan at USBI-BPC and

were on site in the HOSC to assist NASA/MSFC in the establishing and staffing

of the SRB Contingency Team. Our personnel co-chaired six (6) subteams and
provided technical expertise to formulate and plan the SRB subsystem invest-
igations. We immediately impounded all 51-L related records and data. During
the ensuing weeks of investigations, our personnel not only scrutinized the
myriad of detailed records for 51-L, but technically challenged the design,
Failure Modes and Effects Analyses, and potential SRB failure trees that could
have contributed to the 51-L accident. United Technologies Corporate Office
organized a multi-disciplined team of engineers to conduct an independent audit
of USBI-BPC actions related to the 51-L assembly and test operations as well as
review all engineering decisions relating to 51-L hardware disposition. We were
pleased with our findings and those of the MSFC teams on which we served in that
the SRB hardware provided by USBI-BPC for the 51-L was built and processed in
accordance with the design requirements. The review showed that our systems of
control were in place and functioned properly. In regard to the Rogers Commission
work and conclusions relative to our hardware not contributing to or causing the
accident, we are in agreement with the Commission's findings. As stated above,
our findings developed jointly with NASA/MSFC and independently corroborated by
the United Technologies' team showed that our SRB hardware did not contribute

to the 51-L accident.

I will now answer your second question regarding recertification. The design
and verification of the SRB was performed as a NASA/MSFC function. During the
contract evolution with USBI-BPC, the responsibility for new designs has been
vested in our company but the original certification of the SRB was a NASA
responsibility. We are using this opportunity to not only recertify the flight
hardware but to conduct analyses sufficient to allow USBI-BPC to certify the
basic requirements, application of those requirements and hence hardware cert-
ification. To that end we have developed and are implementing an extensive
program of recertification. The recertification program has three primary
elements which follow a logical progression of evaluation. First, we will
reestablish the basic design requirements from Level II and Level III. Second,
we will reestablish the verification program based upon those requirements.
Third, we will reestablish that the design and the hardware are in compliance -
with the first two elements. Key activities to be performed as we recertify
the SRB will include the traceability of requirements into all levels of SRB
design and system environments, verification of the SRB design data base and
analyses, establishment of tools such as the Failure Modes and Effects Analysis,
and validation that our paper systems have properly incorporated requirements,
constraints and criteria. Within the scope of this recertification are many
other tasks which are necessary to ascertain status of hardware, establish

test and inspection criteria and validate all of our subcontractor's processes
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as well as those at USBI-BPC. These activities comprise a long and tedious

task that will require at least a year to accomplish. I will discuss the
schedule in some detail Tater but suffice it to say we are well underway on
many of the major tasks and have a master plan leading to a Design Certification
Review {DCR) with NASA/MSFC in April 1987. This master plan has been the
evolutionary result of combined USBI-BPC and NASA/MSFC thinking and within jts
scope are all the necessary elements for full recertification of the SRB prior

to the next launch.

Regarding your third question, USBI-BPC's ability to identify and respond to
anomalous performance of flight hardware has been enhanced and reinforced in

the last few years. Within our program management structure, we have subsystem
managers who have many years of experience in the aerospace industry and who are
assigned management responsibility for discrete SRB components and subsystems.
Utilizing our Quality Assurance Representatives and personnel contact with key
engineers at our subcontractors, these subsystem managers are made aware of
anomalies beginning with manufacture of hardware and proceeding through USBI-BPC
processing of flight assemblies. Our Launch Support Services ?LSS) team monitors
and tracks anomalies which may occur after transfer of SRB hardware to the Shuttle
Processing Contractor (SPC). This involvement by LSS continues through all phases
of assembly and test by the SPC including countdown, launch operations and re-
covery disassembly back at the Cape. Postflight inspection is conducted by USBI-
BPC personnel trained to look for evidence of hardware wear and tear, off nominal
conditions or malfunctions. Postflight functional testing is as rigorous as that
conducted on new hardware. Our HOSC team meanwhile is reviewing all countdown

and flight data as part of the Flight Evaluation Group and is reporting and
tracking all off-nominal data on a daily basis to Marshall Space Flight Center.

Postflight assessment telephone conferences are conducted daily by LSS with our sub-
systems managers, engineering department and Marshall Space Flight Center. These
conferences are the forum wherein all anomaly conditions are noted and actions
assigned. Undergirding this entire overview by the subsystem managers is our
Problem Report (PR) system which formally identifies and tracks all anomalies,
develops trend data, assures that corrective action is initiated and that re-
currance control is proper and timely. This PR system interfaces with the
NASA/MSFC Problem Assessment System. A}l functional failures and anomalies

are then reported during Flight Readiness Review (FRR). Each subsystem mandger
is responsible for the review of his subsystem during the FRR within USBI-BPC.
The FRR process is then repeated at the Project Level with NASA/MSFC and the
implication of anomalies which have occurred since the last flight are discussed
in relation to the next flight. Engineering rationale as to flight worthiness is
developed and presented by USBI-BPC to NASA/MSFC. We are a full participant in
these Flight Readiness Reviews and are active in the determination of readiness
for flight.
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In answer to your fourth question on design deficiencies and improved operating
performance margins, part of the program we defined in preparing for the re-
sumption of Shuttle Flight Operations was the identification of design changes
that would correct design deficiencies or improve our hardware operating perform-
ance margins. The program requirement for the SRB structural hardware is that the
design, when analytically evaluated and supported by static test, shall have a
positive margin of safety above established factors of safety for the ascent and
descent phases of flight, Ascent requires safety factors of 1.40 on ultimate and
1:10 on yield, and descent requires 1.25 on ultimate and 1.10 on yield. As the
program has progressed two things have happened that have affected the initial
analytical results: 1) the loads have become better defined which resuited in
safety factor changes, both increases and decreases, and 2) the analytical tools
available today allow more refined studies of loads, distributions and effects.
As a result of these two factors, design changes are being proposed in several
structural areas to improve both our safety margins and operating efficiency.
These changes improve the load carrying capability of fasteners in the forward
and aft skirts as well as the External Tank Attach ring and are the results of
design improvements and corrections. The appropriate retention rationale and
inspection or test criteria is in place to accept and recertify the hardware.

Numerous design changes have been implemented to increase the operating margins

as they relate to the reuse or multi-mission use of hardware. Our knowiedge of

the SRB environments has increased, and as we have analyzed our hardware performance
in those environments we have added design fixes to enhance or increase hardware
life. These run the gamut from seat material changes in valves to vent cap modi-
fications in parachutes to structural reinforcement of aft skirts through the

use of gussets and foams.

In summary, we have implemented or have in process changes which we feel not
only provide better operating margins, but in the case of the SRB assure that
the reuse of flown hardware will not degrade performance or increase mission risk.
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In answer to your fifth question regarding schedules, the recertification and
design review for the SRB is a rather extensive undertaking. -Our assessment of
the time required to complete the major effort of recertification for the next
shuttle flight will be July 1987. Additional effort will continue in the area
of extending the reusable 1ife of hardware and will not be completed until

July 1988. We will complete our Failure Mode and Effect Analysis (FMEA) and
Critical Items List (CIL) Review by January 1987.

RECERTIFICATION SCHEDULE
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USBI-BPC MAY 27, 1988
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We at USBI-BPC are confident in the execution of the SRB recertification task
and our company is dedicated to its timely completion. We are firmly convinced
that these reviews and revalidations will assure that our SRB hardware will per-
form safely and reliably as an element of the Shuttle system.

Mr. Chairman, [ appreciate this opportunity to appear before you today and
would be pleased to answer any questions you may have.



46

Mr. RoE. The Chair wants to thank the witnesses for extensive
and solid testimony. We appreciate that, we think you’ve all pre-
sented an excellent overview of observations, and I think that all
three of the testimonies, from the Chair’s point of view, come down
on specific items. And some of those items, we’ll be asking a
number of questions on. And I certainly want to mention to Mr.
Jeffs, that you hit upon an extremely good point where some of the
wags—or those who have all of the answers to everything—are
saying that the space shuttle hardware and system is antiquated.
And one of the decisionmaking processes that some people are
leaning toward are, should we in effect scrap—yes, scrap—what
we're doing now, instead of building a fourth orbiter, and take a
“quantum step forward”’—this is the quotation we hear—and devel-
op a new, high-level technology. Could you respond in depth to that
observation? You made the point in your testimony, from your
point of view, in view of the ongoing process of constantly upgrad-
ing the different parts and pieces of the hardware as it becomes
either affected in flight or improvements are made in engineering
or technology; we're constantly updating, and therefore are not
dealing in an antiquated technology.

Which is the—what is your observation to that?

Mr. JeFrs. Well, first, Mr. Chairman, I would be the first to en-
courage a continual look-forward into the future. That’s what
progress is all about and——

Mr. Rok. If the gentleman would yield, the issue before the com-
mittee that’s been brought up by those people who have thoughts
and processes going is that we should scrap what we're doing now,
round out with the three orbiters, not build a fourth orbiter, put
that energy and those resources into a second upgraded position
and revolutionize the whole system and go to that area, and not to
continue building a fourth orbiter. That’s the question I want to
ask you.

Mr. Jerrs. Well, of course, I violently disagree with that.

Mr. Rok. I thought you would.

Mr. Jerrs. I think what we should do is—obviously, we should
continue the evolutionary process on the orbiters. They do the job,
as I said; they have great potential; they don’t need major change;
they don’t need major dollars to make any changes to them to per-
form the tasks that they not only perform on launch, but also in
orbit.

I think that as far as quantum steps, such things as aerospace
planes that we’re actively engaged in, like others—as I say, they
should be encouraged. We're looking at them, but that’s why I
made the statement in the first place, that the orbiter was the fun-
damental cornerstone of our Space Program for the next two or
three decades because it’s going to take that long before the next
generation system comes into being.

Mr. Rok. The second question that the Chair has to ask is that
we spoke of risks and time, which were part of the five questions
that were propounded to you initially, and it seems to me that in
reviewing Mr. Davis’ and Mr. Murphy’s testimony, they came back
and made the point of view-—and so did you, Mr. Jeffs—that with
the criticality items involved—I believe there were 743; that sticks
in my mind—748, is it? That’s enough; we don’t need to look for
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any more—748, and the committee understands the relationship
there. It seems to be that now that Dr. Fletcher has announced the
reevaluation for the next flight to be—I believe it was July 1988—
that that gives you an extra—not a whole year, but certainly gives
you 6 or 7 added months for a more thorough reevaluation of the
hardware as you referred to in some of the areas that you would
have to put off otherwise because of the original projected date.

What about the point of view—I think what the committee is
concerned about is that we're dealing with the criticality items—
and we understand what you're talking about in criticality items—
to encourage the contractors, all of the contractors, the hardware
contractors, to review in toto all of those criticality items, the point
you were making, and not just based upon simulations. In other
words, we're talking, where at all possible, actual total field test-
ing. Do you concur with that approach? Anyone? Mr. Davis? Let’s
try Mr. Davis.

Mr. Davis. Yes; I'd say I agree with that. As a matter of fact, I
believe that’s what all the program contractors are out doing at
this point——

Mr. Roe. Well, there’s been some tests—let me interrupt you—
there’s been some comments, and I just want to clarify it for the
record, that there are some areas we could speed up part of the re-
review by making simulation tests and so forth and not literally
testing the materials.

Mr. Davis. Well, I can really only talk for the external tank——

Mr. Rok. I understand.

Mr. Davis [continuing]. And I don't recognize anything in that
category for the tank. I'm probably not a good one to answer your
question.

Mr. Rok. I understand that.

How about Mr. Murphy?

Mr. MurpHy. I think we feel the same way. We do not have that
type of problem in the SRB hardware that we’re responsible for.

Mr. Roke. Then it goes back to Mr. Jeffs.

Mr. JEFFs. I have most of the parts.

Well, as you know, the certification program on the hardware
has been very rigorous throughout the program. We have quali-
fied—for example, tiles to 100 missions with a factor of four, wher-
ever we could. We do that with all the escape systems, the ejection
systems, for example. We ran extensive tests at White Sands.

We do not incorporate systems in the vehicle unless they are
proven and tested, and that includes the blades on the engines that
I referred to. That’s one of the reasons that I hedge a little bit on
exactly when we can incorporate those into the vehicle. I believe
we can do it by the 1988 period, but it’s going to take a lot of certi-
fication testing, which we work out in great detail with the NASA
from all angles; and then we run those extensive tests before we
incorporate them in flight hardware. We always do that on the en-
gines and we always do that in the orbiter. The same thing is true
with the brakes; the certification tests on the brakes. For the
escape system—before we put an escape system in there, we will
run qualification testings on that escape system to make sure that
it in fact adds to the safety of the system and doesn’t in fact in any
way detract.
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Mr. Roe. Would you concur that there are other problems, other
than the blades, in the turbo pumps and so forth, and the engine
problems?

Mr. JeFFs. There are other problems on the engines.

Mr. Roe. What I'm trying to get at, with the extra year’s time—
which won’t be a year if they are going to fly in July 1988; it's
going to be lesser than that, but certainly more than we have
now—can we get in depth into those areas, do you think?

Mr. JEFFs. Yes, sir. In fact, we do that every day.

Mr. Rok. The Chair will ask his third question and then start to
defer to the other members.

You have all firmly but delicately danced around and discussed
the issue of the shuttle processing contract methodology that was
devised from 1983, as I understand the testirony, and correct me if
I'm wrong. It seemed to me that you were saying—at least, as the
Chair heard it—you were saying that “if I'm responsible for an in-
tegral part of the shuttle and its mechanisms, that I ought to be in
on the entire processing of the parts that I'm supply to the very
end to ensure that what we’ve done and the delicacy and the qual-
ity control of our production—that that is understood, No. 1, by
other contractors, and handled properly; and the only way we
really can do that is if we have some of our own key people shep-
herding that through to the final point of getting ready for
launch.” Is that a fair assumption that I’'m making there, from the
hearing of your testimony?

Mr. JEFFs. Yes.

Mr. Davis. Yes.

Mr. MurPHY. It certainly is from my point of view.

Mr. Roe. Then it comes back to me and it says that for some
reason and for some purpose, somebody decided that the system
could be improved—as of 1983-—to go into a shuttle processing con-
tract, somebody in charge of an umbrella over the top of it, what it
appears to me and what I have re-reviewed of that system. Is that
a fair comment to make? Somebody made that decision?

Mr. JeFFs. Yes.

Mr. Davis. Yes.

Mr. RoE. By the way, that contract runs about $1 billion a year—
no, $1 billion, I beg your pardon, for 3 years, I think it is.

Why did that emerge? Do you feel capable—or should I be asking
NASA? I suppose I should.

Mr. JeFFs. Well, I can give you my view.

Mr. RoE. Your view would be welcome.

Mr. Jerrs. Not having been in the circles in which those deci-
sions were made or the reasons for them, but the way we viewed
the problem was that the orbiter and the shuttle, in order to be
cost competitive for the launch phase, have to operate frequently;
that’s the way to drive the costs down in launching. So the empha-
sis then is to try and work toward that end. One of the ways to do
it is to incorporate, potentially, airline techniques—which we’d all
been working on—to bring them more into the picture. To do this
it was felt, I believe, that the declaration of the vehicle as oper-
ational In a very time in its maturity curve was an effort to, in
fact, get those kinds of people into the hands-on doing of the job
and have the development contractors back away, to cut down the
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changes, and to hopefully reduce the time in working problems
that may or may not have been considered completely necessary to

y.

So I think the fundamental of it is to turn it over to operational
contractors and not the development contractors, who have the phi-
losophy, then of quick turn-around, operate like an airplane, hand
it over to the mechanics and not the engineers and the technicians
so that in fact you could do that; operate it like a 747.

Mr. Rok. But the fact remains it’s not a 747.

Mr. Jerrs. Well, it is hoped that we can eventually operate with
much greater frequencies than we do, but it will never be like a
747. Space will never be routine. It might be frequent, but it will
never be routine.

Mr. Rok. Mr. Davis, Mr. Murphy, any comments?

Mr. Davis. I would tend to agree with that. I think it was in an
era when the program had experienced significant success with its
flights; the flight rates were increasing; the program was looking to
trying to get its costs down in the process. As a matter of fact, all
of the development elements took on a productivity improvement
program that was highly successful. One of the elements that was
looked at was, indeed, how do you reduce the costs down at the
Cape? And I think the people felt that the airline-type approach
was an appropriate approach and ought to be taken. I think at this
point I would say that events have shown that that was not the
right thing to do.

Mr. MurpHY. I would concur with what Ric has stated. Basically,
the motive of the operation at that time was to reduce costs on a
highly effective and quality program, such that the orbiter had
made many missions and came back in very good shape. However,
the removal of the engineers out of the dominant role, I think, and
replacing them with the standard universal technician concept has
not been advantageous to the program, and I think it should return
to the engineering element in which it obviously still remains.

Mr. RoE. So are we saying in summary, then, on this issue, from
a management point of view and from a safety point of view and
from a quality point of view, that the key people in the different
hardware companies that were involved were taken out of the final
chain, if you like, of decisionmaking in a host of areas? It appears
to me to be that way. Is that a fair commentary to make?

Mr. JeFrs. I think that—decisionmaking, and also accountability
for the hands-on preparation of the vehicle.

Mr. Rok. So basically what we’re saying, that area needs total re-
review so that the contractors and the engineers and those people
that are responsible for the intricacies of the parts involved are
carried right through—their decision and their cooperation is car-
ried through to the very end, to the launch itself.

Mr. JeFrs. Yes, sir; but in full recognition of the objective of
eventually getting the vehicle to a more frequent operational con-
figuration time-wise, and charge the development contractors with
recognizing that as a goal and bringing to bear that as a possibility
as soon as possible.

Mr. Roe. When Mr. Jeffs spoke to the ice issue and gave an ex-
planation on the ice issue, had that procedure been followed and
we had not gotten into the shuttle processing approach—the um-



50

brella approach—might it have been that your company would
have suggested that they did not fly at that point?

Mr. JEFFs. Sir, [——

Mr. RoE. Would it have been heard more loudly, do you think, at
that point?

Mr. JEFFs. Say again?

Mr. Roe. Would it have been heard more loudly in the decision-
making process?

Mr. JEFFs. I really don’t think that that was the problem, of not
hearing us loudly, Mr. Chairman. I really can’t say how we wouid
react in that because I am not privy to all information that the
program manager did have to make his decision.

Mr. Rok. I understand that.

Mr. Davis. I would like to comment on that.

Mr. RoE. Mr. Davis.

Mr. Davis. I don't think that really the SPC affected our ability
to be heard. I think at any time we could have been heard. What it
affected was our visibility of what was happening with our hard-
ware.

Mr. Roe. Maybe they would have heard, but you didn’t have a
total view—from what I understand from your testimony—of what
the overall picture was. You were not subject to the overall view,
isn’t that so?

Mr. Davis. Correct. It was the visibility of what was happening
that was missing, not our ability to be heard if we had the knowl-
edge.

Mr. Rok. Part of the Commission’s finding and part of this com-
mittee’s finding already has to do with—it’s not only the hardware
that’s our concern; it’s the other issues that have to do with the
management process, so that Macy knows what Gimble is doing.

Mr. Davis. Right.

Mr. Rok. The Chair recognizes the distinguished gentleman from
Florida, our chairman, Mr. Fuqua, for any questions he may have.

Mr. Fuqua. I have no questions, Mr. Chairman. Thank you.

Mr. Rok. I thank the gentleman.

I guess we'll skip you, Mr. Walker.

The gentleman from California.

Mr. Packarp. Thank you, Mr. Chairman

Let me ask Mr. Jeffs a couple of questions, then ask for a re-
sponse from others of the panel.

The brakes and the landing and the steering systems have been
an ongoing problem; not, certainly, uncovered only in the accident.
In fact, it had nothing to do with the accident, but I was present
when we saw several tires go and the braking system was obviously
a problem.

In your redesign of the brakes—and I think you've indicated in
your testimony that you are reworking the brakes now, according
to your written testimony, upgrading features to increase stopping
capability from 42 million foot-pounds to 65 million foot-pounds—in
these redesigns is it intended now that those be installed before we
fly again?

Mr. JEFFSs. Yes, sir. The upgrade to the 65 million foot-pound ca-
pability.
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Mr. Packarp. In your judgment, will that solve the braking prob-
lem that we’ve historically had?

Mr. Jerrs. Well, that will solve the braking problem with respect
to unacceptable limitations at landing sites—for example, permit
landing in cross-winds at such sites. As far as KSC is concerned, we
still have a problem relative to the fact that the brakes would do
the job, but perhaps the tires won’t handle it with the rough
runway. So that’s where the nosewheel steering comes into play be-
cause it reduces the amount of braking you have to do in order to
keep the vehicle on the center line of the runway. So the brakes
coupled with the steering, even with the existing tires, I believe,
would eventually handle the problem at Vandenberg, but it’s going
to take nosewheel steering to minimize the braking required, even
though the brakes are capable of handling the energy that would
be involved.

Mr. Packarp. Is the braking system as currently designed run-
ning into greater problems at the Cape than it does at Vandenberg,
and at Vandenberg greater than it does at Edwards?

Mr. Jerrs. Well, of course, we haven’t landed at Vandenberg, but
the runway surface is more forgiving; it's smoother at Vandenberg
than it is at the Cape. The Cape is a very rough runway for reasons
of minimizing any hydrostatic problems, and it also gives a very
good rolling coefficient of friction, which is what we want to have
at the Cape because we don’t want in any way to roll over that
runway or overrun that runway. So I think that the general
answer is that Vandenberg is a more forgiving runway, that the
new brakes would take care of that problem even without nosegear
steering, I would expect. The Cape—we may have to have nosegear
steering because of the roughness of the runway and interaction
with the brakes and tires, and the 65 million foot-pounds certainly
takes care of the cross-wind situation.

Mr. PackarDp. Mr. Jeffs, we've never had to land in an emergen-
cy situation. Would the brakes, as redesigned, and the tires as cur-
rently designed, be able to handle an emergency landing of the
shuttle with a full payload aboard?

Mr. Jerrs. Well, I believe so. But I think, for belt and suspenders,
the NASA is also looking at arresting systems at such sites.

Mr. Packarp. Thank you on that question.

You spoke also of the escape system. I presume you're referring
to the escape system for the crew?

Mr. JeFFs. Yes, sir.

Mr. Packarp. Is not that considered to be an impractical part of
the shuttle? Are we still seriously looking at an escape system?

Mr. JeFrs. Yes, we are looking at an escape system, particularly
for that phase of flight that relates to water ditching. If in fact we
have to water ditch, we're concerned about the survival of the
crew, so we are looking at a way to set up the vehicle in flight so
that the crew would have time to get out of the vehicle. And the
next big step is the tough one, and that’s how to develop and how
to build and certify a practical system to get them out, and this
would occur anywhere from 40,000 to 50,000 with oxygen assist on
down to the water.
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We have certainly not given up on it. We have a number of
ideas, and we are working hard. So far we don’t have a final ap-
proach to recommend.

Mr. Packarp. But primarily, we're looking at water escapes——

Mr. Jerrs. Water ditching.

Mr. PAckARD [continuing]. Rather than during launch?

Mr. JeFFs. Yes, sir.

Mr. Packarp. Thank you.

Mr. Davis, you spoke regarding the companies having a voice in
the decision-making, I presume, after the FRR’s, that two-week in-
terim between launch and the readiness review system. Do you be-
lieve that the companies should have more voice, less voice, or
have they had any voice in whether it’s a go or a no-go?

Mr. Davis. Well, I can tell you how it runs now. Up to and in-
cluding the L-minus-one-day review, there’s no doubt that every
company has a very strong voice; and, as a matter of fact, at the L-
minus-one review, they are required to stand up and commit their
hardware as go or no-go. And those are very unequivocal commit-
ments, also.

After that time, then the reviews are more mission management
meetings that are held, and as you get down into the countdown, it
turns into more of a real time polling of the people that are actual-
ly controlling the launch.

In those latter meetings we are not, I would say, formally in-
volved in those unless there is some problem with the hardware
itself, the external tank hardware. We are in firing room 2 in a
very significant presence; we are aware of what is happening in
some of the consoles. We sit behind them; we do not operate them.
We are polled by the Director of Engineering prior to the launch
actually proceeding, so we are sort of polled in an informal
manner. We are not asked at any time after the L-minus-one for a
formal go or no-go.

I believe it would probably be appropriate, in terms of the Com-
mission’s desires, that indeed we be more formally involved in the
mission management meetings, and that at some appropriate late
time in the launch count—and I would leave that to NASA to
decide—that indeed the companies be asked to declare go or no-go.

Mr. PAckARD. A quick answer, Mr. Murphy. Do you agree?

Mr. MurpHy. Yes, I agree with what Ric has said. I think that
we have found out that we commit ourselves, I guess, at 20 minutes
and 9 minutes by the people who are manning the consoles, but it
does not arise to the management level which it should, in accord-
ance with what Mr. Davis has stated. We would like that opportu-
nity, also.

Mr. Davis. I’d like to make one other comment on that. I have
never felt that if I needed to stop a launch, I could not stop it.
While I have not been asked for a positive go or no-go, the ability is
always there if I decide no, to stop the launch.

Mr. Packarp. Mr. Jeffs, do you feel the same?

Mr. JeFFs. Yes, I think the system should be formalized more.
We have great visibility as to the problems and real times, being
on the net and having CRT’s and people that are involved in it in
depth, both at Downey and at Houston, who support it, even
though it’s at the Cape. But especially, when you have holds or
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delays and what have you, it needs to be—again—upgraded in real
time with, I believe, the contractors’ participation with NASA
management right up to the launch decision point, and a little
more formal process involved in the polling of the contractors.

Mr. Packarp. Mr. Murphy, if you'd had that system set up prior
to the accident, would the flight—would it have still gone?

Mr. MurpHY. It would not have influenced our position at all.
Our hardware—we had stipulations on what we required on the
hardware during the whole period. They were met, and so we were
in a “go” posture as far as we were concerned. It would not have
affected our position.

Mr. PAckARD. One last question, Mr. Chairman, if I may.

We know that the SRB’s, Mr. Murphy, were not adequately tem-
perature-certified. There was obviously considerable—much of our
testimony of the last few weeks has been regarding the O-ring, its
ability to adapt to—or inability to adapt—to cold weather and the
cold weather problems that existed on the morning of the flight.

It was reviewed by a whole bevy of experts, and still it was not
determined to be reason enough to cancel the flight. In redesign
what will be done, do you think, differently than what was done in
this case that will protect from a similar situation existing?

Mr. MurrHy. Well, you know, the temperature relationship pri-
marily has to do with the SRM, which is not our responsibility. It
is the responsibility of Thiokol. The SRB hardware, as far as we're
concerned—we’re low-temperature qualified to meet the criteria of
that day. We were not associated with the SRM, so what is being
done in that matter to recertify that hardware is strictly up to that
contractor.

Mr. Packarp. Is it, in your judgment—is the solution to the cold
weather going to be—and in the redesign—is it going to be to adapt
and be able to fly under cold weather conditions, sub-freezing con-
ditions, or is it going to be to just simply fly no flights below 50
degrees or something?

Mr. MurrHy. Well, of course, I'm not really qualified to make
that commitment because it's not our responsibility. However, they
are planning on having a heating capability at Vandenberg. I can
see no reason whatsoever they could not have a heating capability
at the launch site at KSC so that the temperature would not
become a problem.

Mr. Packarp. Would that correct temperature problems after
launch?

Mr. MurpHY. Yes—it would correct the launch temperature, and
that is the primary concern.

Mr. Packarp. That is the—there is not a temperature problem
once they move away from the atmosphere?

Mr. MurpHY. Not that I perceive.

Mr. Packarp. That’s all I have, Mr. Chairman. Thank you.

Mr. Rok. The Chair recognizes the distinguished gentleman from
California, Mr. Brown.

Mr. BRowN. Mr. Murphy, I'm not quite clear where your respon-
sibility and Morton Thiokol’s begin and leave off. Could you ex-
plain that in fairly simple terms for me?

Mr. MurpHY. Yes; we primarily have all responsibility for all of
the SRB hardware, with the exception of the solid rocket motor.
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We procure all of the structure hardware; we procure the thrust
vector control system; we procure the booster separation motors;
and basically, we assemble all this hardware primarily in the nose
cone and the frustum. We assemble the parachute system. In the
forward skirt we assemble the electronics, the IEA’s; and then the
aft skirt holds the thrust vector control system and the actuators
and the booster separation motors, located both in the aft skirt and
in the frustum. That is the hardware that we procure. We assemble
it; we check it out. And at that time, as far as we're concerned,
that hardware has performed as designed and we in turn transfer
that to the Government, to the shuttle processing contractor, who
is responsible for stacking that hardware, along with the solid
rocket motor, into a solid SRB. We only have an observation-type
responsibility once we transfer the hardware across the aisle, and
that is one of our concerns, that we have not had the visibility that
we would like to have under the present SPC arrangement.

Mr. BRowN. And Morton Thiokol, then, has the responsibility for
the solid rocket motors?

Mr. MurprHY. Yes; and additionally, when the solid rocket is sep-
arated and is recovered again, the SPC recovers it, brings it back
in, and separates it, and we get our hardware back—the frustum,
the forward skirt, and the aft skirts—to tear down and determine
the wear and tear on the hardware and start the refurbishment ac-
tivities at that time.

Mr. BRowN. When Mr. Fletcher announced that we wouldn’t be
able to launch again until the first quarter of 1988, I think he an-
nounced that it was based upon the new estimates of the design for
the solid rocket motor. Is that right?

Mr. MurpHY. I think the solid rocket motor has an influence on
it in the testing required to verify it, yes.

Mr. BRowN. I'm very much concerned, and I think everyone con-
cerned with the program is concerned, about this long delay in the
launch time. And I was looking at each of your testimonies from
the standpoint of how you felt about being able to fly again. And
Mr. Jeffs, you said that you could complete your work in 18
months, which—I don’t know when you start counting, but if you
start counting from today that would bring us into the first quarter
of 1988, wouldn’t it?

Mr. Jerrs. We've already started on the valves. So the first quar-
ter of 1988, if we incorporate the locking feature and the 17-inch
disconnects—we’ve been flying without that locking feature, and
we've had confidence in this system when properly rigged. We
could fly it now without the locking feature.

Mr. BrowN. So from your standpoint it would be possible to fly
earlier than that date?

Mr. Jerrs. Yes, sir.

Mr. BRowN. And Mr. Davis, you didn’t feel there were any prob-
lems in flying by July 1987?

Mr. Davis. That’s correct.

Mr. BrowN. And the same with you, Mr. Murphy?

Mr. MurpHY. Yes, sir, that’s true. Our certification schedule per-
mits us to fly at that time.



55

Mr. BRowN. So the limiting item then is the redesign and then
the remanufacture of the solid rocket motor. Is that—I'm just
trying to understand this.

Mr. MurpHY. That is my impression.

Mr. BrowN. It’s just an impression, though? You're not sure?

Mr. MurpHy. Well, I do not know the schedule for the SRM fix
and the testing techniques at this time. But I've got to assume,
since the other elements of the shuttle are ready to launch, it has
to be associated with the solid rocket motor.

Mr. BrowN. Is there—well, it wouldn’t be appropriate to ask you
gentlemen whether or not we could beat this schedule, because as
far as you're concerned we could. Is that my understanding from
all of you?

Mr. JEFFs. Yes, sir.

Mr. Brown. This obviously enters into some of the policy discus-
sions about which way we go with regard to a fourth orbiter and so
on, but this rather lengthy delay casts a cloud on many aspects of
the program, including—I suspect it gives a better case for not
building a fourth orbiter and proceeding with the three that we
have, and then hoping that we'll get another generation of vehicle,
the national aerospace plane or something of that sort. And I
concur with the feelings that I think you've all expressed, that we
should proceed with the fourth orbiter, and I'd like to identify how
we could make the best possible case for that.

I have no further questions, Mr. Chairman.

Mr. Roe. The Chair recognizes the gentleman from Pennsylva-
nia, Mr. Walker.

Mr. WaLker. Thank you, Mr. Chairman.

I was not here for your testimony but I understand that all of
you have testified that you're going to requalify your hardware;
and, in the case of the orbiter itself, there are going to be some
fixes that are going to take place and that in each case, if you find
things that are problems during the requalification, that you would
do the fix.

Can each of you give me an estimate of how much it’s going to
cost NASA for the particular work from your company to be done?
Mr. Jeffs, in particular, you have brakes to do, a whole bunch of
things that are going to have to be done to the orbiter. Do you have
a cost estimate as to how much that’s going to cost us?

Mr. JeFrs. Well, as you know, the brakes have been in work for
some time. As a matter of fact, the designs have essentially been
released.

What we’re going to do in total in the way of fixes, because there
are a lot of small changes that are introduced in the system, is
going to be dependent upon the NASA’s review of those and the
determination of which of those are going to be incorporated. We
have not prepared cost estimates on those numbers yet, and 1
would prefer not to give you a wrong or a wild estimate on it. I'd
rather submit for the record subsequently what the dollars are
going to be associated with the changes that are accepted.

Mr. WaLKER. Well, you've given the committee, though, the 17-
inch external tank orbiter disconnect; the brakes; the APU fuel iso-
lation valves; the reaction control system, and the avionics system.
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All of those, you say, are going to be done to support the next
flight.

Mr. JeFFs. Yes.

Mr. WaLker. Now, what’s the cost of just those?

Mr. JerFFs. I don’t have a number, sir. I'm going to have to get it
separately and submit it to you. We have not generated the de-
tailed cost numbers on each one. You know, they vary—the gamut.
The avionics system, as far as the chips are concerned for the
MDM’s, is going to be a relatively small item; probably, I expect, a
very few million to retrofit those particular MDM’s. And I don’t
know, on the reaction control system, exactly what kind of disas-
sembly we have to go to in order to get the thermocouples on the
system.

The cost estimates have not been generated as yet. They are in
the process, as I say.

Mr. WaLker. I think, based upon what we are going to have to
be doing as a committee, it would be very useful if we could get
some idea of those cost estimates, so I would appreciate as a part of
the record of this committee that you would submit at least the
cost estimates that have been worked up to this time so we can get
some idea as to what all this is going to cost because we're very
likely to have NASA coming in here suggesting to us that we've
got to come up with the money. So it's going to be very, very im-
portant to us to get some idea as to what all these costs are going
to be.

Mr. Jerrs. We will see to it that you get the numbers that you
request. I would caution that we submit the numbers to the NASA;
sometimes the things that we do on the vehicle interact in other
areas with a system that require NASA to add different dollars
onto it, that we haven’t got the visibility of, so the total dollars
would really come from NASA to you on these particular fixes.
We'll make sure that we get ours in to NASA and that they know
of the request as soon as possible.

Mr. WaLkgr. Well, I understand, but it's very important to us to
get some idea of what these costs are going to be.

Mr. Davis, do you have any idea of what the costs——

Mr. Davis. We're essentially in a similar position. We're assess-
ing the costs and getting ready to submit new estimates to NASA,
and we will essentially comply in the same manner as Rockwell.

Mr. WALKER. Mr. Murphy.

Mr. MurpHy. I believe that our complete redesign certification—
and depending on what is found during that design certification—
could influence the costs that we are looking at. I think at the
present time right now we are looking probably at about a $60 mil-
lion effort.

Mr. WALKER. At $60 million? OK. I thank you. And, Mr. Davis,
as soon as you submit those costs to NASA we'd like to have those
costs, too, so that we would know what that figure is.

[Material was not available at press time.]

Mr. WaLkeR. Mr. Jeffs, where do we stand with regard to the
new orbiter, with engines? I'm looking for some idea as to how long
it would take us to do that, what’s your latest guess as to how long
it would take us to put a new orbiter on line with engines in place,
and how much would it cost us?
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Mr. JEFFs. Well, sir, we have submitted those numbers, as far as
the Rockwell numbers are concerned, to the NASA. The time esti-
mate was about three and a half years. We are starting with a
jump on the process, as you know, because we do have structural
spares that we can assemble into that orbiter, most of which we’ve
received except for the wing.

Mr. WALKER. Three and a half years from the time that we
commit?

Mr. JeFrs. Three and a half years from the time that you commit
and I turn the lights on in Palmdale. I think we can beat that. I
think we can do it a little faster than that——

Mr. WaALKER. That’s with engines?

Mr. JerrFs. That’s with four engines to support.

Mr. WaLKER. And what’s your latest cost estimate?

Mr. JeFrs. The numbers that we submitted—Rockwell dollars,
now, and not added numbers that get into the system because of
suits and other things that the NASA has to add to it——

Mr. WALKER. [ understand.

Mr. JEFFs [continuing]. Just the Rockwell estimate was $1.85 bil-
lion, of which about $420 million had already been spent for struc-
tural spares. So it’s a net of the difference of those two numbers.

Mr. WALKER. So it’s somewhere in the range of $1.4 billion?

Mr. JeFrs. Yes, sir.

Mr. WaLker. The Commission also called upon NASA to restore
the spare parts program and to make certain that we don’t have to
cannibalize one ship in order to fly others. How much is it going to
cost us to restore the spare parts program?

Mr. Jerrs. Well, we have given the NASA a plan for getting the
spares program up on the step; and, of course, this time delay
period gives us a chance to replenish the stock. And also, it's a
function of the numbers of flights a year as to the total stock you
have to put together.

I believe those numbers are part of the basic NASA plan, and
they are something on the order of-——the numbers that I recall were
about $250 million for 3 years, starting in 1987. But those were, in
good part, part of the basic plan that NASA has now accepted as
the logistics program.

Mr. WALKER. That’s very helpful.

One final question. Are your subcontractors still capable of pro-
ducing the spare parts? In other words, -are the subcontractors in
place and capable of carrying out a spare parts program in that
kind of a restoration?

Mr. JEFFS. Yes, sir. The spares program has helped us maintain a
good part of that base. It won’t be long before we're going to start
losing a few of the subcontractors; I would say another four to five
months and we’ll start dropping off contractors that we will not be
able to bring back, and we'll have to start out with new parts.

So the basic answer to the question is, between NASA and our-
selves, we've maintained that base but it’s not going to be far from
starting to disappear on us, timewise.

Mr. WALKER. And if in fact the subcontractors start to disappear,
it will be entirely more costly than the $250 million a year that
you quoted to me just a moment ago, wouldn’t it?
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Mr. JerFrs. Well, yes, sir; I think that would have a graduating
effect into the cost. It does amplify because redesign is required;
sometimes that reflects back up into the rest of the system.

Mr. WALKER. And would that begin to add costs to the produc-
tion of a fourth orbiter as well, if you lose some of those subcon-
tractors?

Mr. JeFrs. If we let it go too long, it could. I would say that if we
let it go for another 6 months—or over 6 months; beyond about 6
months—I would say we’re going to start getting into a lot of addi-
tional redesign.

Mr. WALKER. Thank you, Mr. Chairman.

Mr. Rok. I thank the gentleman from Pennsylvania.

I want to thank all of the witnesses, but I think I want to get on
the record one more item.

You mentioned, Mr. Jeffs, that the—I believe it was you that
mentioned it—it would probably take three and a half years to lit-
erally build the fourth orbiter, but you also made a comment
during your testimony, and I want to just reiterate it, that we're
really in the generation now, and we’re talking another 10 years or
15 years as we go through the experimentation work we're doing
and particularly get into the space “station program, which is
geared to the shuttle issue. So that it’s profitable as far as the
Nation is concerned, that the quickest way and the most cost-effec-
tive, the most risk-free way to get back into space is to go in the
direction of building the fourth orbiter so that at least we have
that system as our contemporary system while we're looking to the
future. Is that a fair statement for all of you to make, Mr. Jeffs,
Mr. Davis, Mr. Murphy? Do you all see it that way?

Mr. JeFrs. Yes, sir.

Mr. Davis. I would certainly agree that using our current system
is a much safer and a much more cost-effective way to go than
starting out on a new development, like an aerospace plane.

Mr. JEFFs. It works. It does its job very well.

Mr. MurpHY. The Russians are still using Soyuz.

Mr. Rok. Well, I think it’s important to say—I see, with this
delay issue—and the second leg of the question I want to ask you,
the space program is a different program, really, of anything else
we're doing where expertise is involved. That doesn’t mean we're
not using a series of different discipline engineers and scientists
and so on, but the coordination of the program to literally make
the launch and sustain the launch is a very special, special area
indeed in the engineering world, I would say, from my observation.

One other thing that concerns this Member is that if we putz
around too long, and people are afraid to make a decision—what-
ever the reason for that may be—taking in full consideration that
safety is number one, as you've all testified to, that we could start
to lose highly promising and highly trained personnel. And that’s
also an integral part of the whole system because if you don’t have
the hands and the minds to make and fabricate and design the
equipment, it’s not going to be done anyway. Do you share a con-
cern? Are your companies starting to lay off people and to curtail
advanced employment as far as new engineering crops are con-
cerned, coming from the universities? How do you see this affecting
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the whole basic industry as far as personnel is concerned and delay
and rebuilding our expertise? Anybody want to comment to that?

Mr. JerFrs. Well, I guess we've got probably the biggest problem.
It is a concern with respect to the total space team, and that’s the
Government and the industry side.

Mr. Rok. That’s what I’m talking about.

Mr. JEFFs. We have a lot of work to do in the spares program
that you identified, in going through the changes activity that
we're going through now on both our engines and the orbiters. We
can pretty well sustain a fundamental capability, clearly, for a
year. A year after that, though, our forces are going to start drop-
ping down, particularly in the orbiter area, and they are going to
threaten our——

Mr. Roe. That's precisely the point I'm trying to get at. The
debate—if the gentleman would hold—the debate at hand is wheth-
er or not we go with the fourth orbiter, and all the reasons and all
of the discussions we've had and all the witnesses, including your-
selves, up to now—and you're making a very telling point, that
unless that decision is made someplace along the line in the rea-
sonable future, that’s going to exacerbate the time in the whole
system as far as we’re concerned. Does that make sense?

Mr. Jerrs. Yes, sir, and that’s the team, between NASA and
Rockwell, that is essentially the foundation for the present manned
space program.

Mr. RoE. That’s exactly where I'm coming from.

So we're not just talking about extending a year. What we're
simply saying, that if the fundamental, basic decision isn’t made to
go ahead with the fourth orbiter as quickly as possible, the year
extension that Dr. Fletcher has talked about could extend way
beyond 1988, potentially. Is that a fair commentary to make?

Mr. JeFFs. Yes.

Mr. Davis. I might comment that probably my situation is a
little more unique in terms of the fact that we are an expendable
unit. And actually, the long extensions essentially threaten further
layoffs of qualified people that you need to build the safe hardware.
And certainly, the long extension is not in our favor nor in the Na-
tion’s favor for us to allow that to happen. It takes a good period of
time to take a laborer, train him, certify him, get the mission suc-
cess culture imbued in him, in order to produce safe hardware. So
the longer we go and the more we lay off people, the worse it’s
going to be trying to get back on line with safe, good hardware.

Mr. Roe. Mr. Murphy.

Mr. MurrHYy. We're a little different, somewhat. We have, of
course, experienced layoffs like everybody else, but the layoffs have
primarily been in our technician area.

With the recertification and the activities associated with the
hardware that we have already put together—obviously, that hard-
ware is going to be given back to us. We're going to take it down
and modify it and build it back up again. So between that and the
recertification program, I do not see a loss of our engineering skills
within the immediate future. I'd say we have sufficient tasks to
keep those skills around for at least two to three years.

Mr. Rok. OK.

The Chair recognizes the gentleman from Florida.
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Mr. NeLsoN. Thank you, Mr. Chairman.

Gentlemen, good morning. I want to get some additional informa-
tion about the decision to launch, either a go or a no go. Can you
share with me your past experience about where you have given
input and NASA has disagreed with that input, either no launch or
the opposite of launch, where you were giving the opposite advice?
Can any of you share with us that previous experience?

Mr. Davis. I can share that pretty rapidly. We have never dis-
agreed with NASA relative to a launch or a no go. I also felt that if
indeed NASA felt that they were going to launch over my objec-
tions, that I had every avenue open to me to try to prevent that.

Mr. MurpHY. We have not experienced that problem either and
do not pretend to experience it. Our relationship is very direct and
we would have no problem at all, I'm sure, of stopping a launch if
necessary.

Mr. JeFrs. I don’t really have any problem with that, Mr.
Nelson. I remember no situations where they haven'’t listened to
what we had to say and taken appropriate action, and that in-
cludes the recently discussed icing problem.

Mr. NELsoN. Well, except on January 27 and 28. You had a dis-
agreement there.

Mr. JeFrs. I went through that earlier, Mr. Nelson, when you
were out of the room. But I think we had a difference of technical
assessment of the depth of the concern relative to potential damage
to the tiles. We did not have a go or no go; we had a strong concern
lest there be damage to the tiles from the ice source. We've experi-
enced ice source problems before from ET, as you well recall, so
there’s been experience with ice damage on the tile system. We
don’t like it. We try to avoid it; that's why we spend so much time
and effort—all contractors—to clean up the ET. We didn’t know
where the ice was going to go, and that was our concern. NASA
had separately analyzed the problem; they were concerned about it
too, but they did not feel that it was going to be a mission or safety
issue relative to potential impact to the tiles, even during the aspi-
ration and the liftoff. So I knew they knew that, and they knew I
knew that.

Mr. NeLsoN. I apologize for not being here. I was outside meeting
with Dr. Fletcher on another matter.

Let me just ask you this. In your conversations regarding ice and
the potential hazards, did anyone ever bring up the fact of it being
slippery on the launch tower in case an emergency egress had to be
made to get out of there and get into that wire basket?

Mr. Jerrs. Well, I was not in on the decisionmaking process; and,
as you know, it’s not our responsibility relative to those kinds of
issues on the pad. We didn’t have the visibility. We were looking at
it from Downey, so I don’t know. However, I think it certainly is a
concern in retrospect.

Mr. NEeLsonN. You're not aware of any particular conversa-
tion——

Mr. JeFFs. No.

Mr. NeLson. All right.

Do you all individually, representing your companies, feel that
you have sufficient input in the flight readiness review or any of
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the other meetings that get right up to the L-minus-one meeting,
that your input would be sufficient in the past to delay a launch?

Mr. JeFrs. As [ think most of these witnesses have stated—I've
certainly stated-—there’s nothing stopping us from calling program
managers or center directors or the Administrator if we feel that
we have a problem and we have the visibility to see that problem. I
think that the process should be formalized a bit more, and the
contractors should be asked to formally state their position all the
way through the process up to launch because, as you know, when
things recycle things get a little confusing. And so I believe that it
should be formalized to a better degree, but there’s nothing right
now that prevents us—or ever has—from expressing our views.

Mr. Davis. I would tend to agree with that. I think, as we dis-
cussed while you were out, it’s not the process or the accessibility
to make those recommendations. The thing that has concerned us
with the SPC is our lack of visibility with some issues relative to
our hardware that then gives us the knowledge to make some rec-
ommendations.

Mr. MurpHY. I have to agree with that. I think that in the lack
of visibility for the SPC activities, we are not as comfortable as we
would like to be before the launch because unless there is a break-
down of the OMRSD or the critical launch criteria thing, the prob-
lem is not necessarily brought to our attention. And we think it
should be.

Mr. Jerrs. Mr. Congressman, if 1 might add to that from our
views. We see, right up to the last minute, the functioning hard-
ware and whether there’s anything going wrong with it, and that’s
where we can get in the act and contribute. But like these gentle-
man have said, we also have the concerns that we don’t know ex-
actly what’s happened to every tile on the vehicle, for example,
whether it's been full test verified after installation and that sort
of thing. We don’t have that visibility any more; that's somebody
else’s, and that’s the kind of thing that makes us nervous relative
to fbgleing able to account for all aspects of our hardware being ready
to fly.

Mr. NELsON. Let me shift to another subject. The Commission
had a recommendation that a shuttle safety advisory panel should
be established, and it should report to the STS program manager.
What are your agreements or disagreements or comments about
that recommendation?

Mr. Jerrs. Well, we have no objection to added elements in the
system that would further the focus on safety. However, safety is
not going to be built into the system by another panel; it’s going to
be built in by every man and woman of us that work on it, right
down to the lowest level. So it’s the technicians, the engineers, the
managers, and all of us that are responsible and accountable for
that safety. To have another group that tends to remind us of that
responsibility from time to time won’'t hurt a thing, but the ac-
countability has to be on those that are doing it and not those that
are overviewing it.

Mr. Davis. I tend to agree with that. I think I pointed that out in
my testimony, that the responsibility has to remain squarely on
the NASA projects and the contractors to commit for the safety of
the launch.
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Mr. MureHy. I have to concur with that. I don’t have any other
comment than that. I think that motivation and discipline are
going to provide the safety that’s required.

Mr. NeLson. OK.

Finally, Mr. Chairman, with the SRB joint having been the prob-
lem for this terrible tragedy, along with all the other things that
the Presidential Commission has come out and identified as the
problem, looking back on how the whole system functioned we
found out that there were a whole bunch of people involved in the
SRB design and the certification process. There were the internal
groups at Thiokol; there was the oversight by Marshall; there was
a thorough review by an outside group, headed by Dr. Williams;
there was the Aerospace Safety Advisory Panel; there was the cer-
tification process and signing off, but for the first shuttle flight,
STS-1; and then there was that same certification process and sign-
ing off again that occurred before STS-5.

Now, still, all of those problems went undetected by so many
groups. So what is your recommendation to us as we now oversee
the shoulder of NASA, give it guidance, see how the implementa-
tion of the Rogers Commission report is going, so that we have the
confidence that the current redesign and certification process is
going to be made so that we know that it is relatively safe when we
start to fly again? And I say “relatively” understanding—all of us
understanding—that space flight is inherently risky.

Can you comment on that?

Mr. Davis. We can only comment on our own systems because
those are the ones we know of. But certainly, from the external
tank viewpoint, we found the system to be rather thorough. Now, I
think you've got to realize that it takes both contractors and NASA
to make that system work, and some of the things that are being
done different that I think will help—as I mentioned, Marshall
Space Flight Center has contracted with other companies for inde-
pendent FEMA/CIL assessments of their hardware. In particular,
Rockwell is doing a total independent assessment of my external
tank hardware, and I think that’s well looked-to. I look to their ex-
pertise to question everything we did and maybe give us some
advice on how to make it better.

I think the other thing I would recommend is that the processes
set up, the flight readiness processes, are all structured with cer-
tain criteria to look at things, and so forth. Those need to be re-
evaluated, what are you looking at, why are you looking at it, what
questions are being asked, and I think with some of the lessons
learned from this tragedy I think we can maybe ask some harder
questions, tougher questions. Some of the issues—are we satisfied
with a rationale that says, “Well, it takes a double failure to cause
this to happen”’—questions like that—is that adequate for crit-1
items? Those types of things, I think, are in the process of being
done and will give us the additional confidence in the future.

Mr. Jerrs. I have something to add to that. I don’t have any
quarrel with those points; however, I think that it’s a further argu-
ment to make sure that the development contractors stay in the
process more deeply, including in-depth the activities at the cape.
The system is not yet fully operational; we're still learning about
this system. When we see little signs—and I'm not suggesting that
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the blow-by on the seals was treated this way; however, in a situa-
tion that’s operational, technicians could look at such kinds of
signs and say, “Well, that’s expected of the system. Clean it up and
let’s go on.” Development contractors don’t do that. Their account-
ability is to understand in depth what is causing that, why it’s dif-
ferent than their certification tests. Certification tests cannot dupli-
cate flight conditions and never will. We are still learning about
the tile system. Regardless of who is running the cape, we're going
to continue to put our eyes on every one of those tiles on that vehi-
cle to fully understand, as it matures—because there’s no way to
test that on the ground.

So in my view, we've done the best with our cert programs. I
think they have been the best that money could do, and technology
could do; they have been pretty damn good. We have found very
few areas where we have been surprised. However, it’s going to
take constant vigilance when we operate in the environments that
we operate. It's all the more reason, in my view, for this committee
to seriously consider making sure that the development contractors
phase out of this thing as its operational maturity evidences itself,
and I don’t think we have done that properly.

Mr. MurpHy. I think one of the things that is going to prevent a
recurrence of what has happened in the past, as far as oversight
committees are concerned, is that we have come a long ways since
the initial certification of the program. We now have advanced an-
alytical tools which were not available before. We also have the
flight environments for the 24 successful flights; it gives us a true
indication of what the environment is that we’re going to be facing.
Plus, again, the environment of the whole aerospace industry has
changed dramatically since the 51-L. And all of these, I think, will
be taken into consideration and will provide the oversight and the
proper review of items that never occurred before.

Mr. NeLsoN. Congressional inquiry, in and of itself, appears to be
critical. And I just want to state at the outset that what we're deal-
ing with here is an incredibly successful flying machine, that you
keep hearing these comments about “it’s old technology” and folks
don’t understand that at least three aspects of the STS are incred-
ibly new, radical technology that nobody else has and everybody
else wants, including the Soviets and including the intention of the
French to build a space shuttle.

So putting my questions in the proper context, I just want to
make it clear that we have an extraordinary asset here; and the
question is, how do we make it as safe as possible for the future?

All right. Now, I want to end up with this—OK, would the chair-
man rather me not?

Mr. Rok. No, no. I want you definitely to answer that.

Mr. NeLsoN. OK. On page 195 of the Rogers Commission report
is this quote:

If Rockwell and Martin Marietta as the development contractor had direct in-
volvement with their elements of the shuttle system, the likelihood of difficulties
caused by improper processing would probably be decreased. Furthermore, all shut-
tle elements would benefit from the advantages of beginning-to-end responsibility

vested in individual contractors, each responsible for the design, development, man-
ufacturing, operating, and refurbishment of their respective shuttle elements.
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From the Rogers Commission; that was part of the findings, but
that was not part of the recommendations. It was part of the find-
ings.

All right. Now, what I want is—since two of the named contrac-
tors are represented here, I would like to have your comments
upon that finding by the Rogers Commission.

Mr. Jerrs. Well, I fully concur with that finding. We made that
point quite clear to the NASA before the SPC was really—when it
was originating.

We also looked at ways that we could work with the NASA to
reduce the costs of duplication between the development contrac-
tors, to attempt to provide the advantages of what the consolida-
tion would bring costwise, along with the advantages of what
would be brought by the continual hands-on accountability and as-
sociation with their hardware. So certainly, I agree with the com-
ment.

That’s it.

Mr. Davis. In answer to your question, in the written response to
your No. 1 question we addressed that directly and stated that,
indeed, we felt it was essential that we resume those responsibil-
ities.

Generally, we have been in an oversight/review-type mode that
has not allowed us to really know everything that’s going on with
our hardware; indeed, some of the problems that were outlined in
the Commission’s report relative to testing that was missed, events
that occurred not reported, et cetera, we do not have visibility of
that. And it’s that lack of visibility that concerns us relative to fi-
nally making a commitment, an unequivocal commitment that
we're ready for launch.

So in that respect, we fully support those recommendations and
we believe it’s essential that we get back into that mode.

Mr. NeLson. All right.

Thank you, Mr. Chairman, for this opportunity.

Mr. Rok. I thank the gentleman from Florida.

I want to thank all of our witnesses for an excellent presenta-
tion, I think in candor, and it gave you an opportunity to make
many of the presentations you wanted to make.

There are a series of other questions, as I mentioned earlier, that
we’ll be submitting to you in writing, if there’s not objection, and
we’'d like to have you respond to them for the committee. So we
will do that further.

. Mr. Rok. If there are no further questions, we want to thank you
or——

Mr. Davis. Mr. Chairman, if you would—with your bearing I'd
like to make a very short statement, I believe, to finish up my tes-
timony.

Mr. RoE. Mr. Davis.

Mr. Davis. We believe the activities in process to prepare the ex-
ternal tank for launch are thorough and complete. They will help
us and the NASA achieve high confidence in the continuing suc-
cessful operational performance of the external tank.

We at Martin Marietta Corp. are totally committed to making
the next and each succeeding shuttle flight a 100-percent mission
success, and we are fully prepared to work with your committee to
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resolve any issues in the interests of our common goal of returning
the space transportation system rapidly and safely to flight status
and, in so doing, return our Nation to preeminence in manned
space flight.

I appreciate it.

Mr. Roe. Thank you.

If there are no further questions, the committee stands ad-
journed until tomorrow at 9:30, and we’ll reconvene from there.

[Whereupon, at 11:55 a.m., the committee recessed, to reconvene
at 9:30 a.m. Wednesday, July 16, 1986.]
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Housk oF REPRESENTATIVES,
COMMITTEE ON SCIENCE AND TECHNOLOGY,
Washington, DC.

The committee met, pursuant to call, at 9:30 a.m., in room 2318,
Rayburn House Office Building, Hon. Robert A. Roe (acting chair-
man of the committee), presiding.

Mr. RoE. The committee will come to order.

Would the witnesses please rise to be sworn.

We want to welcome you to the session. If you would raise your
right hands and repeat after me.

[Witnesses sworn.]

Mr. RoEe. This morning marks our second day of inquiry from
witnesses that represent the space shuttle’s contractors. These 2
days of hearings take us into our fourth week in the series of hear-
ings that the Science and Technology Cornmittee has been holding
to investigate the space shuttle Challenger accident.

In the design, development, and demonstration of any large-scale
program, we must bring together numerous participants in an
interlocking and interdependent arrangement to produce a success-
ful program. The manner in which the communications and re-
sponsibilities are carried out on a continuing basis in these ar-
rangements determine the progress and operational precision of
any program. Each program element has both an individual and an
interrelated task.

In the Space Shuttle Program, the various contractors who build
and service the shuttle form one such element. The shuttle con-
tractors that we heard from yesterday represented the primary
designer/developers of the space shuttle’s flight hardware.

Today we will hear testimony from those contractors involved in
processing and preparing the various shuttle elements and the as-
sociated payloads prior to launch at the Kennedy Space Center.

With us are E.D. Sargent, president of Lockheed Space Oper-
ations Co.; Mr. David Owen, executive vice president, Kennedy
Space Center; Carver Kennedy, Morton Thiokol, vice president; and
Mr. Fred Haise, president of the Grumman Technical Services Di-
vision.

We want to welcome you. We are trying to ascertain from all of
these representatives how to insure optimum safety in design as
well as operation of the Space Shuttle Program. The lessons that
we are learning from the January 28 shuttle accident and its sub-
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sequent investigations will not only guarantee the future safety of
our Space Program, but will also teach us how to avoid these pit-
falls in the process of developing future large-scale projects at the
national and international level.

We want to welcome you all to the hearing this morning and
first and foremost we will now call upon Mr. Douglas Sargent,
president of the Lockheed Space Operations Co.

Mr. Sargent.

STATEMENT OF E. DOUGLAS SARGENT, PRESIDENT, LOCKHEED
SPACE OPERATIONS CO., AND PROGRAM MANAGER, SHUTTLE
PROCESSING CONTRACT, ACCOMPANIED BY FRED HAISE,
PRESIDENT, GRUMMAN TECHNICAL SERVICES DIVISION;
CARVER KENNEDY, VICE PRESIDENT, MORTON THIOKOL;
DAVID OWEN, LOCKHEED SPACE OPERATIONS CO., AND
DEPUTY PROGRAM MANAGER, KENNEDY SPACE CENTER

Mr. SarceEnT. Thank you, Mr. Chairman and members of the
committee.

It is a pleasure to be here today to discuss our task as the shuttle
processing contractor, or SPC as it is called. I am here both as
president of Lockheed Space Operations Co. and as program man-
ager of the shuttle processing contract.

I hope to provide additional insight into our operating philoso-
phy, and to discuss some specific issues which have been the focus
of attention since the Challenger accident.

With your concurrence, Mr. Chairman, I would like to submit my
testimony for the record and make a few remarks about that testi-
mony. Then I will respond to any questions you might have.

Mr. Rok. Your full statement will appear in the record.

Without objection, so ordered.

Mr. SargeNT. I will briefly describe the shuttle processing con-
tract team which prepares the shuttle for launch at both Kennedy
Space Center and, in the future, at the Vandenberg launch site.

Lockheed Space Operations Co. is the prime contractor and is re-
sponsible for the administration of the contract and for overall
processing oversight. Grumman is responsible for the operation and
maintenance of the launch processing system.

Morton Thiokol conducts the major operations involving the ex-
ternal tank and the assembly and retrieval of the solid rocket
boosters. Pan American brings their technology to the functions of
operations analysis. These four companies form the SPC.

The SPC consolidated some 23 existing NASA prime contracts
used for flight hardware processing, ground support equipment op-
erations and related support required to fulfill the space shuttle
launch and landing responsibilities.

Some key benefits to NASA are:

To improve safety and mission effectiveness.

Minimize contractor interfaces.

Provide accountability for prelaunch activities; and

Improve efficiency.

SPC acquired in the transition 1,764 Rockwell employees against
a requirement for 2,000; 251 Martin Marietta employees against a
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requirement for 290, and 100 percent of all other contractor person-
nel required to fulfill the contract.

In addition, we have major subcontracts with Rocketdyne for
shuttle main engine work and with Rockwell for orbiter tile work.

But in a very real sense, the shuttle processing team has many
additional players. Qur NASA counterparts, of course, provide
their expertise and knowledge absolutely vital to the processing
task.

Another crucial part of the team is the development contrac-
tors—Rockwell for the orbiter, Martin Marietta for the external
tank, United Space Booster for SRB’s, Morton Thiokol for the
SRM'’s, and Rocketdyne for shuttle main engines.

We work very closely with these development contractors and
that interface is most productive. These development contractors
are under separate contracts with NASA and as such provide an
important check-and-balance aspect to shuttle processing.

NASA development centers issued Launch Support Services Con-
tracts known as LSSC’s to the development contractors to hold
them responsible for their design from production through process-
ing, launch, orbital, and recovery operations to ensure:

First, onsite focal point for flight hardware design expertise and
vendor interfaces and as such a critical check and balance on SPC
processing.

Second, interface with design organizations for total definition
and approval of vehicle changes;

Third, accounting for the incorporation of the design configura-
tion for each flight.

The LSSC’s processing engineering contingent at KSC is cur-
rently 103 engineers as compared to SPC’s 370 engineers—a ratio
of 1to 3.7.

We also have a very strong working relationship with McDonnell
Douglas and EG&G, both of whom are here today.

The SPC team considers our primary mission to be that of pro-
viding safe, reliable and efficient processing of the shuttle, a
unique spacecraft. This is both a demanding and a challenging as-
signment and we think we have done well so far.

We believe that we can still make that statement—even after the
extensive reviews subsequent to the 51-L accident. We are utilizing
the findings of the Rogers Commission as well as other related
studies of the Shuttle Program to help us implement broad correc-
tive actions and do our job even better.

We have received some encouragement that we have become an
effective team. In its 1985 report, the Aerospace Safety Advisory
Panel said that they thought that SPC had laid the organizational
groundwork, obtained the right kinds of personnel, and in general,
were making satisfactory progress.

The panel also noted that our safety practices and monitoring
systems were '‘praiseworthy.” We were especially pleased with this
finding since we have stressed safety and quality assurance as our
highest priority.

We are also very gratified that the Rogers Commission found
that our launch site activities were in general accord with estab-
lished procedures and were not considered a factor in the accident.
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Generally, we think we are on the right track and do not plan
fundamental changes in our approach. However, as 1 mentioned
earlier, we are aware that improvements and changes are still
required.

Some of the steps we have taken are to further reduce our safety
incident rate and to continue that trend.

We were working too much overtime in some specific areas and
we must solve that problem before we start launching again. We
had implemented some changes to alleviate the problem, but they
were not fully effective.

One initiative we implemented which we think has worked very
well is our program of “‘stationizing.” In this mode, work crews
remain at one station during the shuttle processing flow.

I believe that our shuttle processing work force is outstanding.
They are highly skilled, experienced and dedicated to the Shuttle
Program. Many of our people have worked on the Space Program
for over 25 years. We consider our personnel our prime asset and
we place heavy emphasis on developing this resource.

Mr. Chairman, you had expressed an interest in processing
changes made to respond to increased launch rates. I would say
that we have not implemented any changes to processing oper-
ations solely to meet the demands of the increased flight schedule.

We have, however, made several evolutionary changes to im-
prove the efficiency, and thus have helped the rate of overall proc-
essing flow. Some of the changes implemented have been auto-
mated real time scheduling, stationizing the process, centralizing
logistics, and others.

Overall, the process is very complicated and any changes in a
system this complex must be approved by NASA and then imple-
mented very carefully to avoid the introduction of new undetected
problems.

I anticipate additional improvements including reduction of pa-
perwork and an evolution toward electronic data collection and
transcription, addressing an area of concern in the Rogers report.

I hope we can demonstrate in this hearing that the shuttle proc-
essing team is well structured to perform its mission and, in fact,
has been doing a good job. We have welcomed the assistance of
oversight agencies such as the Aerospace Safety Advisory Panel,
the Defense Contract Administration Service, and our NASA eval-
uators. We have been gratified that they have said some very posi-
tive things about our performance.

At this time, Mr. Chairman, I would like to introduce some of my
associates who are here today. Mr. Dave Owen is my executive vice
president and our Kennedy Space Center Launch Site Director. In
this latter role, Mr. Owen has direct responsibility for the day-to-
day SPC operations at the space center.

Mr. Carver Kennedy, a Morton Thiokol vice president, has been
our director of vehicle assembly building and recovery operations.
II({el is presently assigned to the SRM redesign team at Morton Thio-

ol.

Mr. Shep Cronier is our Pan Am project director.

Mr. Charles Floyd is our SPC systems engineer; Mr. George Pea-
singer is our business management director; and Mr. Fred Haise,
president of the Grumman Technical Service Division, heads
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Grumman’s SPC effort. You may remember Fred as a former
Apollo astronaut who also commanded the very first shuttle flight.
He commanded the Enterprise flights at Edwards in 1977 and made
a total of five landings in all.

Again, we appreciate the opportunity to be here today, Mr.
Chairman, and my colleagues and I will try to answer any ques-
tions you may have.

Thank you, Mr. Chairman.

[The prepared statement of Mr. Sargent follows:]



72

— Hold for Release Until
.—,,,?Lockheed Presented by Witness
: Space Operations Company July 16, 1986

Committee on Science and Technology

House of Representatives

e —————

Statement by: Mr. E. Douglas Sargent, President 99th Congress
Lockheed Space Operations Company



IT.

I1I.

v.

VI.

73

TABLE OF CONTENTS

INTRODUCTION . . & v v v i v v e e e e e e e e e e e e s
SHUTTLE PROCESSING CONTRACT ORIENTATION . . . . . . . .
1. SPC Team Members . . . . & & « ¢ o « v o o + & o« &
2. ScopeofWork . . . . ¢ v v v v v v o e et o .
3. Operating Philosophy . . . . . . ¢+ ¢ v ¢« o o .
SHUTTLE PROCESSING . . . . . . v ¢ v v v v v v o
1. The FIOW . . ¢ v v v v v v v o v e v o e v e e e s
2. Relationships with Development Contractors .
3. Challenges of Increasing Flight Rates . . . . . . .
4, Safety and Quality Assurance . . . . . . . . . ..
a. Safety Advisory Board . . . . . . . . . . ..
b. Designated Verifier Program . . . . . . . . .
5. Award Fee . . . . . ¢ v i v e e e e e e e e e e
ADVERSE OCCURRENCES . . . . & v v ¢ v v v v v v o v o
1. Orbiter Processing Facility Bridge/Bucket Mishap .
2. 17-inch Liquid Hydrogen Discennect Valve Slamming .
3. Solid Rocket Motor Segment Lifting Mishap . . . . .
4, Overtime Problem . . . . . . . .+ . ¢ o o o o o
SPC ACHIEVEMENTS . . . . . & v v v v« v o v v 0 v o
1. Transition . . .« v o v v o0 b e 0 e e e e e e
2. Consolidation of Support Functions . . . . . . . .
3. Stationizing . . . . .. . 0o e e e e e e e e
4, Streamlining . . . . . . 0 000 0 e e e e e e
5. Personnel Development & Training . . . . . . . ..
6. Work Force Morale . . . . . « « o ¢ ¢ ¢ v o o v o
7. Accident Prevention . . . . . . . . . .. ...
8. Incident/Error Review Board . . . . . . . . . . ..
9. Achievements Summary . . . . ¢ ¢ ¢ ¢ ¢« o s 4 o+ . .

PRESIDENTIAL COMMISSION REPORT FINDINGS RESPONSE . . . .

1. Commission Findings . . . . . . . . . « ¢« ¢ o . .
a. Missed Requirements . . . . . . .. . . . ..
b. Accidental Damage Reporting . . . . . . . ..
c. Involvement of Development Contractors . . . .
d. OMRSD Violations . . . . .« .+« « .« o . o ..
e. Orbiter Processing Paper . . . . . . . . . ..
f. Structural Inspections . . . . . . . . . . ..
g. Designated Verifiers . . . . . . . .. .. ..
h. Launch Pad 39B . . . . . . . . . . .« ..

N N\ =

w

O~ TTT W

10

11
11
11
12

12

12
13
13
13

14
14
16
16

16

17
17
18
18
18
19
19
19



T4

TABLE OF CONTENTS, Continued

VI. PRESIDENTIAL COMMISSION REPORT FINDINGS RESPONSE, Cont.

2. Paperwork Projects . . . . . . . . .00 ..

a. Documentation Review . . . . . . . « « ¢« « « &

b. Documentation Training . . . . . . « ¢ ¢« « « &

c. OK-To-Process . . . . ¢« v v o v v v v v o o &

3. Skill Training & Certification . . . . .. . ...

4, Response SUMMBIY . & . ¢ & + o + o s o o o o o « «

VII. SUMMARY . . & v v i v s e v e e ot o e e e e e e

LIST OF FIGURES

Figure
Figure
Figure
Figure

PN

SPC Shuttle Flow Operations at kKSC . . . . . .
SPC Processing Logic Flow . . . . . . . . . .
KSC Award Fee Determination . . . . . . . . .
Reportable Mishap Trend Data for KSC . . . . .

ii

-
WO B



75

Statement of

Mr. E. Douglas Sargent
President, Lockheed Space Operations Company

before the

Committee on Science and Technology
House of Representatives

Washington, D.C.
July 16, 1986

1. INTRODUCTION
Mr. Chairman and Members of the Committee:

I am Doug Sargent, President of lLockheed Space Operations Company and
Shuttle Processing Contract Program Manager. 1 welcome this opportunity to
appear before you to discuss Lockheed's role in the Space Shuttle Taunch and
Tanding processing at NASA's Kennedy Space Center (KSC). [ will describe our
responsibilities as the Shuttle Processing Contractor (SPC)} and our
relationships with NASA and their development contractors. My remarks will be
responsive to your request for information relevant to the Challenger
accident. In addition, ! want to tell you about scme adverse occurrences we
have experienced and what we are doing to fix those problems. 1 also want to
highlight for you some of our noteworthy achievements.

Finally, I want to tell you how we have responded to the findings of the
Rogers' Commission Report. Before I start my statement, I would like to
introduce the SPC Team members accompanying me.

[I. SHUTTLE PROCESSING CONTRACT ORIENTATICN
1. SPC Team Members

Mr. David L. Owen is Lockheed Space Operation Company's Deputy Program
Manager and also our KSC Launch Site Director. In the latter role, Mr. Owen
is responsible for the day-to-day SPC aperations at Kennedy Space Center.

Mr. Carver G. Xennedy is a Morton Thiokol, Inc. Vice President and our
Vehicle Assembly Building (VAB) Operations Dirzctor. Mr. Kennedy is the Team
member responsible for the processing and assembly of the solid rocket
boosters and the external tank as well as the retrieval and disassembly of the
solid rocket boosters.

Mr. Fred W. Haise is President of Grumman Technical Services Division,
our SPC Team member responsible for the operations and maintenance of the
Launch Processing System.
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Mr. T. S. Cronier is Project Director for our Team member Pan American
World Services. They are responsible for providing operations technology and
maintenance insight into Shuttle processing.

2. Scope of Work

The SPC scope of work includes all ground processing, Taunch and landing
support of the Space Shuttle vehicles at the Kennedy Space Center and at the
Vandenberg Launch and Landing Site (VLS). It also includes support to the
United States Air Force in developing and operating the VLS.

3. Operating Philosophy

Our operating philosophy and practices strictly adhere to a set of
clearly stated and fully understood principles provided to us by NASA. Among
the most critical of these are:

0 Safety of personnel and hardware is prime.

[¢] The SPC, NASA and the development contractors perform in an integrated
team effort.

0 Test and checkout requirements and acceptance criteria are established by
NASA and the development contractors.

¥} A1l SPC operations are conducted in accordance with detailed, authorized
test procedures, work documents and associated paperwork.

3} SPC engineering personnel generate and authorize all procedures and
documents to implement NASA requirements.

¢} A1l critical steps in the test and checkout process and all processing
paperwork closure must be verified by quality control inspectors.

0 No work is performed without authorizing documents.

0 A11 SPC personnel who perform critical tasks are trained and certified to
perform those tasks.

0 A11 ground support equipment and systems utilized in the test and
checkout program are calibrated and certified 1in accordance with
appropriate directives.

We believe these principles to be vital to the success of the Shuttle
processing task and to be valid and applicable regardiess of the launch rate.
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IIT. SHUTTLE PROCESSING

Following a brief description of the Shuttle processing flow, 1 will
address selected topics that have received attention during the recent
investigations and which merit elaboration here.

1. The Flow

When the orbiter returns from space, SPC crews resume responsibility for
the orbiter at the end of its landing roll wherever it lands, perform safing
operations and assist with the exit of the flight crew. At Kennedy Space
Center, the orbiter is towed directly into the Orbiter Processing Facility
(OPF). At Vandenberg Launch and Landing Site, it will be towed to a similar
facility there.

At Kennedy Space Center, post-flight activities are accomplished in the
Orbiter Processing Facility. The payload bay is reconfigured, repairs and
modifications are made and the orbiter is prepared for its next mission. It
is during this processing phase that the orbiter and all its subsystems
receive exhaustive testing, required modifications and systems reverification
for flight.

From the Orbiter Processing Facility at Kennedy Space Center, the
spacecraft is towed to the nearby Vehicle Assembly Building (VAB). In this
building, the orbiter is mated to the solid rocket boosters (SRB) and the
external tank (ET), which have been previously mated on the mobile launch
platform (MLP).

The integrated Shuttle is then ready for transfer to the launch pad.

On the launch pad, final preparations are made for countdown and launch.
During final preparation and countdown, loading of propellants, gases and
other consumables is completed.

Subsequent to launch, the spent solid rocket booster cases are recovered
from the sea and returned to the launch site for disassembly and
refurbishment. (Figures 1 and 2 have been included to graphically depict the
above general discussion and assist 1in 1identifying the SPC areas of
responsibility.)

Throughout the flow, the SPC Team works in concert with NASA/KSC, the
NASA Development Centers and the development contractors’ representatives to
form an integrated processing team.
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2. Relationships With Development Contractors

As part of the SPC concept, NASA has entered into Launch Support Services
Contracts with the contractors who developed the flight hardware to provide
continuous on-site technical support services to the SPC. In this capacity
they are in the decision-making process for all issues involving their
hardware and have complete visibility into the processing activities.

This relationship with the development contractors - Rockwell
International for the orbiter; Rocketdyne for the Space Shuttle main engines;
Morton Thickol for the solid rocket motors; United Space Boosters, Inc. for
the solid rocket booster hardware; and Martin Marietta for the external tanks
provides critical design/manufacturing expertise to the processing of the
Space Shuttle vehicle by providing technical oversight and participating in
all key and critical steps involved with their hardware during processing.
They have authority to stop test operations at any time during processing
involving material review, waiver or configuration change actions. Specific
Launch Support Service Contractor responsibilities include:

0 System Engineering -- provides on-site focal point for flight hardware
design expertise and vendor interfaces and functions as a check and
balance for processing. A1l problems of non-blueprint nature, Material
Review Board and technical issues require Launch Support Service Con-
tractor formal approval prior to performing any work or moving flight

hardware.
4} Project Engineering -- provides interface with design organizations for

total definition and approval of vehicle changes.

1} Configuration Management -- accounting along with the SPC for the
incorporation of the designed configuration for each flight, as a
mandatory requirement.

¢} Logistics -- provides on-site focal point for design agency and vendor
ogistics support.

These close working relationships are illustrated as follows:

Initial operations and maintenance requirements are developed by the NASA
design agencies and presented in the Operations and Maintenance Requirements
and Specifications Documents (OMRSD). These OMRSDs form the basis for the
Operations and Maintenance Instructions generated by the SPC that provide the
procedures utilized in processing flight hardware at KSC and VLS. These
Operations and Maintenance Instructions are reviewed by the Launch Services
Support Contractors, who are local employees of the respective flight hardware
development contractors. Launch Services Support Contractor personnel are
also involved in disposition of day-to-day test problems, coordination with
the home plant for vehicle modifications, and meetings such as Open Item
Reviews. The development contractor is represented at all formal reviews.

Verification of the flight vehicle launch configuration is the joint
responsibility of the SPC and the development contractors. The vehicle
configuration, including pre-launch work performed, is tracked in management
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systems created and operated by the development contractors, such as the
automated "Configuration Verification Accounting System“ or CVAS.

The development contractors also have responsibility for flight hardware
sustaining engineering, including the determination and procurement of flight
hardware spares.

The working relationships between the SPC and the Launch Services Support
Contractors are defined in a series of Memoranda of Understanding signed in
February 1984 by the SPC, the particular Launch Services Support Centractor
and NASA (KSC and development center representatives).

3. Challenges of Increasing Flight Rates

As flight rates increased, we responded to this challenge and met all our
responsibilities in a timely and effective manner. We utilized available
resources and established or enhanced procedures to accomplish aill
requirements. We did not make fundamental changes in our processing operating
philosophy as Taunch rates increased. Specifically, we did not eliminate
required testing, inspections or processing steps as we responded to the
challenge of increased launch rates. Adjustments we did make were those
designed to increase organizational efficiency without jeopardizing the
operational philosophy as is further discussed in Section V.

4, Safety and Quality Assurance

Safety and Quality Assurance are primary considerations in all SPC
operations. Two key elements are discussed below.

a, Safety Advisory Board

An important element of our overall safety program is the SPC Safety
Advisory Board which is made up of nationally recognized experts. Most of the
Board members are not members of the SPC organization and, in fact, are not
located at Kennedy Space Center. This Board has overview responsibilities for
our safety program and practices.

The SPC Safety Advisory Board reviews safety policy and proposed safety
standard changes as well as major changes (e.g., test deletions/additions) to
the process flow. In addition, significant incident and/or accident findings
are studied. Findings are reported to the Lockheed Space QOperations Company
(LSOC) President and Program Manager, Shuttle Processing Contract.

SPC activities at both the Kennedy Space Center and at Vandenberg Launch
and Landing Site are covered during these reviews. Issues or review items
that exceed the charter of the SPC are relayed to the NASA Aerospace Safety
Advisory Panel for their consideration.

Members of the SPC Safety Advisory Board are:
Edgar M. Cortright - Former President, Lockheed California

Company & Director, NASA Langley Research
Center



Ray B. Davis

John H. Enders

Fred W. Haise

Willis M. Hawkins

Lt. Gen. Richard Henry,
USAF Ret.

Walt Hurd
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Director, SPC Safety, Reliability and
Quality Assurance

President, Flight Safety Foundation,
Former Technical Assistant to the NASA
Administrator and NASA Research Pilot

President, Grumman Technical Services
Division and Former NASA Apollo and Space
Shuttle Astronaut

Former Senior Vice President, Lockheed
Corporation and Chairman, NASA Aerospace
Safety Advisory Panel

Former Commander Space Division and
Vice Commander Space Command, USAF

Former Director Product Assurance,

Lockheed Corporation

President, Eagle Engineering and Former
Manager, Systems Integration, Space Shuttle
Program Office, NASA Johnson Space Center

Owen G. Morris -

Former Director of Maintenance,
United Airlines

F. S. Nowlan -

William C. Rice - Former USAF Commander, USAF Systems Command
Laboratory {including Rocket Propulsion

Laboratory)

Board meetings are held quarterly, alternating between Kennedy Space
Center and Vandenberg Launch and lLanding Site. Nine meetings have been held
since January 1984, In addition, a number of special studies have been
conducted outside the normal meeting forum by one or more members of the
Board.

b. Designated Verifier Program

Flight hardware inspections are performed by SPC Quality Control and NASA
Inspection personnel only. The Designated Verifier (DV) program is limited to
non-critical ground support equipment, systems and facilities.

The Designated Verifier program within our Quality Assurance organization
has, in recent months, been the subject of much interest. The Designated
Verifier program is a Tong established element of the NASA KSC Quality
Assurance program which has proven over the years to be an effective,
efficient means to accomplish selected quality assurance requirements and
objectives.

Designated Verifier candidates are selected frem the most experienced and
capable technicians, receive formal classroom training and are individually
approved by the Director of Reliability and Quality Assurance. There are 650
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personnel certified to perform as Designated Verifiers. These individuals are
authorized to perform quality verification on non-critical and non-flight
hardware.

The Designated Verifiers are personnel with recognized experience and
ability to perform certain inspections and verifications as defined by the
NASA approved Quality Planning Requirements Document for non-flight hardware.

Non-critical operations that a Designated Verifier can verify are
individually specified by Quality Engineering in the Work Authorization
Document, based on guidelines contained in the NASA approved Quality Planning
Requirements Document.

The Designated Verifier program instills an added sense of responsibility
and pride of workmanship in the work force and increases quality awareness of
the technicians. We have conservatively extended this program as we gained
experience.

We are working with NASA to resolve the question raised with this program
by the Rogers' Commission.

5. Award Fee

An important measure of SPC performance effectiveness is the Government
prepared semi-annual award fee evaluations.

Both the Kennedy Space Center and the Vandenberg lLaunch and Landing Site
pertions of the contract have award fee provisions. The Kennedy Space Center
portion for the Remaining Basic contract period has a one percent of target
cost for an award fee pool and the Vandenberg Launch and Landing Site portion
has a ten percent of target cost award fee pool. The Vandenberg Launch and
Landing Site portion of the contract has a greater amount of award fee
available because it is 100 percent award fee, while the major fee provisions
of the Kennedy Space Center portion of the contract is an incentive fee
feature, with the incentive fee measuring cost performence and mission
success.

The award fee provisions are divided into six equal periods of six months
each, with criteria pre-established for each period. This criteria is de-
signed by NASA to identify those areas that the Government wants the
contractor to emphasize, or points out areas of concern that require manage-
ment attention. Safety is always a criterion. The subjective evaluation
which the contractor receives for each period is a grade on performance to the
established criteria and what corrective action was taken for concerns ex-
pressed.

Figure 3 is a summary of the ratings received from the Government for the
four periods since contract inception. We have not received our ratings for
the fifth period ending March 31, 1986,
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ADJECTIVE NUMERICAL
PERIOD RATING RATING
10/1/83 - 3/31/84 EXCELLENT 90
4/1/84 - 9/30/84 GOOD 78
10/1/84 - 3/31/85 GOOD 76
4/1/85 - 9/30/85 EXCELLENT 91

FIGURE 3. KSC AWARD FEE DETERMINATIONS

The first six month period of the Kennedy Space Center portion of the
contract was called "transition." The major criteria during this period were:

1. Accomplish transition from the incumbent contractors in a safe and
efficient manner.

. Provide support to processing.

Manage the contract in a cost effective manner, making appropriate

cost/performance trades.

Minimize incidents involving schedule, equipment damage, employee

safety and potential hazards.

S W

OQur overall evaluation for “this period had an adjective rating of
Excellent and a numerical rating of 90.

The criteria for the second period were:

Implement LSOC Financial System
System Improvements

Information Systems Management Plans
Security Operations Planning
Develop a Management Team Concept
Safety

A P WA -

The NASA evaluation for this period had an adjective rating of Good and a
numerical rating of 78. A summary of the evaluation indicates that certain
criteria were accomplished in an excellent manner (such as Safety), but
adequate progress had not been made in others. Our own self evaluation
essentially agreed with the Government's evaluation and, therefore, we did not
take exception to the rating received, but re-dedicated our efforts to improve
our performance. !
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The criteria for the third award period were:

Implement LSOC Financial System

Develop a Management Team Concept

System Engineering Improvements

Develop Shuttle Multi-Flow Processing Capability
Develop and Implement Effective OPF Operations
Safety

DU BN =

The NASA evaluation for this period was an adjective rating of Good and a
numerical rating of 76. A summary of this evaluation indicates that we had
met, or were making good progress towards accomplishment of criteria 1 through
4, but criteria 5 and 6 were not met because of an incident in the Orbiter
Processing Facility where a payload bay access platform (bucket) fell from its
stowed position and struck the orbiter and injured an employee. We feel this
incident resulted in at least one lower adjective rating. Again, our own
self-evaluation was very close to the Government's and we felt that a Tower
rating, due to the incident, was appropriate. Therefore, again, we did not
take exception to the Government's rating.

The criteria for the fourth award fee period were:

Develop a Management Team Concept

Develop Shuttle Multi-Flow Processing Capability
Develop and Implement Effective OPF Operations
Pad B/MLP-3 Activation

Develop a Capital Budget

Safety

O£ QO R

The NASA evaluation for this period was an adjective rating of Excellent
and a numerical rating of 91. A summary of the evaluation indicated that the
management team had made considerable progress in demonstrating an integrated
approach to all aspects of the Shuttle Processing Contract.

The criteria for the fifth award fee period is:

1. Operations Planning and Resource Management

2. Develop a Management Team Concept

3. Develop Shuttle Multi-Flow Processing Capability
4. Logistics

5. Pad B/MLP-3/Centaur Activation

6. Safety

The evaluation for this period has not been received.

IV. ADVERSE OCCURRENCES

While we have achieved a record of solid performance in Shuttle
processing, certainly everything has not gone as we would have wished. We
have made mistakes and, in some instances, our performance has not measured up
to expected standards. In such instances, we have taken immediate remedial or
corrective action and we have tried to capitalize on "lessons learned” in each
adverse situation. Some examples follow:

10
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1. Orbiter Processing Facility Bridge/Bucket Mishap

On March 8, 1985, during final closeout operations of the Discovery in
the Orbiter Processing Facility at the Kennedy Space Center, a payload bay
access platform fell from the stowed position and came to rest on the left
forward payload bay door. Although the immediate cause of the mishap was
mechanical failure of a master 1link, our investigation pointed out
contributory causes that demanded and received our immediate attention.
Paramount among these were the maintenance of this equipment, the manner in
which tagout/lockout procedures were implemented, and operator training. Our
corrective action was:

0 Develop and implement new procedures for the operations and
maintenance of the bridge bucket system.

0 Develop and implement a new and more positive safety hazard tag
system.

[+} Conduct an intensified series of Safety briefings stressing Safety
awareness.

0 Retrain and recertify bridge bucket system operators.

1} Complete design review resulting in major redesign to upgrade the
safety features of the complete system.

2. 17-Inch Liquid Hydrogen Disconnect Valve Slamming

Another occurrence I want to discuss with you concerns the 17-inch liquid
hydrogen disconnect valve. On January 25, 1986, while 1loading hydrogen
propellant for the launch of Challenger (Mission 51-L), the 17-inch disconnect
valve was opened in a non-prescribed manner. In fact this highly sensitive
valve was "slammed" open rather than slowly moved. Although the valve was not
damaged, the potential for serious damage was high. Our investigation into
this mishap identified human error and inadequate software lockouts as the
cause., The actions we are taking to preclude this happening again consist of:

0 Re-evaluating Firing Room policies, procedures and protocol.
0 Software changes made to preclude inadvertent valve opening.

3. Solid Rocket Motor Segment Lifing Mishap

The final mishap that I will discuss concerns damage to a solid rocket
motor during removal of the forward shipping ring. This damage occurred when
a load cell on the crane being used for ring removal indicated an erroneous
low reading resulting in solid rocket motor damage. Our investigation of this
mishap revealed several problems, the most severe being the failure to follow
approved procedures.

We took the following corrective actions:

[5} Operations & Maintenance Instructions were upgraded.

11
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0 Training was reviewed and improved.
0 Activities were initiated for crane modification.
0 Crane use is restricted until all modifications are complete.
This damaged segment has not flown.
4. Overtime Problem

One problem area which has not been responded to in our corrective
actions is excessive overtime. The control of overtime has been a continuing
challenge. We have implemented management procedures regulating the usage of
overtime, and have installed stringent approval reguirements (all overtime
requires at least a director's approval). To date, nore of these attempts
have been completely effective. Compounding this issue, particularly in the
Orbiter Processing Facility, is the degree of unscheduled, out-of-station work
impnsed by orbiter modifications and "cannibilization" caused by lack of
spares. With time, these factors will improve to significantly alleviate
overtime requirements. When we have to chose between impacting the manifest
or increasing overtime, we have usually chosen the latter.

Frankly, we still don't have a viable solution to this problem. However,
we can assure you that we are working this problem and we must and will find
an acceptable solution.

In brief, we acknowledge that we have had problems. In fact, we would
not want to lead you to believe the above is a complete list; however in each
instance, we have taken prompt effective corrective action and we learn from
each adverse occurrence.

V.  SPC ACHIEVEMENTS

The SPC Team has achieved a great deal in terms of fine tuning existing
systems, applying sound effective management techniques in accomplishment of
the processing task. We have made substantial progress in the very critical
and demanding task of oreparing a vehicle for safe reliable launch, flight and
landing. We present in this section representative examples of these
initiatives.

1. Transition

The first major challenge successfully met by the SPC was to maintain
continuity in the technica' work force while implementing a new management
approach. We were able to capture over 90% of the incumbent work force we had
targeted in our hiring plans. Successful transition of the incumbents was a
key criterion for the first award fee period and our achievement was
recognized by a Governmment rating of "“Excellent" for the period. In fact,
NASA personnel expressed a degree of surprise at the high capture rate and
smoothness of transition. We were able to hire a sufficient number of the
right people to continue to perform the processing tasks and accemplished a
primary goal of a nondisruptive transition into the SPC era.

12
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2. Consolidation of Support Functions

The consolidation of support functions inte single organizations is a
direct product of the SPC concept. This results in improved communications,
increased organizational efficiencies and lower costs through better usage of
the work force and substantial reduction in overhead costs. Functional
organizations that were consolidated include Logistics, Safety, Reliability,
Quality Assurance, Finance, Human Resources, and Program Controis.

3. Stationizing

“Stationizing" selected segments of the work force is an operational
method consistent with increased flow rates and does not represent a
fundamental change 1in processing procedure or philosophy. Basically,
stationizing means moving from a flow management to a facility management
concept, where the vehicle moves from station to station and the work force
remains fixed at each major facility, or "stationized."

As a result of stationizing the work force, personnel became better
skilled in accomplishing routine as well as non-routine tasks, and processing
time was reduced as personnel, parts and paper no longer moved with the
vehicle, but were pre-positioned and ready to support scheduled activities.
As a result of more experience within their area of responsibility, they
become more familiar with what was a "normal" and an “abnormal" situation
encountered during the processing of flight hardware and can react
accordingly. Stationizing also permits us to collect and process data on a
common base for trend analysis.

4. Streamlining

The SPC has instituted a number of enhancements which streamline
processing. Among such actions are:

a. In the Orbiter Processing Facility we Stationized Work Authorization
Documents, improved organization communication, placed increased reliance
on automated scheduling, increased efficiency of logistics support and
improved ground support equipment maintenance.

b. Our Process Planning and Control organization initiatives included
improvements in Work Authorization Document processing, computer aided
planning and control, computer aided ground support equipment
availability and automated shop schedules. This group also developed the
KSC/VLS Commonality Plan.

c. Our lLaunch Processing System Software group achieved improvements in
time/cycle tracking, universal Firing Room console loads, the facility
modification tracking system, Launch Pad A/Launch Pad B Compatibility
Link, and flow to flow vehicle/facility/ground support change tracking.
This group has developed significant enhancements in simulated power
application/removal, the Kennedy Avionics Test Set, satellite transfer of
flight software between Johnson Space Center and Kennedy Space Center and
the Electrical Connector Analysis Network.

13
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d. A number of additional "streamlining” initiatives are planned in the
Orbiter Processing Facility, the Process Planning and Control
organization and in Launch Processing System software.

5. Personnel Development and Training

We have revised and improved our technical training and certification and
our management development programs to insure career opportunity as well as
the availability of properly certified personnel. Further, we have improved
our ability to incorporate training record data for use by Quality Control and
other SPC management groups. A1l personnel were honored for their achieve-
ments when NASA/KSC selected Lockheed Space Operations Company for its "lLargye
Contractor of the Year" Award for 1985 for its support to small business.

6. Work Force Morale

We have an experienced, highly skilled, and very dedicated work force.
We have employed a number of effective programs to insure that work force
morale remains hLigh in spite of launch aborts, high overtime rates, and more
recently program uncertainty, in the aftermath of the 51-L tragedy. We
utilize comprehensive employee communication media, suggestion programs,
supervisor meetings, human development programs and "family" outings to insure
that our people are informed about the program and are aware that management
is concerned about their well-being. We think these efforts have a positive
effect. Our employees are highly motivated and team-oriented and not just in
terms of work performance. We usually have excellent turn-outs for such
things as our Savings Bond drives, over 93% of our people invest in bonds,
blood donor campaigns and the United Way. They are involved in community
programs. We are very much a people-oriented company and generally I think
our people realize this. We work hard to have a two-way communication with
our work force and I am always pleased to get feedback from them. Steve
Godfrey from our Process Engineering section recently sent me an informal note
in which he said "I have been pleasantly surprised with the fairness,
professional handling of difficult situations and the obvious feeling which
Lockheed top management such as yourseif has for the work force. [ have been
in the business for a long time and have seen a lot of contractors come and
go, but 1 am most impressed with the Lockheed people." Feedback 1ike this
makes us think we are on the right track. 1 should note that I also get some
reports which are not so positive and I respond to those as well.

Finally, all out efforts were made to insure that as many employees as
possible could take time off during major holidays.

7. Accident Prevention

Although we have experienced some mishaps that have been very
disappointing to us {previously addressed in Section IV), we are not deterred
from our ultimate objective of zero incidents and mishaps on this program.

Recognizing that accident prevention is the best way to protect the

program, NASA property and our employees, we have established an aggressive
Safety Awareness program which includes:

14
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° Safety orientation (all employees) first day, thirty days later, and
every six months

° Safety notices, bulletins, newspaper articles

° Daily work briefings

° A Safety "Action Line" for safety calls

° Safety checklists - areas and jobs

° Safety committees

° Employee Safety Handbooks

° Personal involvement by emp]oyees.

A review of the numbers of reportable mishaps related to launches (see

4) indicates that we are improving our Safety performance on the
NASA has concurred with this position and has presented the SPC with

the NASA "Award of Distinction” for "Outstanding Achievement in the Field of
Accident Prevention," for our 1984 record, and again for our 1985 record.
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These data reflect a favorable trend; however, any mishap or incident is
Our efforts to reduce these occurrences have to be continuous.
We are

pressing hard in our effort to drive our rate as close to zerg as possible.

The Incident/Error Review Board is a significant element

in our plan for

accomplishment.
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8. Incident/Error Review Board (IERB)

This organization (Board) was established to insure that strong positive
action was implemented in response to unplanned incidents. It is chaired by
- the SPC Director of Safety, Reliability and Quality Assurance, and is composed
of the first line Directors involved in processing and support operations.
Every incident and error, including "near misses" where no damage or injury
occurs, is reviewed in detail by this Board in session. Investigations are
assigned. Reports are studied. Corrective action is planned, assigned and
implemented. The Board tracks progress of the corrective action, and when
complete, orders a "third party" evaluation to assure the elimination of
hazards and condition correction prior to formal closure. The Board meets on
a weekly basis. The results of this Board meeting are presented weekly
(including any new incident), to the SPC senior management at the Program
Integration Board meeting.

9. Achievement Summary

We believe the foregoing initiatives demonstrate a pattern of innovative
and effective management actions to improve the Shuttle processing activities.
Both NASA and USAF have expressed approval and confidence in our SPC approach.
Further, similar expressions of confidence have been forthcoming from a number
of knowledgeable independent sources.

The Aerospace Safety Advisory Panel in its reports for 1985 found that,

"The Shuttle Processing Contractor, while not yet at its peak, has
laid the organizational groundwork and obtained the right sort of
people. A general assessment indicates satisfactory progress is
being made. Launch rate predictions are still optimistic. Arrange-
ments for transfer of functions such as sustaining engineering,
logistics management, etc., from JSC to KSC seem to be well
organized and orderly, if somewhat slow. Overall safety practices
and monitoring systems -- especially by the SPC -- at KSC are
praiseworthy and would appear to do everything reasonable to ensure
the safety of operating personnel."

Additional accolades came from the Defense Contract Administration
Services Region following their review of the SPC procurement system. They
formally approved our system and noted our procurement people were
knowledgeable, enthusiastic and had outstanding documentation to support their
procurement actions.

We are appreciative of these kinds of observations and are

continually working to improve so that we will be worthy of similar comments
in the future.

VI. PRESIDENTIAL COMMISSION REPORT FINDINGS RESPONSE

Immediately following the Mission 51-L accident, the SPC participated
with NASA in salvage and recovery operations, several investigations and
continuing studies and planning. In addition, action was taken to examine the
processing of flight hardware at Kennedy Space Center and particularly the

16
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paper systems which controlled and monitored Mission 51-L processing.
Although our internal findings corroborate those of the Rogers' Commission,
that "Launch site activities ... were not considered a factor in the
accident," we also agree that comprehensive review of our paper system,
increased attention to training and discipline regarding the use of those
processing systems is warranted and is being implemented.

1. Commission Findings

The following sections address those Commission findings related to the
processing and assembly of the elements of Mission 51-L.

a. Missed Requirements

The Mission 51-L audit review of the Operations and Maintenance
Requirements and Specifications Document compliance revealed six areas where
such requirements were not met and not formally waived or excepted. These
were:

° A formal post-flight inspection of the forward external tank attach
plate was not documented (this plate was removed after Mission 61-A
and a new plate used for Mission 51-L).

° A forward avionics bay closeout panel not verified as installed
during rollover/stacking operations (the area was properly
configured prior to flight with installation of a locker).

@ Only one of two crew hatch micro-switches showed closed. (Condition
was documented by a Problem Report and was deferred.)

° Post-flight hydraulic reservoir sample not taken prior to connection
of ground hydraulic support equipment at Dryden Flight Research
Facility. (It was performed later in the Orbiter Processing
Facility at Kennedy Space Center.)

° Auxiliary power unit pressure not maintained above 20 inches of
mercury for five minutes as required. (It was maintained at 19.8
inches for 2 hours because equipment could not hold pressure at 20
inches and was documented as acceptable by NASA.)

° Landing gear voids not replenished and crew module meter not
verified during final vehicle closeouts. Landing gear voids were
replenished during launch countdown.

These were investigated and determined to be caused by human error. The
corrective action is to provide additional training for compiiance with
Standard Practice Instructions and to clarify and simplify the paper system to
make it more useful to the worker.

b. Accidental Damage Reporting
During interviews, the Commission identified a serious problem that

indicated technicians were fearful of losing their jobs if they reported
causing unintentional damage to the Space Shuttle System.

17
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Lockheed has always subscribed to the policy of forgiveness. However,
there have been specific circumstances where disciplinary action was
appropriate and has been taken. The SPC policy is to insure that all
employees (including supervision) understand that failure to comply with
processing instructions or good safe work practices is unsatisfactory;
however, the approach is one that encourages an errant empioyee to voluntarily
report it so that proper steps in the process can be initiated. On April 30,
1986, a survey was conducted to determine the employees willingness to report
a mistake that caused damage. Eighty supervisors and 607 technicians res-
ponded to this survey and 99 percent of the supervisors and 96 percent of the
technicians stated they would report without fear of discipline. The SPC has
initiated a special program to insure that all employees are aware of the
forgiveness policy.

c. Involvement of Development Contractors

Another example of the need for enforcing rigorous ancmaly reporting was
discussed under INVOLVEMENT OF DEVELOPMENT CONTRACTORS (the development
contractors' vresponsibility and relationship to the SPC is discussed in
Section III of this document). During external tank propellant loading the
1iquid hydrogen 17-inch disconnect valve was opened at an incorrect manifold
pressure causing the valve to slam open abruptly. The cause was human error
and inadequate software design which permitted the event to occur. The action
taken was the issue of an Engineering Bulletin to alert all personnel of this
incident; the formation of a special committee to address Firing Room
policies, procedures and Firing Room protocol; and, finally, the initiation of
software redesign to preclude this event from recurring.

d. OMRSD Violations

In Appendix C, the Commission cited nine examples of Operations and
Maintenance Requirements and Specifications Document (OMRSD) violations.
Changes have been requested in the OMRSD for three of these because they were
impossible to perform due to access problems. Two of these violations were
human error which resulted in disciplinary action and refresher training. The
other four items were due to errors in the Operations and Maintenance
Instructions. These Operations and Maintenance Instructions are being
corrected.

e. Orbiter Processing Paper

Also in Appendix C, the Commission commented upon vrepresentative
samples of orbiter processing paper deficiencies. These included 121
Operations and Maintenance Instructions, 479 Work Authorization Documents and
the paperwork associated with 22 Modification Change Requests. They cited
large percentages of paper errors and anomalies. The SPC acknowledges these
deficiencies in the paperwork, agrees that the rate of deficiencies is
unacceptable and s working to fill the need for a simplified and
"user-friendly" system.

18
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f. Structural Inspections

The structural dnspection program for the orbiters is being fully
implemented on the required life cycle schedule. The three orbiters will have
complete inspections as required before flight.

g. Designated Verifiers

The policy of using Designated Verifiers to supplement the quality
assurance force has proven successful. This subject was discussed in detail
previously in this document. We are carefully reviewing the Designated
Verifier program with NASA to insure that it does not introduce weaknesses
into the Safety and Quality Assurance program.

h. Launch Pad 398

During the launch of Mission 51-L, Launch Pad 39B sustained the least
amount of launch damage of any Shuttle flight. Three areas of minor damage
occurred:

0 Loss of springs/plungers on hold-down posts
[+} Failure of gaseous hydrogen vent arm to latch
0 Loss of brick from flame trench.

Facility fixes for these three items are scheduled for work before the
next use of Launch Pad 39B,

2. Paperwork Project

The Space Transportation System paperwork processing system was cited in
the Presidential Commission Report as cumbersome and labor intensive. We
agree and have a goal of improving the work control system and evolving the
paperwork to a more simplified and user friendly tool. A paperwork
improvement project was formally initiated in November 1984. Tasks have been
added and modified ever since and there are now thirty-three tasks under this
project. Ten tasks are compiete and three are on hold, the remainder are
active and statused at a weekly Progress Review. A1l tasks are scheduled for
completion by January 1987.

In addition, a number of changes have been implemented to improve the way
process paper 1is managed and to strengthen Quality Assurance activities.
Among them are: Documentation Review, Documentation Training and
0K-to-Process.

a. Documentation Review
A Documentation Review system is in place. A specialized group of

inspection personnel was selected and trained to audit processing
documentation for accuracy, adequacy and completeness.
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Following work completion by Operations and acceptance by SPC Quality
Control, all completed documentation is reviewed at the work station by a
member of the Documentation Review group. Each page or sheet is stamped to
reflect satisfactory completion of the documentation. Any problems are
referred to appropriate supervision for correction on-the-spot.

Documentation is not processed out of the work station until it has
passed this review.

b.  Documentation Training

To assure correctness and completeness in the documentation of pracessing
operations, classroom and on-the-job training as being conducted by the SPC
Training organization and Quality Control.

These classes emphasize the importance of all documentation and the require-
ment for documentation with zero defects. All technicians, inspectors,
engineers, planning personnel and related supervision involved in the process-
ing activity have received, or are scheduled to receive, this instruction.

¢c. "OK-To-Process"”

A system is being installed in the processing flow to provide improved
incremental visibility, management and control. This system provides for
incremental points of acceptance by SPC Safety and Quality Assurance for
continued processing.

At specific points in the processing flow, Safety and Quality Assurance
verify that all safety requirements have been satisfied and that all work and
technical requirements have been satisfactorily completed. Any exceptions
require resolution at the director level with concurrence by the Directors of
Safety and Quality Assurance.

Specific checklists and job instructions are being prepared for each
verification point in the process. Verification by Safety and Quality Control
is 1included as a specific entry in the processing documentation. The
requirement for these verifications will be included as specific events in the
KSC Integrated Control Schedule.

The processing flow requirements (pre-planned work), real time or added
requirements, and related documentation, will be organized to support these
incremental reviews. This system provides for incremental acceptance of the
flight vehicle and clearance of the documentation.

The final verification by SPC Safety and Quality Control 1dis an
"OK-to-Launch," issued immediately prior to the initiation of the Launch
Countdown.

3. Skill Training and Certification

While the above efforts are focused mainly upon our paperwork and quality
control systems we also are actively improving the whole work force's skilil
level with a comprehensive training program.
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There are a total of 261 classroom training courses being given to SPC
personnel. Twenty-three new courses have been developed this year, They
cover systems, skills, safety, and paper processing. In the on-the-job-
training area, we have planned the development of 350 training packages with
167 complete, 66 in work, and the rest are planned.

A Master Training Meeting is held weekly, chaired by the Director of
Operations, and attended by all operating department directors and NASA.
Since February 1986, a total of 2,304 personnel have been certified or
recertified by meeting an exacting set of criteria. On the average, each of
these certifiable people receives four different certifications to be
qualified in their work area. More than 12 classes are offered each day,
covering all three shifts. A1l personnel are scheduled to complete required
new courses by the end of 1986.

4. Response Summary

We are in total agreement with the theme of the Rogers' Commission Report
- "Make Future Flights Safer." Our full resources will be focused upon the
achievement of this essential requirement. Lockheed and the SPC Team members
have completed a thorough examination of the Rogers' Commission Report. We
believe we understand the issues behind the report's recommendations and the
corrective actions which need to be accomplished.
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VII. SUMMARY

In summary, the SPC concept is well-conceived and functioning as intended
as an integrated element of the Space Transportation System team effort, an
effort which involves NASA, U. S. Air Force, Development Contractors, Payload
Contractors, Base Support Contractors, and the SPC.

The SPC has performed 1less than perfectly at times, and we have
experienced some significant mishaps. However, we have benefitted from the
jessons learned in each case.

We maintain an exemplary safety record particularly in view of the
potential hazardous exposures inherent in the program.

We produce a high quality product in launch and support processing and
have met all mission objectives for which the SPC is responsible.

Our quality programs continue to be improved.

We have incorporated many operational enhancements to increase efficiency
and effectiveness and to support increased launch rates. Many more
enhancements continue to evolve.

The SPC is responding with vigor to the task of assisting in the
investigations and corrective actions since the Mission 51-L accident.

In this regard, we are gratified that no SPC actions or operations were
identified as contributing to the cause af the Mission 51-L accident.

We acknowledge the Presidential Commission Report items attributable to
the SPC and provide our assurance that all are being addressed. We will
benefit from the lessons learned.

And finally, we appreciate the opportunity to testify before this
Committee and piedge our full cooperation in attaining your objectives.

Thank you. We are prepared to answer questions at this time.
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Mr. RoE. I want to thank the distinguished gentleman for his
presentation.

Is there anybody else on your team that wants to comment at
this point or shall we go right to questions?

Mr. SARGENT. No, sir.

Mr. Roe. Welcome again to the hearing. I think your testimony
has summarized pretty well what you have submitted in your de-
tailed report. There were a number of interesting items in the
structural relationship, in the Chair’s judgment, of your organiza-
tionfall program and contractual agreements you have with NASA
we felt.

The second point that is important, the basic area on page 2 that
spoke to operating philosophy, was an important list of items that
you spoke to, because I think that is part of where we are at this
stage of tlie hearing.

In other words, we are getting more in depth into the manage-
ment area as you are aware and that will be the direction the ques-
tioning will take today.

I would like to specifically ask the first question. Yesterday in
our testimony with the hardware contractors, the developers, they
were unanimous in their observations that they felt that they were
not effectively used as an integral part of your team basically is
what they were saying and I note thet in your full testimony and
your summary that you say, well, there is very great, good coordi-
nation between the two.

So immediately, and I don’t mean my opening remarks to be one
of determination or decisionmaking, but I think it would be profita-
ble for you to express, in view of their testimony yesterday, your
observations of that. They seem to feel that they have lost part of
the communications flow, they have lost part of the control in
effect of their own proprietary equipment for—which they think is
affecting its efficient use, its placement into the assemblage and so
forth. They felt there was a breakdown there.

Can you talk to that a bit?

Mr. SARGENT. Yes, sir. I heard some of that testimony yesterday.
First, I was a little confused because I thought Mr. Murphy was
saying that the system worked very well initially.

Mr. Roe. We were a little confused, too, because they were
saying that they felt the cooperation with NASA was excellent,
that they had the right to speak, if anything—if they were con-
cerned about something as far as a launch would be concerned,
they felt they could reach the top, so it was a little bit ambiguous.

Mr. SarGeENT. There is a very close relationship between the de-
velopment contractors, the LSSC’s, one of those for every four of
our engineers. There are participants on all meetings on processing
and further than that they are required to authorize and approve
anything that is off the regular documented trail, in other words,
anything that doesn’t fit. They are in the middle of any changes to
be incorporated and there are certain critical points they review.

During the processing of the SRM, there is a LSS engineer as-
signed to that and I remember specifically that he was required to
agree that the O-ring was installed properly, that the leak plug
was installed and was properly torqued, as an example, and he is
required to sign off and indicate that that operation has been done
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properly. So they are an integral part of our operation even on the
routine. Any new design or any deviation from the routine, they
are even more heavily involved.

So not only are they involved, they need to be. We depend on
them very heavily to help us do our job, so it is a true team effort.

Mr. RoE. Well, apparently we have a definite conflict here. Here
we have three of the major corporations who testified yesterday as
developers. They feel that there is a breakdown in their ability to
get the effective feeling that their equipment is being properly han-
dled so they feel they can speak to that in the systems approach
that you are talking about.

You are saying we don’t think that is really so because we have
their engineers and there are different checkpoints along the line
where they are involved.

I also note on page 2 that you speak to the numbers of people
that you inherited under that contract from Rockwell and from
Martin Marietta and also from Rocketdyne. So when you say inher-
ited, what happened. They came on your payroll then?

I am trying to put this together. Something is wrong someplace.
Where is it wrong? You don’t agree. They don’t agree. What are
the facts?

Mr. SARGENT. When the SPC was formed——

Mr. Roe. Why was it formed?

Mr. SARGENT. To combine 23 primary organizations into 1 so
there would be complete accountability for who was doing the
launch processing.

Mr. RoeE. What was the problem before that?

Mr. SARGENT. With the responsibility broken into so many parts,
23 primes and over 100 subcontractors, it would be difficult to tell
who was responsible for what.

Mr. Roe. Were they all reporting directly to NASA? This pletho-
ra of subcontractors and contractors were reporting to some struc-
ture in NASA at the time?

Mr. SARGENT. Maybe Fred Haise can help me. He was there.

Mr. HAISE. Yes, sir.

In that period, NASA was really acting as the integrator across
all that contractor forum at Kennedy Space Center.

Mr. RoE. Let me try again. Where I am coming from, I am trying
to build into the record why we are spending a billion dollars on a
contract to coordinate the program and what effectiveness is it?
Should it be considered? Because I think that contract is coming up
for consideration in October, therefore, there was a reason to estab-
lish a coordinated umbrella approach.

Before NASA decided to make that move, as you are both point-
ing out there, there was a plethora of contractors reporting to
NASA per se who in effect was the coordinator of all the subcon-
tractors at that point.

Is that reasonable to say?

Mr. SARGENT. Yes, sir.

[The information follows:]
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WHY DO WE HAVE THE SPC?

Insert following line 362:

Efficiency of SPC: The SPC concept is highly efficient and achieves the
foTTowing important Shuttle program goals:

° Establishes SPC contractor accountability for ground processing of
flight hardware and consolidates the efforts of 23 previous contractors.

° Accomplishes the vast amount of engineering, technical, and "hands on"
work effort necessary to prepare Shuttles for the rigors of space
flight., TIt's one billion well spent.

° Provides for high visibility of SPC team activities and establishes a
critical check and balance between the hardware suppliers and the SPC
team.

° Reduces costs by eliminating duplicate administrative effort and achiev-
ing operational efficiencies by standardizing systems and procedures.

° Establishes the organizational and management framework necessary to
meet future launch rates required by the U.S. Government space program.

° Reduces the number of interfaces between contractors and between the
Government and its contractors.

° Increases contractor flexibility to allocate manpower resources to meet
operational demands.

° Provides a stable, responsive and uniform framework for the incarpora-
tion of program and processing changes expected to come out of the
current reviews.

° Provides the most experienced Shuttle processing team available. Has
processed more Shuttles than any other combination of contractors.

° Has established and stabilized the engineering and technical work force
by eliminating the trauma of periodic contract changeovers and numerous
contractors.

° Establishes and maintains the maximum potential commonality between the
Kennedy and Vandenberg launch sites.

The SPC has clear accountability to NASA and provides the only means for
the Government to cost effectively implement the anticipated changes to the
Shuttle processing procedures without further de-stabilizing the vital work
force at Kennedy Space Center. Given the uncertain future and direction of
the Shuttle program, the work force does not need the additional trauma
associated with a reversion to the multiple contract situation which
preceded and precipitated the creation of SPC. We anticipate that many of

1 ATTACHMENT A
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our best people would seek less volatile opportunities elsewhere if they
Tost their SPC jobs and were required to seek employment with development
contractors, develop new working relationships, understand another com-
pany's ways of doing business and process orbiters for launch. The SPC is
the optimum processing concept -- viable, effective and cost efficient.

Impacts if the SPC concept was abandoned would include:

° Loss of the system of checks and balances between the processor and
developer.

° No single point of accountability for landing to launch Shuttle

processing

Loss of commonality of operations, administration, and management

between KSC and VLS Shuttle processing.

Destabilize the engineering and technical work force again.

Increase cost and proliferation of interfaces.

Development contractor visibility and accountability: A1l development
contractors currentiy have vital roles in the Shuttle program which
include meaningful visibility into processing operations. For example,
they are currently under Launch Support Services Contracts (LSSC) with
NASA which give them wide visibility into processing work effort and
hold them accountablie for their design and production of flight hardware
through processing, launch, orbit and recovery operations.

The LSSCs are further supported by Jjoint NASA/contractor Memoranda of
Understanding (MOUs), developed as part of the SPC implementation plan.
The MOUs define responsibilities, interfaces and working relationships
between the SPC and the LSSCs and are signed by both contractors as well as
the NASA development and Tlaunch processing centers. They specify func-
tional and procedural responsibilities and provide for close interaces and
Tines of communication. In the operating environment at the floor level,
both the formal and informal disposition and feedback on problem resolution
are working well.

The MOUs ensure precise definition of authority and accountability and
attain the optimum system of checks and balances inherent in the
development contractor/LSSC/SPC structure.

The MOU for the Rockwell LSSC covering the orbiter and orbiter ground
support equipment (GSE), for example, specifies that Rockwell will:

° Concur in the disposition of engineering changes, Material Review Board
actions, unexplained anomalies, and Operations and Maintenance Require-
ment Specification waivers;

° Provide design change coordination and expertise;

° Provide assessment of safety impact of SPC proposed operational changes,
and review mishap reports, proposed corrective actions and proposed
safety waivers;

° Support all critical vehicle tests with technical personnei;

° Have access to all processing data and reports and all Problem Reports
and failure analyses;

° Review pedigree and advise on acceptability of proposed cannibaliza-
tions; and,

2 ATTACHMENT A
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° Coordinate with SPC and resolve differences surfaced during Flight
Readiness Reviews.

A Flight Readiness Review (FRR) is a serial process of assessing the
readiness of the flight hardware prior to committing to Tlaunch. Al
contractors and appropriate NASA centers participate in FRRs.

The final formal review occurs about ten days prior to launch. This review
is chaired by the KSC Center Director and attended by other NASA organi-
zational directors, development center representatives, development con-
tractor representatives and the Shuttle processing contractor. The final
agenda is a poll of all representatives to provide them the opportunity to
voice any concerns, disagreements and/or give their approval to proceed
with the schedule and launch as planned.

Should there be any concerns, these are assigned to the proper people for
resolutions before proceeding beyond an agreed to point in the processing/
launch cycle.

The extensive involvement of the development contractors was very well
described by their representatives in testimony before this Committee on
July 15, 1986. For example, testimony showed that one development LSSC
team uses their highly qualified and experienced managers to:

° Become aware Jf anomalies beginning with manufacturing, and monitor and
track anomalies which occur after the transfer of hardware to the SPC
Team.

° Maintain involvement in all phases of assembly and test by the SPC team
including countdown, launch operations, recovery and disassembly.

° Conduct postflight inspection and continuing assessment of flight
hardware condition.

° Maintain a Problem Report System to identify and track all anomalies and
develop trend data to assure corrective action.

° Report all functional failures and anomalies to the Flight Readiness
Review Board.

Other testimony establishes that the development contractors have a:

° Strong voice in a launch decision which, if necessary, can stop a
launch.

° Requirement to stand up and unequivocally commit their hardware to a go
or no-go decision.

° Significant presence in the Firing Rooms.

° Great amount of real time visibility into the problems.

The SPC has the highest regard for the particular knowledge and skills of
development contractor employees. We work closely with them and we believe
there is an excellent working relationship between the SPC team and the
manufacturers of the flight hardware. Given the national significance of
the task before us, we hope this relationship will continue and even
improve.

3 ATTACHMENT A
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Mr. Rok. Therefore, somebody made a command decision that in
order to get a smoother flow, I assume, of information, interchange
of information, somebody had to coordinate this monster from a
business management point of view. Is that reasonable to say—an
engineering point of view?

Mr. SarceNT. I would say it is broader than that. The SPC as-
sumed the functions and the people to the actual task being per-
formed, and the coordination feature was part of the SPC forma-
tion. It eliminated—for instance, early on, each prime contractor
had their own spares and their own logistics. This allowed us to
combine that into one stockroom where 1 storekeeper could handle
the spare parts for all 23 contractors.

So it is much broader than just the coordination function. The
coordination function falls out of it as a result of having one orga-
nization doing the whole thing.

Mr. RoE. So what we are saying is that to improve the efficiency
and the operation and logistic flow of the materials and so forth,
the SPC contract was decided to coordinate that all in one group; is
that correct?

Mr. SARGENT. To perform it all under one company; yes, sir.

Mr. Rok. Therefore, it is under one contract so you are responsi-
ble to do that under the basic contract; right?

Mr. SARGENT. Yes.

Mr. Rok. The next point that comes out, and I agree that in the
response in the Rogers report they had nothing deleterious to say
about that operation; in fact, they said it worked, but I am con-
cerned as we are getting into the management of this whole organi-
zation, going into reorganization by Dr. Fletcher, should we contin-
ue with the SPC contract? It is a billion-dollar contract.

Tell me why we should continue that when we have a difference
of opinion that has arisen where the proprietary contractors of the
hardware do not feel they are an integral part of the system.

Mr. SARGENT. There are two parts to the question. By combining
the billion-dollar contract, it was a good deal less than it would
have been with individuals. I think if you were to revert back to
the other one, the cost would be greater. The other is I strongly
believe that accountability is a big part of the game and clearly
with one contractor responsible for the prelaunch preparing, check-
ing out and processing of the flight hardware, in my mind there is
no question about the responsibility for that function.

I believe there was none before.

Mr. Rok. The interesting point, and I will stop at this point, is
that the contractors that were speaking yesterday, the different ex-
ecutives, also talked about accountability and they felt that there
was a glitch someplace in their judgment on accountability be-
tween the responsibility of the SPC group, the team as it related to
the effectiveness of their being able to guarantee and feel totally
safe with the proprietary equipment.

That is generally what they said.

Mr. SARGENT. Yes, sir. May I respond to that?

Mr. ROE. Yes.

Mr. SARGENT. I believe the key to that, the accountability by the
development contractors and that is certainly essential, is the
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LSSC team. There are engineers on site at Kennedy participating
in the processing of the flight hardware.

Mr. Rok. I thank the gentleman.

The Chair defers to the distinguished minority leader from New
Mexico, Mr. Lujan.

Mr. LusaN. Thank you, Mr. Chairman.

Following up on that, the processing contract, does it include like
the retrieval of the solid rocket booster when it falls into the ocean
and inspecting and repairing it?

Mr. SARGENT. Yes, sir. Morton Thiokol is responsible for the re-
trieval itself. Maybe Morton Thiokol would like to comment.

Mr. Lujan. Under subcontract to Lockheed or under their own
contract?

Mr. SARGENT. No. Under subcontract to the SPC, under subcon-
tract to Lockheed, the literal retrieval. There are additional steps
after retrieval, after the solid rocket booster is returned to port
r)vlllere it is turned over to another centract and another responsi-

ility.

We are only responsible for literally the ships that go out and
retrieve the SRB casing.

Mr. Lusan. Once it is retrieved, who inspects it then?

Mr. KENNEDY. The SPC contract and the subcontract to Morton
Thiokol is responsible for retrieval of the SRB’s and bringing them
to dry land. There is an engineering inspection team from the de-
velopment contract side of Morton Thiokol, which is separate from
my responsibilities, that comes from the home plant. They do the
inspection. I think you are alluding to the O-rings.

4 Mr. Lusan. Using that as an example of all the things, how it is
one.

Mr. KENNEDY. The engineering team from the development con-
tractor organization does that inspection and writes the final re-
ports on the performance, et cetera. That is not only true for
Morton Thiokol. There is a similar team from the United Space
Booster Organization which inspects their hardware, which is also
retrieved as part of the SRB, the skirts, the hydazine power sup-
plies, which are their responsibility.

They have a development contractor team that comes in and in-
spects their parts also.

Mr. LusaN. The same holds true for the engines? Lockheed
doesn’t do the inspection; you have a subcontractor?

Mr. SARGENT. We have a subcontractor, Rocketdyne.

Mr. LusaN. With the developer to check him out?

Mr. SARGENT. We have a subcontract with Rocketdyne who is the
development contractor, but they alsc subcontract to us for all
shuttle main engine work.

Mr. LusaN. They have a subcontract to you—what I am getting
at is I understood yesterday, and I think that is where the chair-
man was moving, that the development contractors felt that the
thing was getting away from them, like maybe Morton Thiokol,
they weren't here yesterday, but if we are going to use the solid
rocket booster as an example, that it was not totally in their con-
trol and that they were expected to certify that it was working—Ilet
me not use Morton Thickol because they weren’t here, but Rocket-
dyne, for example, Rockwell was here—that they are expected to
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certify that that engine and all of the different parts are in tiptop
condition and ready to go.

They don’t really have full control of it. Is that correct? That is
what 1 gathered yesterday from the developers that they used to
under the old way, but under this way they don'’t.

Mr. SARGENT. I understand and it is a fairly confusing scenario,
but Rocketdyne has two roles.

They were the development contractor for the shuttle main en-
gines. They also have a separate contract to us on the shuttle proc-
essing contract to do the processing work for the shuttle main en-
gines. It is two separate efforts though similar to what Mr. Kenne-
dy described.

Mr. LusaN. I understand that and under the processing part of
it, under the processing contract portion, is the concern here. Do
they have physical control and all authority all the way from the
day that that shuttle lands out at Edwards until it gets back on the
pad? Do they have the control of it so that they can or are able to
certify that it is flyable?

Mr. SARGENT. They have the complete control as far as the shut-
tle main engines, including the refurbishment and checking out
and verification for reflight.

Mr. LuJsan. So it is really no different than it was before as far
as their concern, having had a separate contract? They now don’t
have a separate contract with NASA, but they have the subcon-
tract from Lockheed and they do exactly the same as they did
before?

Mr. SarRGENT. Sir, I would classify it that way. Essentially they
have the same responsibilities. In addition, they have, I believe,
five or six of their LSS engineers which are on the old contract
that also oversee it.

Mr. Ludan. It strikes me as kind of funny then that it would be
less expensive and that is not the big point, but that everybody is
doing the same thing they were doing and now they have an um-
brella over it and now it is less.

It sounds like we lose money on it, but make it up in volume.

Mr. SARGENT. It is a combination of having separate areas and
warehouses and being able to combine it and realize efficiencies
from that mainly, sir.

Mr. Lusan. Thank you.

Mr. Rok. The Chair recognizes the gentleman from Missouri, Mr.
Volkmer.

Mr. VoLkMER. Thank you, Mr. Chairman.

I would like to get into the question that we read quite a bit
about in the Rogers Commission report with regard to overtime
and its possible effect on safety.

If I remember right, you had quite a bit of overtime back in Jan-
uary; is that correct?

Mr. SARGENT. Yes, sir. Some of the areas were running quite
high overtime, yes, sir.

Mr. VoLkMER. And what have you all done since then in making
studies or whatever to alleviate this problem in the future?

Mr. SARGENT. Well, we have—I wouldn’t want to tell you, sir,
that we have completely solved it. We have worked the problem.
We have tried some things before that. We went on what we called
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odd work weeks where different people had different days off to
spread the load. We escalated the level of approval required for
working excessive overtime.

Mr. Owen had to personally approve anyone that worked 7 days
and, of course, the situation presently, we are not working high
overtime because we are not flying. I wouldn’t want to tell you we
have completely solved it, but we do have some ideas in mind.

One of the problems that bothers us and drives us to overtime is
either unplanned work or another form of unplanned work which
is a hold or abort on the pad where we have critical skills that are
required to perform functions.

Mr. VoLkMER. In reading your full statement, T find in here that
cannibalization was a causation of a lot of overtime?

Mr. SARGENT. Yes, sir, cannibalization also contributed because it
contributed to the overall workload.

Mr. VoLkMER. What about moving, 61-C being delayed and run-
ning it into January and knowing that you were going to have to
go with 51-L right away? What about that?

Mr. SARGENT. Yes, sir, that contributed to overtime. Any un-
planned work or events in that category would drive up overtime.

Mr. VoLkMER. Was this amount of overtime that occurred in
January reported to NASA, either on site or at headquarters?

Mr. SARGENT. Yes, on site they were aware of the overtime we
were working. Yes, sir.

Mr. VoLkMER. Were they aware of the problems it was causing?

Mr. SARGENT. I think they were generally aware of the difficulty
we were having; Yes, sir.

Mr. VoLkMER. Now, how is the overtime figured into the contract
with NASA? The processing contract. Is that a cost-plus or is that
your cost or what?

Mr. SARGENT. That is a sharing—we are on a cost-incentive pro-
gram.

Mr. VoLKMER. I know you are.

Mr. SARGENT. The overtime we assumed for the original contract
I believe to be at 5 percent—the 5-percent level.

Mr. VoLkMER. Overtime at 5 percent?

Mr. SARGENT. Yes, sir.

Mr. VoLgmMmERr. That is an allowance?

Mr. SarceNT. That is what we based the contract on; Yes, sir.

Mr. VoLkMER. But overrunning up to 25 percent in January?

Mr. SARGENT. Yes, sir.

Mr. VoLkMER. Mr. Chairman, I have some serious problems be-
cause we are getting into possibly in the spring of 1988 hopefully
we are going to see the shuttle fly again and we know at that time
we are probably only going to have three and so the problem
shouldn’t arise.

If this problem—do you agree with that, that the problem should
not arise?

Mr. SARGENT. Yes, sir.

Mr. VoLkMER. With only three shuttles?

Mr. SarcenT. Well, we need to resolve the overtime problem
before we fly again.

Mr. VoLkMER. What are you actually doing then to alleviate this
overtime problem to identify how you can correct it and come in
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here and say, “Now we have got the solution. We are not going to
have it in the future?”

Mr. SARGENT. Let me ask Mr. Owen to answer that. He has been
working on this problem for us.

Mr. OweN. We have recognized and realized in our future plan-
ning that the space center is going to have to operate 7 days a
week, three shifts a day. We have formulated our plans and are
currently giving NASA our plans as to how to man the space
center at that level and I am going to use the odd work shift ap-
proach, odd work week approach to this to eliminate the overtime.
That is our plan.

Mr. Roe. Would the gentleman yield?

Could you give us for the record—we are talking about different
percentages and I understand fairly well the substance of your con-
tractual arrangements. What in dollars was the overtime? For ex-
ample, can you give us some idea as to figures?

Mr. OweN. I went back and calculated it and the overtime for
the 51-L, 61-C and I think I looked at 45 on STS 33. It runs about
a million dollars each launch.

Mr. Rog. About $1 million each launch.

The gentleman from Missouri.

Mr. VoLgMER. I would like to carry on with another question
with regard to this. Since you are on the incentive fee and award
basis contract, does the overtime, the amount of overtime over and
above the 5-percent impact adversely on that determination as to
the amount of the incentive fee?

Mr. SARGENT. Yes, sir. It does.

Mr. OweN. Yes, sir.

Mr. VoLkMER. So you would like to stay away from the overtime
as much as possible.

Mr. SARGENT. Absolutely.

Mr. VoLkMER. Your answer to me was that you are going to be
able to use different types of hours and shifts, et cetera, to get
away from this overtime.

Does this mean also additional employees?

Mr. OweN. Yes, sir. We figure roughly in the critical processing
areas about an increase of 20 percent in employees in our engineer-
ing organizations and technician organizations.

Mr. VoLkMER. With that you are coming up for a renewal in Sep-
tember on the contract; is that corrrect?

Mr. OwWeN. Yes, sir.

Mr. VoLkMER. Does that mean that you are going to be proposing
to NASA an increase in that contract because of that 20 percent
increase?

Mr. OweN. Yes, sir.

Mr. VoLkMER. How much are we talking about as far as the in-
creased proposal, or is that proprietary?

Mr. OweN. No, sir. It is not proprietary at the time. I don’t have
the figure because we are just in the formulation of what those
costs are going to be, but it should almost balance off what we have
been spending in overtime.

Mr. VoLKMER. You will agree with the Rogers Commission’s find-
ings, et cetera, that overtime does impact adversely on the safety of
the operations?
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Mr. OWEN. Yes. We have a very serious concern about that and
we have since day 1, absolutely. We think that it is more critical in
some areas than others. A lot of the people that work overtime are
there and on station for the expertise that they have. They are not
necessarily physically performing, this type thing, because it has
always been the history of the Manned Space Program to have,
when you are in critical areas of launch, that you do have that ex-
pertise standing by in case there is a requirement to that. But in
certain areas when people are actually doing physical labor or
manning consoles, we have a great concern about that.

Mr. VoLkMER. To get back to the question of your incentive fee
and award and overtime effect on it, quite a few of the changes
made and the cannibalization made is caused by NASA, is that cor-
rect?

Mr. OweN. Yes; it is caused by the program, that is correct, ad-
ministration of the program.

Mr. VoLkMER. Do they take that into account when they deter-
mine the amount of overtime that will be allowed or not?

Mr. OweN. Yes. There is some type of an adjustment, but nor-
mally we have a cost performance factor and we are required by
contract to make the schedule commitment that is laid before us.

There is a change incentive in the contract. Where we have iden-
tified such things as additional landings at Dryden and so on and
so forth would put us over the threshold of where the change point
was, then NASA had added that to our contract; yes.

Mr. VoLkMER. Can you give me—and I am sure that if you don’t
have it, but I think you would have it, but if you don’t, say so—the
additional costs that were incurred as a result of cannibalization
from 61-C—in other words, prior to its being used—and then also
51-L and the costs of replacing those items, or is that too difficult?

I don’t want to spend a lot of money getting this information if it
is not readily available.

Mr. OWEN. Sir, we can certainly give you the list of items and
what we think would have been the time involved in removing and
replacement of that item, but everything that takes place, it would
be hard to really identify what the actual cost of that would be.

Mr. VoLkMER. You got the cost of removing the item. You got
the cost of putting back another item in there.

Mr. OWEN. Yes, and it also depends on where in the process you
were when you had to make this replacement as to how much re-
testing you would have to do because of that.

It also has an impact of where you took the item from, how
much retesting you have to do when you replace that item. There
is so much of it it would be difficult to give you an accurate cost of
that. We could certainly make an attempt to do it, but the accura-
¢y of it would be in question.

Mr. VoLxMER. Let me ask you right now, how many of the shut-
tles, the three remaining, are cannibalized right now, have parts
that are missing?

Mr. OweN. I would say offhand that all three of them have some
parts missing.

[The information follows:]
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CANNIBALIZATION
Insert following line 718:

BACKGROUND

There were several questions during the July 16, 1986 hearings of the House of
Representatives Committee on Science and Technology that required a follow-up
response on: 1) cannibalizations, 2) criticality items, 3) missing parts from
remaining vehicles, and 4) the SPC FY 1987 spares budget estimate. Through-
out, the subject of cannibalization of parts for the orbiters has been an
issue. Therefore, the genesis of cannibalization warrants a brief review.

Early in the program, decisions were made that have resulted in there being
insufficient spare parts to maintain the orbiter fleet in an operational
configuration. As reported by NASA to the Roger's Commission, “...intentional
decisions were made to defer the heavy build-up of spare parts procurements in
the program so that funds could be devoted to other more pressing activities."
“...our parts availability is well behind the flight need...". Therefore, the
practice of parts cannibalization has been used to meet flight schedule
demands even though recognized as undesirable and an action of last resort.
There is not a positive means to guarantee the total elimination of cannibali-
zation and to approach that goal is extremely costly. The objective is to
reduce the number of cannibalization actions by maximizing the use of existing
parts inventories, reducing repair turnaround time, increasing an inventory of
miscellaneous small parts, and assigning priorities to the long lead items.

The following broad definitions were used in preparing this response:
Cannibalization

The orbiter parts and materials required to support the processing tasks
are issued from existing inventories within the SPC or delivered from
Rockwell if they have not been transferred to the SPC inventory. There
are certain parts that are not available from any source in time to meet
processing schedule need dates. These items may be obtained by means of
removing them from another orbiter to satisfy the more critical require-
ment of the orbiter in the processing flow.

Criticality Code

The code that identifies those systems or components which, if they
failed, could present a risk to the safety of the crew or could result in
loss of the vehicle or mission. Items cannibalized were checked against
the Critical Items List (CIL) and, if included in the CIL, identified on
the Tistings provided (Ref: Orbiter Vehicle Operational Configuration
Critical Items List, STS 82-0039A, Books 1, 2, 3 and 4, November 1,
1982). As a result of a Commission recommendation, the CIL and associ-
ated analyses are undergoing a reassessment and re-evaluation. The

1 ATTACHMENT B



109

results of this NASA lead effort are not expected before the Fall of
1986.

1 Loss of life or vehicle.

1R Failure of redundant hardware elements could cause loss of life
or vehicle.

2 Loss of mission.

2R Failure of redundant hardware elements could cause loss of
mission.

3 A1l others.

Missing Parts

The number of specific parts that have been removed from a vehicle which
have not been replaced with serviceablie parts.

TYPICAL CANNIBALIZATION SCENARIO

Line Replacement Unit (LRU) has been found to be defective.

SPC Logistics is contacted to see if a spare is available on site and to
obtain an estimated delivery date (EDD).

Assuming no spare is available, utilizing the EDD (if available), Opera-
tions Management and Flow Processing Management determine if rescheduling
can avert the need to cannibalize.

If rescheduling or deferring the affected processing functions cannot be
absorbed without serious schedule impact, the LSSC is requested to
indicate which orbiters have acceptable like replacement parts installed.

Concurrence to cannibalize is obtained from the SPC Director of KSC
Operations and the responsible NASA Flow Director.

The SPC Systems Engineer writes a Test Preparation Sheet (TPS) to
cannibalize the LRU from an Orbiter of lower priority.

The Systems Engineer obtains approval signatures from:

Engineering Supervisor, SPC

Logistics Manager, SPC

Systems Engineer, SPC

Bay Manager, Orbiter Processing Facility (OPF)
Project Engineer, NASA

Quality Engineering, SPC

Flow Director, NASA
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° Upon LRU removal, the TPS is routed to Logistics so that a Parts and
Material Request (PMR) is written to order a spare LRU for the canni-
balized Orbiter.

° The cannibalized part must be reinstalled and reverified/retested when
available.

° This process results in unplanned wear and tear of the part and the risk
of additional damage to the LRU due to the added removal and replacement.

° In the course of the above scerario, disruption to this and/or processing
flows may be significant.

CANNIBALIZATION CQSTS

° Impact to Processing of Orbiter with Failed Line Replacement Unit (LRU)
1]

o

Cannibalization is always the last resort because of inherent
hardware risks and - cost/schedule impact. A cannibalization dect-
sion is preceded by a detailed review of status of LRUs in the
repair cycle, vresearch of configuration/interchangeability and
negotiations with NASA, all of which consume valuable schedule time.
As a result, the removal of the failed LRU and the cannibalized LRU
are not always in parallel which impacts the schedule of the Orbiter
with the failted LRU. The cost impact of these delays vary. The
cost signficantly increases as you progress through the processing
span.

° Impact to Processing of Orbiter Selected for Cannibalization

]

The Orbiter selected for cannibalization is based upon LRU inter-
changeability and minimum cost/schedule impact. Because of the
small fleet size and length of the processing cycle, cannibalization
generally occurs after the Orbiter has started its processing cycle.
The processing cycle is initially impacted by the removal of the LRU
and the attendent disruption to planned activities. The primary
impact, resulting from a shortage of parts on the vehicle being
processed, is a rescheduling of the effort which usually must be
worked on overtime in order to maintain launch schedule. The "“as
run® data was analyzed for STS-11 through S75-33 to assess .the
impact of cannibalization on processing cycles. This data is
summarized in Table I. This table shows that parts installed on the
Orbiter which were removed from other Orbiters. The impact in
shifts reflect the disruption caused in the scheduling of the
Orbiter from which the parts were removed. The average for 16
flights is 28 shifts, of which approximately 20% is recovered
through workarounds. Therefore, there is an average of 21 shifts of
work which must be recovered in the schedule. Based upon three
shifts a day, seven days of schedule must be recovered. This
recovery is usually accomplished by working overtime. Our studies
indicate that it costs approximately $64,000 in overtime to recover
a day lost in the Orbiter Processing Facility. Based upon an
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average of seven days lost per flow, this would equate to approxi-
mately $450,000 of added overtime cost per flow. This does not take
into consideration the additional hidden cost associated with the
disruption that is caused.

TABLE I
CANNIBALIZATION SUMMARY

CANNIBALIZED IMPACT IN SHIFTS
MISSION STS NO. ORBITER  PARTS INSTALLED TO CANNIBALIZED VEHICLE
41B STS-11 (099) 11 47
41C $TS-13 (099) 8 51
41D STS-14 (103) 39 79
416 STS-17 (099) 12 41
51A STS-19 (103) 8 3
51C STS-20 (103) 14 6
510 STS-23 (103) 3 0
51B STS-24 (099) 20 68
516G STS-25 (103) 19 23
51F STS-26 (099) 9 0
511 sTs-27 (103) 7 3
51J STS-28 (104) 22 15
61A STS-30 (099) 14 0
618 $TS-31 (104) 9 10
61C STS-32 (102) 85 55
51L STS-33 (099) 45 49
AVERAGE 21 28*

* Approximately 20% of the impact in shifts can be recovered by workarounds.
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Mr. VoLkmER. Thank you, Mr. Chairman.

Mr. Rok. I thank the gentleman.

The Chair recognizes the distinguished representative from Cali-
fornia, Mr. Brown.

Mr. BRowN. Thank you, Mr. Chairman.

It seems to me you have a tremendously complex organization
here and I have great difficulty understanding it, which isn’t neces-
sarily bad.

Tell me—you have sort of an organization that was formed by
cannibalization, in effect. You pulled people from various different
organizations, put them together into what ostensibly is a more ef-
fective organization, is that right?

Mr. SARGENT. Yes, sir.

Mr. BrRown. Is there some, and I presume that there is—some
understanding that in the event you don’t get the contract renewed
that the people have some sort of rights to return to their other
organizations, some sort of tenure that they would continue in the
program but in a different capacity?

Mr. SARGENT. No, sir; there is no agreement like that, at least
not to my knowledge.

fFred, you were involved in the formative stages. I am not aware
of any.

Mr. Haisk. No. I might relate to that, that that has kind of been
the history at Kennedy.

If you go back to the startup of the shuttle, many of the people
that gravitated to the element contractors, you would find one or
two other companies preceding that the local hires as the current,
then element contractors staffed up.

And a number of transitions such as that have happened at the
cape where people have moved from company to company.

Clearly, to allow the railroad train to continue on any of these
episcdes you really have to capture and recruit a fairly large
number of those people in place who are trained and certified to do
that job, and that is the way you carry forward the corporate
memory.

It is really a change of the management organization and, say,
the top two levels of management that are in place to perform the
job.
Mr. BrownN. Do these top two or three levels of management—
don’t they have some basic security with the companies from which
they originally came?

Mr. Haisk. That would depend, again, on the company and their
requirements at that time, whether they could stay local or not or
would be forced to move.

Mr. BrowN. Well, there is no particular point in it. I am just
trying to understand how a complex organization like this forms
and then after it is no longer needed what happens to 1t.

What kind of a mechanism do you have for maintaining, we will
say, optimum management procedures in a company like this?

Do you have an organization and management staff that tries to
unify all these diverse elements into an effective working organiza-
tion?

Mr. SARGENT. Yes, sir, we do. We have a common documentation
system, for instance, that we call SPI’s, standard practice instruc-
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tions, which apply to the entire team and give common practice
and procedures for how we will operate.

hBy the way, it also includes Vandenberg, the organization out
there.

Mr. BRowN. We have before us some information to help us with
this hearing process, and there is reference to an accident which
occurred in November 1985 in which a crane was used improperly
to remove a handling ring from a solid rocket booster as—segment
as it was being unpacked from shipping. I am sure you are all fa-
miliar with that.

And according to this, there was—among the reasons for this
was the safety responsibility delegated but not clearly understood
by the technicians, inadequate pretask briefing, ground crew not
observing the lift, and quality control not monitoring the work.

Now, I am not even certain that all of these are accurate, but in
the event they were accurate, how does your management struc-
ture respond to this in order to ensure the nonrepetition of these
sort of things; in other words, continuing to enhance the quality
process, the quality improvement process of performing this work?

Mr. SARGENT. Sir, perhaps we can answer that in two parts.

I would like to address what we have done in regards to the
system and then Mr. Kennedy can talk about specifically that
problem, perhaps.

We initiated a safety awareness program. As a matter of fact,
next week the second iteration of that will be going on where every
single employee is gathered and we have talked to and emphasized
safety and the need to pay attention to procedures.

We initiated a more intensive training program for the areas
where we thought we were deficient. We have beefed up our certifi-
Cﬁtion program and took several systems type steps to emphasize
that.

By the way, the words that you are using—I will probably shoot
myself in the foot with this—but those were our words. We went
and checked to review the situation, and we review ourselves very
critically. We found some instances of all of those in that isolated
area, and we felt it called for very positive and prompt action.

Mr. Brown. I don’t think you should feel you are shooting your-
self in the foot by having properly identified a problem and taking
corrective action to correct it.

That is what I would expect and that is the reason for my ques-
tioning as to what mechanism you have for doing that.

Mr. SARGENT. If you read our audit reports, you will find we are
critical with ourselves and interested in flushing out the shortcom-
ings.

%’Ir. Brown. I don’t think we need to have Mr. Kennedy explain
what you are doing. I am interested in the overall process.

It seems like a commonsense objection that you get a better work
force performance when they have a clearly identified sense of
being; that is, they feel that they belong to an organization which
they understand, which is one reason I want to understand what
your organization is, and that there is a clear delegation of respon-
sibility for corrective action in all of these kinds of situations.

One of your problems, I suspect, in maintaining the enthusiasm,
commitment, and loyalty of employees, is providing this sense of
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identity within an organization, and, of course, clearly delineating
responsibilities.

And you feel that despite the complexity of this, which I don’t
pretend to understand, that you are able to achieve this?

Mr. SARGENT. Yes, we do.

In this particular case, it was within the Morton Thiokol organi-
zation. There was a corporate identity.

Mr. KENNEDY. I would like to respond.

In any incident that occurs in the SPC contract performance, the
first action is that there is an incident investigation team formed.
That is one independent to any of the people that are involved in
the incident itself.

That committee—the operation is stopped, nothing is allowed to
proceed, all the records are impounded—and that committee con-
ducts an investigation, presents their findings, and then the correc-
tive actions in response to those findings have to be put in place
before that operation can continue. And that is true whether it is
this incident or any other incident we have on the base.

In this particular incident—to give you an idea that the kind of
thing you are worried about, how do you get a team effort—this
particular incident involved personnel from both Morton Thiokol
and Lockheed.

The plans were prepared by Lockheed personnel. So, there is a
standard applied across the board to all personnel in the SPC, not
just to the individual companies.

We use the SPC standards, and the SPC investigates, not Morton
Thiokol. I believe that a great effort has been made by SPC to
build that team feeling.

If you were to walk out during operations in my area, which is
the Vehicle Assembly Building, it would be difficult to tell without
walking up and examining the name on the badge who worked for
Lockheed, Grumman, or Morton Thiokol, because we work as a
team.

We have an integrated operation. Certain functions are per-
formed by each company. They meet together and work together as
a team, and I believe that that has been a major challenge in the
SPC of bringing 23 contractors, diverse personnel, together and
doing that, and I believe that has been done very well.

I think that team now thinks as a team, and 1 think they are
now in business.

We apply the same disciplinary rules across the board. By defini-
tion we have agreed to the same benefits packages.

For instance, if a Morton Thiokol employee has some particular
skill that Lockheed feels they need, that person can transfer, with
both sides agreeing, and maintaining his benefits just as if he con-
tinued to work for the same company.

We started the SPC, and it has come out to be a successful, inte-
grated team activity. Those people now think as SPC and not as 23
separate contractor employees, at least in my opinion, in my area.

1 cannot speak across the board, but in my area, 1 believe those
people would tell you, yes, they feel they are managed fairly and
evenhandedly, and the same criteria is applied to everybody and
the same rules have to be followed by everybody.



115

Mr. BrowN. I appreciate your assurance on that and have no
basis for disagreeing with you, but this is such a unique manage-
ment effort that it would seem to me that we would benefit or
those who are interested in management as a science would benefit
fflom your historical analysis of your successes and failures with
this.

One of you ought to write a paper about it.

Mr. KENNEDY. I think I will let Mr. Sargent. I am a little busy
right now.

Mr. BrownN. Thank you.

Mr. RoE. The Chair recognizes the distinguished gentleman from
Florida, Mr. Nelson.

Mr. NeLsoN. Good morning.

I would like to follow up on what I hear over and over, and 1
hear it from you all. I hear it from the grassroots level, not only at
Kennedy but throughout the system.

And that is the question of the spare parts. Now, Mr. Volkmer
has talked about that today, and I just want to give you the oppor-
tunity of an open forum here to put for the record how important
spare parts are, and if you can, put a dollar figure on the overall
dollar figure needed for spare parts for the existing three orbiters,
looking to the fiscal year 1987 budget. That would be a welcome
piece of information, as well.

Mr. SarcENT. Well, sir, there is no question that the spare part
shortage is a key element. Maybe one of the unfortunate things is
it is not immediately apparent.

You solve the problem by going over and robbing from another
vehicle. Meanwhile, you may hold up the flow. You may be work-
ing things out of sequence. You are exposing the vehicle you are
removing the part from, to potential damage.

Under the best of conditions you have to reinstall the replace-
ment part eventually where you took it from, test that and verify
that, so it doubles up work.

I am telling you things that are obvious to you.

Mr. NELSON. Let me stop you right there, Mr. Sargent. What you
have said, I think, is a key for understanding the efficiency of shut-
tle processing and the cost-effectiveness.

Going and cannibalizing a spare part from another orbiter, bring-
ing it over, the testing that has to be done to verify that and then
when you take another spare part and put it on the one that has
been cannibalized, you have to go through all the testing proce-
dures there.

Have you got a percentage figure ball park of what might be the
increased cost as a result of having to cannibalize a part, bring it
over and put a part back on the orbiter you have just cannibalized?

Mr. SarceNT. I think we have taken cuts at that. We don’t have
a good handle on it. We are working on that because it has a direct
impact on us.

I am sorry. I guess we don’t have a number that we could pro-
vide.

Mr. OwWEN. Just too many variables in it.

Mr. SARGENT. It also has the subtle impact of us working out-of-
station which drives up the cost; also, just doing things that were
unplanned.
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As a matter of fact, it even has an impact on overtime.

Mr. NeLsoN. Overtime, things that you didn’t plan and working
out-of-station?

Mr. SARGENT. We don’t like to do things different if we can avoid
it. We like to do them sequentially and as planned. We don't like to
deviate from the plan if we can avoid it, because that introduces
uncertainty also and going to cannibalization often causes you to
do exactly that, work out-of-station or different than you would
plan to work.

Mr. NewsoN. I had interrupted you there to underscore that
point. Please go ahead.

Mr. SArcGeENT. The cannibalization—I think I was just about
through—has been a major impact to us, and it has been almost
invisible. It is not the sort of thing you see.

As long as you could solve it and go to another vehicle and get
that component, it was not obvious other than to us who had to do
it. :

Mr. NeLsoN. In the last two flights, 61-C and 51-L, did a good bit
of cannibalization go ahead in the preparation of those two flights?

Mr. SARGENT. Yes, it did. I don’t know how to quantify it. Dave,
can you quantify the amount?

Mr. OweN. Yes, and I think if you would allow me, George, do
you have the statistics on that? We can quote for you.

Mr. NeLsoN. While he is coming up, Mr. Sargent, I want you to
be thinking about if you have a dollar figure you want to recom-
mend for overall spare parts to be provided in the fiscal year 1987
budget.

Mr. SarGgeNT. I don’t have it with me, but I would be glad to
work on that with NASA.

Mr. NELsoN. I want it directly from you, not through NASA.

[The information follows:]
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SPARES COST

Premise

The orbiter spare parts budget must be structured to ensure spares
support the number of missions scheduled. The number of vehicles,
the number of units of the same part number in each vehicle, the
predicted failure rate for that unit, and planned flight rate are
all data elements used in the spares predictions analysis. Lockheed
has performed several independent analyses {which have been provided
to NASA KSC Logistics) that assessed spares levels of selected, high
cost parts, including items which have experienced cannibalization
action during SPC orbiter processing.

Budget Estimate

Based on a fleet of three orbiters, a projected build-up to twelve
missions per year starting with four flights in 1988, Lockheed's
estimate for the FY 1987 budget for orbiter spares to support
processing s approximately $150 miTTion.

This estimate does not include related logistics costs of repair,
repair parts or any other design center requirements that have been
submitted by other contractors and NASA, and represents only the
spares portion of an approximately $260 million orbiter logistics
budget required in FY 1987.

ATTACHMENT B-1
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Mr. SArRGENT. I will do my best. I am not sure I have access to
dollar numbers for components. I am not sure I have any visability
to the dollar number. I think I can take a good cut at what the
types and level of spares should be and perhaps can get to a dollar
number.

Mr. NeLsoN. If you could give a percentage figure on what might
be the increased cost as a result of cannibalization—are we talking
about a 10-percent increase, a 5-percent increase in cost and so
forth.

This is going to be important to us as we look to the future
trying to solve this problem.

Mr. Owen.

Mr. OWEN. Yes, sir. The data is on the STS-32. We had 73 canni-
balizations during that process.

Mr. NEeLsoN. Which one was STS-32? What was the mission
number?

Mr. OweN. STS-32 was 61-C.

On 51-L we had 25 cannibalizations.

Mr. NELsoN. And how much was on 61-C?

Mr. OwEeN. Seventy-three.

Mr. NeLson. OK. Seventy-three on 61-C, which was the January
12 flight, and on 51-L you said 25 parts were cannibalized?

Mr. OweN. Yes, sir.

Mr. NELsoN. I had information that 45 of 300 required parts were
cannibalized, which is about 15 percent.

Mr. OweN. Well, we had a requirement of 42—is that correct,
George?

Mr. NeLsoN. Well, it doesn’t make any difference. The fact is
that it is a sizeable slowdown, a sizeable extra amount of work.
Whether it was 25 parts or 45 parts, it is sizeable.

Mr. OwgN. The disparity in the numbers, Mr. Nelson, is my quo-
tations were LRU’s. The cannibalization of LRU’s and their report
to all the hardware across-the-board.

Mr. NeLson. I thought I understood all the acronyms, but I don’t
know what LRU'’s are.

Mr. SARGENT. Line replacement unit.

Mr. NeLsoN. Looking at 51-L, was there anything in the process
of the cannibalization of those parts, anything that was unusual,
particularly stressful?

Share with us any of your information.

Mr. SARGENT. As related to cannibalization? No, sir.

Mr. NELsoN. How about 61-L?

Mr. SarGENT. I don’t recall anything that would cause a stressful
situation because of that. We always have had trouble, as you prob-
ably know, in our close-outs of the aft section because of the engine
components, pump replacements, those type things, and we spend a
lot of time and effort back there when we get into that situation.

We have a tendency to spend a lot of time back there and are
very careful when we close that out. Probably there are some cases
of it around, but I don’t know what they are.

Mr. NELson. OK.

Mr. Chairman, we will be following up in our subcommittee,
which is a very important part about the future effectiveness, cost
efficiency, and ability to operate in the system so that they don’t
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have to constantly worry about making mistakes and so forth be-
cause they have gone back, had to retest something because they
have cannibalized.

Let me end with one further question.

When we get back to flying again, Dr. Fletcher has said—al-
though he hasn’t said definitively—but he is talking about within a
few years that we are going to be at the rate of 12 flights a year.

And the question is, you gave us some new information here
today where you said that you are going to be recommending to
NASA three shifts, 24 hours a day, 7 days a week.

Is the current work force going to be adequate? Are the current
procedures going to be adequate or are we going to see significant
changes there?

Mr. SARGENT. | think that the current procedures are adequate
to do this. We will have to add to the work force, of course, to do it.

As far as the stability of the program, it will definitely require
more management attention than we had before, so actually, the
cost of management will increase.

It doesn’t necessarily provide the most efficient way that you
would perform this type of operation, because at certain points in
time, due to schedule, you have got more work than you can actu-
ally cover with the numbers of people, but when you get one in
orbit and another on the launch pad, in that sequence it becomes
an intricate schedule of training and certification and these type
things that have to take place, so we will be a much busier center
around the clock.

Mr. SARGENT. It will be a selective three shift. In fact, I don’t be-
lieve Morton Thiokol would have to work three shifts.

If I could get back to the spare parts for a second, I should have
mentioned that the SPC is not responsible for the spare parts fund-
ing or identification.

We, nevertheless, will take that action laid on us.

Mr. NeLsoN. The reason I asked you is that you are the one who
is directly affected by the lack thereof.

Mr. SARGENT. I agree entirely, and 1 am delighted to respond to
that.

Mr. NELsON. Thank you, Mr. Chairman.

Mr. Rok. The Chair recognizes the distinguished gentleman from
California, Mr. Packard.

Mr. PackArp. Thank you, Mr. Chairman.

The entire discussion this morning on several aspects weaves to-
gether, I think, a deep concern that came out rather clearly in our
hearings 2 or 3 weeks ago, and they all seem to be interrelated—
the cannibalization problem that extends into the overtime prob-
lem, but there were other overtime problems inherent within itself,
and the problems that that was creating on the—on personnel.

Let me ask—first of all, on the cannibalization, it appears to me
that if our cars and other pieces of equipment are standard proce-
dure, any time you have a factory-installed piece of equipment it
generally operates better and is generally perceived to be safer and
better, and when we continually move or do field replacements, it
tends to open up the possibilities greater for safety factors, and
that is of deep concern.
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Were any of the cannibalized items in flights 61-C and 51-L—
were those critical items? How did they list on the criticality list?
[The information follows:]

61-C AND 51-L CANNIBALIZATIONS

Ttems Removed and Replaced Through Cannibalization on 51-L (STS-33/0V-099)

The following list reflects that during the processing cycle of 51-L for
the January 28, 1986 launch, there were 25 cannibalization actions {parts
removed from another orbiter). There were several items that had
multiple cannibalizations; such as heavy weight heatshields which had
three cannibalizations. (Note: The reason for this is there were only
two full sets of this configuration of the space shuttle main engine
(SSME) heatshield within the program at that time.) Therefore, there are
only 16 unique parts listed on the attached chart with the number of
cannibalizations for the 1listed part identified under QTY (quantity)
cotumn. Of the 16 unique parts, one was identified as Criticality 1 and
two as Criticality IR.

NOMENCLATURE PART NUMBER CRITICALITY qQry
FUEL CELL MC464-0115-3001 1R 01
PAYLOAD DATA INTERLEAVE MC476-0136-0004 * 01
ORBITER MAMEUVERING SYSTEM CONTROLLER MC621-0009-0125 * 01
NOSE LANDING GEAR TIRE MC194-0007-0002 1 02
PURGE SYSTEM TUBE FITTING MD273-0025-1006 * 04
PREFORMED SEAL MD273-0026-0006 * 04
CONNECTOR ME273-0125-0004 * 01
PURGE SYSTEM TUBE FITTING ME273-0127-0004 * 01
LIQUID LEVEL SENSOR SV766516-2 * 01
LEFT HAND INBOARD ELEVON PLUNGER V070-198259-001 * 01
THERMAL BARRIER SEAL V070-298108-013 * 01
THERMAL BARRIER V070-298116-005 * 01
EXTRAVEHICULAR ACTIVITY HATCH COVER V070-316319-009 * 01
PURGE SYSTEM TUBE V070-385018-001 * 01
RIGHT HAND WING DUCT V070-385190-004 * 01
HEAVY WEIGHT ENGINE HEATSHIELD V070-410364-001 1R 03

*  PART NOT IDENTIFIED IN ORBITER VEHICLE OPERATIONAL CONFIGURATION CRITICAL
ITEMS LIST, STS82-0039A, AS CRITICALITY 1, 1R, 2 or ZR.

1 ATTACHMENT B-2
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Items Removed and Replaced Through Cannibalization on 61-C (STS-32/0V-102)

The following Tisting identifies the parts that were required through
cannibalization to ready the 0V-102 for mission 61-C which was launched
January 12, 1986. Identified are 51 unique par{ numbers which represent
a total of 73 cannibalization actions. These are shown in the QTY
(quantity) column on the far right side of the sheet. It may be noted
that some of the names are the same (for example, tape meters), but
require separate part numbers due to a unique functions or configuration.

0f the 51 unique parts, one was identified as Criticality 1, six as
Criticality 1R, one as Criticality 2, and one as Criticality 2R.
NOMENCLATURE PART NUMBER CRITICALITY qry
LIQUID OXYGEN CURTAIN ATTACH PLATE V070-415322 * 01
HEATER LINE 40V62HR308 * 01
BORON TUBE 70B2010-1 * 02
BORON TUBE 70B2010-4 * 01
ANTI-SLAM VALVE 73325300 * 02
AUXTLIARY POWER UNIT CONTROLLER MC201-0001-0055 * 02
AUXILIARY POWER UNIT INSULATION MC271-0080-0932 * 01
LEFT HAND WING RELIEF VENT DOOR MC284-0539-0004 * 01
DISPLAY DRIVER UNIT MC409-0023-0003 1R 01
HEADS UP DISPLAY ELECTRONIC UNIT MC409-0096-0012 * 01
PILOT DISPLAY UNIT MC409-0096-0021 * 01
SURFACE POSITION INDICATOR MC432-0221-0031 * 01
TAPE METER MC432-0232-0008 * 01
TAPE METER MC432-0232-0009 * 01
TAPE METER MC432-0232-0010 * 01
TAPE METER MC432-0232-0012 * 01
TAPE METER MC432-0232-0015 * 01
TAPE METER MC432-0232-0017 * 01
TAPE METER MC432-0232-0018 * 01
AFT MASTER EVENTS CONTROLLER MC450-0016-0005 * 01
PULSE-CODE MODULATION MASTER UNIT MC476-0130-0708 2R 01
CENTRAL PROCESSING UNIT MC615-0001-0209 1R 02
INPUT/QUTPUT PROCESSOR MC615-0001-0312 1R 03
MULTIPLEXER/DEMULTIPLEXER MC615-0004-5310 1R 01
MULTIPLEXER/DEMULTIPLEXER MC615-0004-6110 1R 03
DISPLAY UNIT MC615-0006-0112 * 03
EXTERNAL TANK PURGE FLEXLINE ME271-0100~0002 * 01
ATRLOCK DUCT ME276-0037-0012 * 01
INSULATION BLANKET ME364-0014-0001 * 01
INSULATION BLANKET ME364-0014-0002 * 01
INSULATION BLANKET ME364-0014-0004 * 03
LEFT HAND WING SPAR INSULATOR v070-190307-001 * 01
RIGHT HAND WING SPAR INSULATOR V070-190313~002 * 01
LEFT HAND INBOARD ELEVON PLUNGER v070-198259-001 * 01
EXTRAVEHICULAR ACTIVITY HATCH COVER V070-361319-009 * 01
BLANKET FITTING ASSEMBLY V070-362459-001 * 01
PURGE/VENT/DRAIN DUCT COVERT V070-384143-005 * 01
PAYLOAD BAY DUCT ASSEMBLY V070-384196-006 * 01

ATTACHMENT B-2
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NOMENCLATURE PART NUMBER CRITICALITY qQry
PURGE/VENT/DRAIN DUCT RETAINER v070-384291-001 * 02
PURGE/VENT/DRAIN DUCT RETAINER V070-384292-001 * 02
PURGE/VENT/DRAIN DUCT RETAINER V070-384293-001 * 02
PURGE/VENT/DRAIN DUCT RETAINER V070-384293-002 * 02
HEAVY WEIGHT ENGINE HEATSHIELD V070-410364-001 1R 03
HYDROGEN VENT PORT V070-454720-004 2 01
BUNGEE ASSEMBLY v070-510101-008 1 01
NOSE GEAR LANDING ASSEMBLY V070-510502-015 * 02
CLOSEQUT PANEL V070-731502-004 * 01
SUPPORT ASSEMBLY V544-366206-001 * 04
SUPPORT ASSEMBLY V544-366207-003 * 01
ROD END ASSEMBLY V070-350200-001 * 01
PURGE/VENT/DRAIN DUCT V070-385116-003 * 01

* PART NOT IDENTIFIED IN ORBITER VEHICLE OEPRATIONAL CONFIGURATION CRITICAL
ITEMS LIST, STS82-003%9A, AS CRITICALITY 1, 1R, 2 or 2R.

3 ATTACHMENT B-2
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Mr. OweN. Sir, I can’t respond to that one specifically, but I
would propose to say that probably most of them in every case
would probably be a criticality-1 item.

Mr. PACKARD. So, each of them had significant potential for prob-
lems if, in fact, it resulted in malfunctioning.

On the overtime, you indicated that there would be—to correct
that there would be a substantial increase in personnel as we get
toward launch again.

Dr. Fletcher has indicated that we will at least begin to launch
at a rate of 12 per year, and you have indicated that that will—
that we will need to have an increase of personnel, three continu-
ous T-day-a-week shifts.

We were running at about 15 flights a year at the time, trying to
move up to 24, and that created a significant pressure on the sched-
uling.

How long did—during that high period of overtime—how long
did any single shift work on a continuous basis?

Mr. OweN. Well, if you talk about a total shift working, I would
say that it would be—if we talk by shift it would be the Morton
Thiokol area where we had the people over there involved in stack-
ing in 12-hour shifts.

Nfr;) Packarp. How long did any specific individual work continu-
ously?

Mr. OweN. I don’t have that data in front of me to refer to. I do
have the data.

Mr. KENNEDY. In the case of the SRB stacking operation which
does work 12-hour shifts, that is worked for 1 week. We complete
the stack of both SRB’s in 1 week.

The rest of that month they are on normal 8-hour shifts.

Mr. Packarp. I would have to assume that in those 12-hour
shifts there were some critical people as we would delay flights and
look for a flight the next day—sometimes, in one case, seven cases,
we delayed the flight—that some critical people would be there
probably much more than a shift would be. Is that correct?

Mr. KENNEDY. No, sir, not in our case. We limit our people to 12
hours in any one 24-hour period.

Mr. Roe. Can the gentleman suspend and we will go vote and
pick up with you when the committee returns.

Mr. PackARD. Fine.

Mr. Roe. The committee will recess and go vote, and we will be
right back.

[Recess.]

Mr. Roe. The Chair recognizes the gentleman from California,
Mr. Packard.

Mr. Packarp. Thank you again, Mr. Chairman. The point I
wanted to pursue a little bit was the interrelationship between the
cannibalizing, the overtime, et cetera, and the fact that you have
indicated that you intend to increase the personnel in order to ac-
commodate a 12-flight per year schedule with 3 orbiters, when we
were unable to accommodate, or certainly we did not have an in-
crease of personnel when we had a 15-flight and an increasing to
24 flights, and often delays that would delay the next flight or cer-
tainly impinge into the preparation for the next flight—how did we
accommodate—how could you accommodate when you now recog-
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nize that you have to have increased personnel to accommodate 12
flights per year with 3 orbiters? How were we able to do it?

Mr. OwEeN. Basically we responded in the overtime area to cover
the activities that were accomplished on Saturdays and Sundays,
and some extended into in-week overtime to perform the work that
was required to be done within the launch schedule that was given
us.
The idea of planned management on 7 days, three shifts, puts
you in a position to work the people on what you would consider a
normal 40-hour week, thereby to perform these tasks and in es-
sence give you some additional 20 percent or so work time within
the particular week for process.

Mr. Packarp. Now that we are shut down for a period of time,
how many of your current employees do you anticipate you may
lose before we fly again in another year and a half?

Mr. OweN. Well, we have been working some scenarios with our
customer, NASA, on this. We have been able to identify enough
work with the ongoing processing that we have today and that
breaks out into the orbiter processing that is continuing to go on.

The structural inspections that we have in line for us before we
fly again on all the orbiters—we have a backlog of some 377 vehi-
cle modifications that can be performed between now and the next
launch period.

We continue to work on our documentation system improve-
ments, our procedures and instruction improvements, more intensi-
fied training of the work force, and returning our ground systems
back to flight status, performing the enhancements on our GSE
and facilities.

We also have a pressure vessel recertification program. We have
some 1,800 pressure vessels that have to be recertified. We have
our total facility corrosion control plan that has to continue to be
worked. We have our Centaur modifications that we made on the
pads and the vehicles that have to be removed.

So what I guess I am saying is that we have identified a tremen-
dous amount of work that needs to be done and can keep our work
force intact, depending on—how successful NASA is with satisfying
this for their budget demands will depend on what kind of work
force that we have.

Mr. PAackARrD. So you do not anticipate an interim reduction in
the work force?

Mr. OweN. I say that—I can say that with tongue in cheek. Now
that we have the new launch date, we will have to look at that and
I am sure that we possibly will have a slight reduction. I just can’t
give you a figure on it.

Mr. PACKARD. In your testimony, at least your printed testimony,
you indicated you are looking at a program of stationizing, kind of
an assembly line type of thing where people stay in one station.

What is your impression of that?

Mr. OweN. We have implemented that and have had that for
quite some time. Our impression of it is it is very good. The people,
the employees seem to like it very well. This is, of course, imple-
mented in the OPF area, where we process the vehicle.

We like it because of the employees becoming familiar with just
certain sections of the orbiter where they are normally assigned
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work. We break them out into three different categories, the for-
ward, the mid and the aft sections, and the employees can become
better familiarized with that particular section and get more confi-
dent in their work.

Mr. Packarb. Before I leave the whole issue of overtime and can-
nibalizing, let me ask one last question in that area. If you had no
cannibalizing requirement, if, for all intents and purposes, each
shuttle was able to sustain its own component requirements, how
much overtime would you still have to have met the scheduling
that we were operating under at the time of the accident?

Mr. OweN. Sir, that would be just more a guess on my part, hut I
would say we could have probably eliminated the overtime—the
overtime that we worked by maybe 20 percent.

Mr. PackARD. So it certainly wouldn’t eliminate the overtime re-
quirements?

Mr. OweN. No, sir, absolutely not, but it was a big factor.

Mr. PACKARD. Are you saying then that the schedule was just too
ambitious?

Mr. Owen. A tremendous amount of work, you have to under-
stand, was to be accomplished during that period of time. We work
out programs with NASA and what have you to—and in this time-
frame for holidays, we were trying very much, and polled the
people and talked to them about the possibility of working added
overtime to try to get some of these missions and things behind us
so that they could have the holidays off. That was one factor that
did increase the overtime level somewhat during that period of
time.

We have had quite a few launch scrubs due to weather, as you
know. We also were caught where we had at least one flight that
was scheduled on a weekend.

Mr. Packarp. One last question, Mr. Chairman.

The Rogers Commission report describes on the Challenger mis-
sion, where the accident happened, how the critical liquid hydro-
gen 17-inch disconnect valve opened inadvertently through a proce-
dural error on the console. This had the potential of creating a ca-
tggtrophe in and of itself, but was not uncovered until after the ac-
cldent.

What procedures do you have for this type of an incident in
terms of reporting them immediately and what instructions do
your employees have in regard to these kinds of circumstances?

Mr. OwWEN. Sir, the procedure calls for, when an error is made by
anyone, that they report it and we put in a problem report immedi-
ately. This was a human error and the employee, the engineer
managing the console did not recognize that he had made an error,
so therefore a PR was not generated. It was only after data reduc-
tion that it was discovered that there had been an error made.

Mr. Packarn. And what would have been the outcome of that
error had the flight gone on as—without mishap?

Mr. OweN. That is somewhat subjective. A possibility, as you
said it could have been disastrous, but there is also a possibility
that it would not have, that it would have went ahead and
achieved the orbit.

Mr. Packarp. I think in conclusion, Mr. Chairman, it certainly
appears that with the myriads of concerns and problems in a varie-
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ty of areas, the O-ring discussion with all of its lack of testing or
inadequate testing for low temperatures that we discussed 2 or 3
weeks ago in our hearings, and the pressures of schedule, the prob-
lems of cannibalizing, it appears to me that an accident was almost
inevitable at some point in time, whether it be on 51-L or some
subsequent flight.

This certainly, this whole problem, unfortunate as it is, certainly
has given us a chance to evaluate what has to be done to put us
into a position where accidents are not an inevitability. 1 certainly
hope that we will make the proper moves to prevent any future in-
evitable accident such as this.

Thank you.

Mr. Rok. I thank the gentleman from California.

The Chair recognizes the distinguished gentleman from Florida,
Mr. Lewis.

Mr. LEwis. Thank you, Mr. Chairman.

What | am generally interested in is what type of inspection plan
do you overall have at SPC in respect to the initial setup, getting
the orbiter into position to go for a launch? What is the overall in-
spection system available? Who is responsible for signoffs—you
mentioned earlier, the gentleman from Thiokol, that you had an
excellent team and you worked integratedly, you were integrated
and worked as a great team.

Does Thiokol sign off and report to someone as the other systems
people sign off and report to someone? How is this generated into a
when we are ready to launch situation?

Mr. SARGENT. Let me try that.

The inspection system is designed to reinforce the design and the
processing package of requirements that are completely defined
and agreed to. Then there is in the case of Morton Thiockol, they
have their own quality assurance and their own inspectors for the
solid rocket motor and we have other inspectors in other areas. We
normally specialize so that the inspectors are able to learn and spe-
cialize in their job.

Along the way if there is anything that does not fit within that
package of requirements, it is flagged and there is paperwork gen-
erated which requires resolution before you can proceed.

Mr. LEwis. Does everything come to a stop there or do you work
around this—does this continue elsewhere as far as——

Mr. SARGENT. I think it would depend on where the thing was. If
you had several parallel tasks going not everything would stop but
you would not proceed with that discrepancy until the necessary
paperwork was processed to allow to proceed and accept that.

Mr. LEwis. What does SPC—how do they interface with the
actual pushbutton at the time of launch?

Mr. SArGeENT. The SPC is in the firing room. They are operating
most of the consoles. The SPC is also present in the room with the
senior NASA officials.

We also operate——the entire organization operates backup firing
rooms where the development contractors as well as the SPC and
NASA are present there so there is a lot going on at that time
during the final countdown, if I understood the question properly.

Mr. LEwis. That is correct.
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The gentleman from California asked you some questions on
overtime. We now have three orbiters. In order to meet an ambi-
tious schedule, do you strongly feel that we need a fourth orbiter
and ?how are you going to provide the manpower for that if neces-
sary?

Mr. SARGENT. Certainly a fourth orbiter would help the schedule
considerably, but there are other things that would enhance it. One
we mentioned is spare parts. That is a killer as far as schedule. Un-
planned modifications are very difficult for us. Several changes
would come down late in the schedule that we would have to plan
in and again work out of schedule.

I think those two are the main two. The unplanned work, and it
can be in the form of modifications or it can be a change in mani-
fest and the logistics.

Mr. LEwis. With the—do you feel that during the normal launch-
ing schedule, whatever normal launching schedule would be, that
you would require overtime in order to meet a launch; is it a stand-
ard operating procedure?

Mr. SARGENT. I think we will always have some overtime. There
are always situations where you want your specialists working on
resolving a problem, for instance, a launch abort, or where you
have to save the vehicle or where you have in the area of stacking,
where you need—once you have started a delicate or a potentially
hazardous operation, you need to keep going, so we never will get
away from overtime. In fact, in that case, I think you would not
want to.

Where we want to get away from overtime is where there is
normal shift work. One of the things we found that our people are
very dedicated and very motivated on the program and they will
work a good number of overtime hours, but where you come up
with an unplanned requirement where they have something
planned with the families and have to work overtime, that is
deadly. There will be critical areas that we will always be working
overtime.

Mr. LEwis. What do you do with an ambitious launching sched-
ule where you get to a point where regardless of whether or not
your people are loyal and highly qualified, they meet a saturation
point as far as needing rest? Are you in a position and is the SPC
strong enough to say, we stop now and hold for 24 hours before we
go again so our people can get some rest? Are you in a position to
do that?

Mr. SARGENT. I feel we are.

Mr. LEwis. Have you ever done it?

Mr. SARGENT. Not in the case of a launch, we have never been in
that position.

Mr. Lewis. Why not?

Mr. SARGENT. We have never found ourselves where we felt the
critical people in the firing rooms were in that mode. We have in
processing delayed a move out to the next station or something like
that because we felt we should delay it.

Mr. Lewis. I would like to talk about cannibalizing from one or-
biter to another. Once that happens, you pull a computer head or
what have you out of the orbiter and replace it with one from an-
other orbiter in order to continue moving and I have no objections
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to this; I am concerned about who is responsible for the reinspec-
tion and recertification of that part going back into the other orbit-
er, not the one being launched but the other orbiter.

Mr. SarcenT. That is the SPC. We would use the same proce-
dures as if a component had failed in that source of the part. When
we replace it, we would run through the same testing and accept-
ance that we would on any other.

Mr. Roe. Would the gentleman yield?

I think it is important to get into the record, who makes the deci-
sion to cannibalize in the first place?

Mr. SARGENT. I think that is primarily the NASA operations
folks at Kennedy, if you are talking about going to orbiter 3 and
removing——

Mr. Rok. It seems to me what is important to get on the record is
that we are dealing with 730 criticality items, No. 1.

Mr. Owens testified earlier to the point of view that when the
question was asked, well, of those items that have been cannibal-
ized, in his judgment were mostly criticality items and the answer
is, in his judgment, he thought they were. Then the second ques-
tion was asked, we are talking about whether we get the fourth or-
biter, we come back and say of the cannibalization that took place
tha:it each one of the three orbiters that exist have been cannibal-
ized.

I think that is No. 2 and No. 3, and following the gentleman
from Florida’s line of questioning is that the whole concern of the
quality testing which was Mr. Packard’s earlier thought process,
when you take a part out of something like taking it out of a
brand-new automocbile, it is not that simple in quality control to
just put a new part back in. That concerns the committee, and No.
4, what is concerning the committee was the point when the devel-
opers of the hardware came back and expressed unanimously their
concern with the umbrella process we are talking about because
they felt that part of the quality control was lost in that transition.

I think basically that is where we are coming from in that line of
questioning. What kind of answer do we get? Who decides to canni-
balize the part and then does the responsibility go back to your
team to replace it? How does that work and how many parts are
cannibalized?

Mr. SARGENT. Many parts are cannibalized. I think it is the deci-
ston of when, literally, to remove a line replaceable unit is the
NASA folks at Kennedy.

Mr. RoE. You have no authority whatsoever to take any part off
any machine without the approval of NASA?

Mr. OweN. That is correct. We apprise them of the situation be-
cause NASA has the responsibility to furnish the parts.

Mr. Roe. Do they have to give you permission, is what I am
trying to get at?

Mr. OWEN. Yes; absolutely.

Mr. Rok. Do you request it——

Mr. OweN. We request permission to remove a part, they concur
with it and also the development contractor who is responsible for
furnishing the spare parts, the logistics contractor has to sign off
and approve it; he has to justify to NASA that there is no other
way to supply that part.
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Mr. Roe. Are we saying, No. 1, that NASA itself, somebody
there, decides that a part can be cannibalized?

Mr. OweN. That is correct.

Mr. Rok. You follow that procedure?

Mr. OweN. Absolutely.

Mr. Rok. Then the contractors who are providing the proprietary
equipment, they are notified that that part is going to be cannibal-
ized and it will have to be replaced with a spare part and the pro-
prietary contractor has to certify, is that the process?

Mr. OwegN. No, sir. We make a demand for the part from our
own logistics organization. If we have a spare part in our logistics,
then we can use that to satisfy the item. If we do not have it there,
then we request it from the development contractor, normally
Rockwell, that has the logistics support contract, a demand for that
part. They then look in their supply system they have, either pipe-
line or vendor source or whatever it is and give us a date or a time
that they can have a part onboard.

If that will not satisfy the requirement, then this is reported to
NASA. We are asked for a decision from them about whether to
cannibalize a part or what we should do. They make the decision
where it would come from, pick the vehicle which we take the part
from and make the decision depending on where it is in the process
and what has been tested or not tested.

Mr. Rok. Can you provide either now or for the record, of the
three existing orbiters, which I think is a very important question,
of the three existing orbiters, how many parts have been cannibal-
ized and how many parts are we short on making those three units
whole? Can you provide that for the record?

Mr. OweN. I don’t have the data with me, but we can certainly
provide it to you, and we will.

Mr. Rok. I particularly want that information. I think it is very
important.

[The information follows:]
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CANNIBALIZATIONS ON REMAINING THREE ORBITERS

The following Tistings of parts cannibalized from the remaining three orbiters
since their latest flight, and the parts missing from each of the orbiters as
of July 16, 1986, are provided. As identified on the listings of missing
parts, some items were removed for reasons other than cannibalization (e.g.,
shipment to a maintenance location for repair or modification). These parts
shortages are reviewed with NASA and Rockwell on a daily basis.

0v-102

The latest mission of Orbiter 0V-102 was flown on January 12, 1986.
Since that date, no parts have been cannibalized from 0V-102 to support
the processing schedule of other orbiters. 0V-102 is currently under-
going processing in preparation for transfer to Vandenberg Air Force
Base. As a result of the processing activity, on July 16, 1986, there
were seven parts missing which did not include wmiscellaneous small parts
(i.e., nuts, bolts, brackets). One of these parts is listed in the NASA
Critical Items List (CIL) as a 2R.

Parts Removed From OV-102 for A1l Reasons and Missing as of 7/16/86¢

NOMENCLATURE PART NUMBER CRITICALITY qry
PULSE-CODE MODULATION MASTER UNIT MC476-0130-0708 2R 01
LEFT HAND PANEL V070-190607-025 * 01
PANEL ASSEMBLY V070-454848-002 . 01
ANTENNA ASSEMBLY V070-742560-017 * 01
ANTENNA ASSEMBLY V070-742560-020 * 01
POWER CONTROL ASSEMBLY V070-765310-007 * 01
POWER CONTROL ASSEMBLY V070-765600-001 * 01

*

PART NOT IDENTIFIED IN ORBITER VEHICLE OPERATIONAL CONFIGURATION CRITICAL
ITEMS LIST, STS82-0039A, AS CRITICALITY 1, 1R, 2 or 2R.

1 ATTACHMENT B-3
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0v-103

The latest mission of the Orbiter 0V-103 was flown on August 27, 1985,
Since the next scheduled mission {before the accident) was the Vandenberg
mission and Orbiters 099, 102, and 104 were scheduled to fly before the
VLS scheduled launch date, Orbiter 103 became the primary vehicle from
which parts were cannibalized. This is the reason for the unusually high
number of parts cannibalized. The last section of this listing shows the
number of parts that were missing as of July 16. There are 14 unique
part numbers which represent 29 items which had not been replaced.* Five
of the 14 part numbers are listed in the NASA Critical Items List as IR.

. In some cases (for example, the fuel cell), there are more parts
missing than were cannibalized which resulted from an additional two
being removed for problem reports (i.e., hardware failure).

Cannibalizations from OV-103 since last launch on 27 August 1985:

CRITI- MISSING

NOMENCLATURE PART NUMBER CALITY QTY (7/16/86)
LIQUID SENSOR SV766516-2 * 01 **
FLIGHT ACCELERATION SAFETY CUTOFF

SYSTEM BOX 4095004-5005 * 01 *x
HEATER LINE 40V62HR308 * 01 *x
BORON TUBE 7082010-1 * 01 **
BORON TUBE 70B2010-301 * 01 holed
BORON TUBE 70B2010-4 * 02 **
ANTI-SLAM VALVE 73325300 * 01 *x
AUXILIARY POWER UNIT CONTROLLER MC201-0001-0055 * 02 **
AUXILIARY POWER UNIT INSULATION MC271-0080-0932 * 01 haled
LIQUID OXYGEN RELIEF VALVE MC284-0406-0002 iR 01 **
UNDERLOADER VALVE MC284-0438-0001 1R 01 **
LEFT HAND WING RELIEF VENT DOOR MC284-0539-0004 o 01 02 ###
DISPLAY DRIVER UNIT MC409-0023-0002 1R 01 holel
DISPLAY DRIVER UNIT MC409-0023-0003 1R 02 01
KU BANK OEPLOYMENT ASSEMBLY ) MC409-0025-3005 1 01 *x
HEADS UP DISPLAY ELECTRONIC UNIT MC409-0096-0012 * 01 *x
PILOT DISPLAY UNIT MC409-0096-0021 * 02 *k
SURFACE POSITION INDICATOR ¥C432-0221-0031 b 01 bkl
TAPE METER MC432-0232-0008 * 01 0l #
TAPE METER MC432-0232-0009 * 01 01 #
TAPE METER MC432-0232-0010 * 01 01 #
TAPE METER MC432-0232-0012 * 01 01 #
TAPE METER MC432-0232-0015 * 01 01 #
TAPE METER MC432-0232-0017 * 01 01 #
TAPE METER MC432-0232-0018 b 01 01 #
AFT MASTER EVENTS CONTROLLER MC450-0016-0005 * 01 **
FUEL CELL MC464-0115-3001 1R 01 03 ##
PAYLOAD DATA INTERLEAVE MC476-0136-0004 * 01 *k
CENTRAL PROCESSING UNIT MC615-0001-0209 1R 03 *x
INPUT/QUTPUT PROCESSOR MC615-0001-0312 IR 03 **
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NOMENCLATURE

MULTIPLEXER/DEMULTIPLEXER

MULTIPLEXER/DEMULTIPLEXER

MULTIPLEXER/DEMULTIPLEXER
DISPLAY UNIT

ORBITER MANEUVERING SYSTEM
CONTROLLER

BOLT

NUT

WASHER

WASHER

PURGE SYSTEM TUBE FITTING
PREFORMED SEAL

EXTERNAL TANK PURGE FLEXLINE
CONNECTOR

PURGE SYSTEM TUBE FITTING

ATRLOCK DUCT

ATRLOCK DUCT CLAMP

INSULATION BLANKET

INSULATION BLANKET

INSULATION BLANKET

HOSE, CLAMP

HOSE, CLAMP

NOSE LANDING GEAR TIRES
PULSE-CODE MODULATION MASTER UNIT
LEFT HAND WING SPAR INSULATOR
RIGHT HAND WING SPAR INSULATOR
LEFT HAND CARRIER PANEL

SUPPORT BRACKET

DEBRIS PANEL

DEBRIS PANEL

HOOK FITTING

EXTRAVEHICULAR ACTIVITY HATCH COVER
BLANKET FITTING ASSEMBLY
PURGE/VENT/DRAIN COVER

PAYLOAD BAY DUCT ASSEMBLY
SPACER

PURGE/VENT/DRAIN RETAINER
PURGE/VENT/DRAIN RETAINER
PURGE/VENT/DRAIN RETAINER
PURGE/VENT/DRAIN RETAINER

PURGE SYSTEM TUBE

AFT DUCT ASSEMBLY

FORWARD DUCT

HEAVY WEIGHT ENGINE HEATSHIELD
HYROGEN VENT PORT

BUNGEE ASSEMBLY

MAIN LANDING GEAR UPLOCK SPACER

MAIN LANDING GEAR UPLOCK SPACER
MAIN LANDING GEAR UPLOCK SPACER
NOSE GEAR LANDING ASSEMBLY
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PART NUMBER

CRITI~

MISSING

CALITY QTY (7/16/86)

MC615-0004-5310
MC615-0004-6110
MC615-0004-6210
MC615-0006-0112

MC621-0009-0125
MD111-4024-0622
MD114-3005-0006
MD153-1002-0006
MD153-5004-0006
MD273-0025-1006
MD273-0026-0006
ME271-0100-0002
ME273-0125-0004
ME273-0127-0004
ME276-0037-0012
ME277-0007-0009
ME364-0014-0001
ME364-0014-0002
ME364-0014-0004
NAS1922-0875-1H
NAS1922-0525-1H
MC194-0007-0002
MC476-0130-0708
v070-190307-001
v070-190313-002
V070-194122-001
V070-~194128-002
V070-336397-001
V070-336398-001
V070-366921-001
v070-361319-009
v070-362459-001
V070-384143-005
V070-384196-006
V070-384211-001
V070-384291-001
V070-384292-001
V070-384293-001
V070-384293-002
V070-385018-001
V070-385114-003
V070-385226-003
v070-410364-001
V070-454720-004
V070-510101-008
V070-510176-001
V070-510177-001
V070-510185-001
V070-510502-015

R ook Ok %k % X % % % ¥ F F % ¥ ¥ *

=

ol

ok F RO E= % % % K % K % % ok Ok % K ok ok ok K % % F DO

01
03
02
03

01
01
01
01
01
04
04
01
01
01
01

* K
ek
*k
*%

* %k
Fk
* %
%k
*k
*k
* %
*k
*%
*Kk
*k
*%
*k
*k
*%k
ok
*%
F*k
*k
*k
*%k
*%
*k
*%k
*k
*%k
*k
*k
* %
*%
* %k
*k
* %
*%
*k
*%*
*k
*%k
*%
*%k
F*k
*k
*%k
*%k
*k
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CLOSEOUT PANEL

GENERAL PURPOSE COMPUTER CABLES
GENERAL PURPOSE COMPUTER CABLES
SUPPORT ASSEMBLY

SUPPORT ASSEMBLY

FLOODLIGHT BRACKET WASHERS
PURGE/VENT/DRAIN DUCT SPACER
PAYLOAD SERVICE AREA HANDHOLD
LEFT HAND CARRIER PANEL

LEFT HAND INBOARD ELEVON PLUNGER
THERMAL BARRIER SEAL

THERMAL BARRIER

ROD END ASSEMBLY
PURGE/VENT/DRAIN DUCT

SPACER

SPACER

SHIM

SHIM

SHIM

SPACER

GENERAL PURPOSE COMPUTER CABLES
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V070-731502-004
V070-778231-201
V070-778232-201
V544-366206-001
V544-366207-003
v549-704023-001
V566-384010~001
V568-650783-001
V070-194121-001
v070-198259-001
V070-298108-013
V070-298116-005
V070-350200-001
V070-385116-003
v070-391118-001
V070-391118-002
V070-391120-001
v070-391120-002
v070-391120-003
v070-391121-001
V070-778233-201

¥ o o ok ok o ok Ok ok % Ok X ok K % Ak % % ¥ ¥ %

01 %
01 *k
01 *oxe
04 * %
01 *ok
03 *k
04 _k
03 *ok
01 dek
01 >k
01 *ok
01 K%k
01 *x
01 *k
01 *k
01 Kk
120 *x
24 %k
50 *ok
02 *k
01 ok

*  PART NOT IDENTIFIED IN ORBITER VEHICLE OPERATIONAL CONFIGURATION CRITICAL

ITEMS LIST, STS82-0039A, AS CRITICALITY 1, 1R, 2 or ZR.

** CANNIBALIZED PART REPLACED PRIOR TO 16 JULY 1986

#  TOTAL DELIVERED FLIGHT SETS LESS THAN THE NUMBER OF ORBITERS.

#% IN ADDITION TO THE ONE CANNIBALIZED, TWO FUEL CELLS WERE REMOVED DUE TO
PROBLEM REPORTS AND SHIPPED TO REPAIR.

### ONE VENT DOOR REMOVED DUE TO CANNIBALIZATION,

IN ADDITION VENT DOOR WAS
REMOVED DUE TO PROBLEM REPORTS AND SHIPPED TO REPAIR.
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Parts Removed From OV-103 for A1l Reasons {Including Cannibalization) and

Missing as of 7/16/86:

NOMENCLATURE

AUXTILIARY POWER UNIT

LEFT HAND WING RELIEF VENT DOOR
RADIO FREQUENCY ASSEMBLY
DISPLAY DRIVER UNIT

BRAKE VALVE

RE-INFORCED CARBON CARBON “T" ASSEMBLY

ANTENNA ASSEMBLY
ANTENNA ASSEMBLY
ANTENNA ASSEMBLY
PANEL

WASTE COLLECTION SYSTEM

FUEL CELLS

ORBITER MANEUVERING SYSTEM PODS

TAPE METER (SET)

PART NUMBER

MC201-0001-0201
MC284-0539-0004
MC409-0017-0003
MC409-0023-0002
MC621-0055-0019
V070-199806-020
V070-742560-018
V070-742560-019
V070-742560-020
MC434~0219-0005
MC282-0069-08XX
MC464-0115-3001
73A000000-XXXX

MC432-0232-00XX

*

1R
1R
1R
1R

*

=l

* % ok % % A %

CRITICALITY QTy

03 #, 444
02
07 #

* PART NOT IDENTIFIED IN ORBITER VEHICLE OPERATIONAL CONFIGURATION CRITICAL
ITEMS LIST, STS82-0039A, AS CRITICALITY 1, 1R, 2 or 2R.

# ITEMS CANNIBALIZED.
## ONE VENT DOOR REMOVED DUE TO CANNIBALIZATION.

WAS REMOVED DUE TO A PROBLEM REPORT AND SHIPPED TO REPAIR.

AN ADDITIONAL VENT DOOR

### 1IN ADDITION TO THE ONE CANNIBALIZED, TWO FUEL CELLS WERE REMOVED DUE TO

PROBLEM REPORTS.

ALL HAVE BEEN SHIPPED TO VENDOR FOR MODIFICATION.
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ov-104

The latest mission of Orbiter OV-104 was November 28, 1985, Since that
date, eleven unique parts numbers were cannibalized (13 items), two of
which are listed as Criticality 1R as identified in the NASA Critical
Items List as of July 16, 1986. There are nine unique parts missing (22
items), four of which are identified as Criticality 1R. These do not
include miscellaneous small parts (i.e., nuts, bolts, brackets).

Cannibalizations From OV-104 Since Last Launch on 28 Nov 1985:

CRITI- MISSING
NOMENCLATURE PART NUMBER CALITY QTY (7/16/86)
INPUT/0UTPUT PROCESSOR MC615-0001-0312 1R 01 **
TAPE METER MC432-0232-0008 * 01 01 #
TAPE METER MC432-0232~0009 * 01 01 #
TAPE METER MC432-0232-0010 * 01 01 #
TAPE METER MC432-0232-0012 * 01 01 #
TAPE METER MC432-0232-0015 * 01 01 #
TAPE METER MC432-0232-0017 * 01 01 #
TAPE METER MC432-0232-0018 * 01 01 #
EXTRAVEHICULAR ACTIVITY HATCH COVER V070-361319-009 * 01 **
RIGHT HAND WING DUCT v070-385190-004 * 01 *x
HEAVY WEIGHT ENGINE HEATSHIELD V070-410364-001 1R 03 01 #

Parts Removed for A1l Reasons (Including Cannibalization} and Missing as

of 7/16/86:
NOMENCLATURE PART NUMBER CRITICALITY QrY
AUXTLTARY POWER UNIT MC201-0001-0201 * 03
DISPLAY DRIVER UNIT MC409-0023-0002 1R 01
STARTRACKER MC431-0128-0013 IR 01
BRAKE VALVE MC621-0055-0019 1R 04
FORWARD FUEL PROBE 73A620089-1009 . 01
HEAVY WEIGHT ENGINE HEATSHIELD V070-410364-001 1R 01 #
SPACE SHUTTLE MAIN ENGINE RS007001-001 * 03
WASTE COLLECTION SYSTEM MC282-0069-0885 * 01
TAPE METER MC432-0232-00XX * 07 #

*  PART NOT IDENTIFIED IN ORBITER VEHICLE OPERATIONAL CONFIGURATION CRITICAL
ITEMS LIST, STS82-0039A, AS CRITICALITY 1, 1R, 2 or 2R.

** CANNIBALIZED PART REPLACED PRIOR TO 16 JuLY 1986.
#  TOTAL DELIVERED FLIGHT SETS LESS THAN THE NUMBER OF ORBITERS.
##  ITEMS CANNIBALIZED AND STILL MISSING.
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Mr. RoE. The gentleman from Florida.

Mr. LEwis. Thank you, Mr. Chairman.

In your presentation on page 7, you point out that the designated
verifier program is limited to noncritical ground support equip-
ment systems and facilities. Then we go to page 19 and you point
out, we are carefully reviewing the designated program with NASA
to ensure that it does not introduce weakness into the safety and
quality assurance program.

I think you would always have an ongoing review as far as qual-
ity assurance, but why are you concerned about safety if it is limit-
ed, as you pointed out, in support equipment and noncritical
ground support equipment?

Mr. SARGENT. One of the main things is to respond to the Rogers
Committee and review the designated verifier system and make
sure that is where we want to end up. We are satisfied that the
designated verifier program is properly implemented and utilized.

Mr. Lewis. Does the designated verifier take the place of an inde-
pendent inspector?

Mr. SARGENT. Well, in some ways you might say he does. There
are cases where designated verifiers are also the person doing the
work in a noncritical area such as checking air pressure in a tire
or something. You might have the tractor driver check the tire.
The penalty there would be if he failed to do his job right, we
would have time lost when you went to use the tractor.

Usually, the designated verifier effort is in those general areas
where it is not directly relatable to reliability or safety, and usual-
ly there are subsequent checks. It is usually a value-added check
that he is performing as opposed to a first-line quality or safety.

Mr. LEwis. Do you as a matter of procedure after each launch
have a critique as far as quality review pertaining to that launch
to see what mistakes could have been made or not made, and what
improvements that could be made for the next one?

Mr. SarGeNT. We go through the things that are anomalous, and
make sure we take care of them before the next approach.

Mr. LEwis. What levels are involved in this type of critique with
the SPC, management levels?

Mr. SARGENT. Usually at the director level.

Mr. LEwis. Are any line people involved in this at all?

Mr. KENNEDY. I can speak for the SRB, and the ET processing. I
am not that familiar with how the orbiter people do it. I think it is
similar.

We have what we call a postlaunch or, if we do it in sequences,
postoperation review, which consists of the safety, quality, oper-
ations people that actually did the work, the engineering people,
and the members of the LSS, the launch support system contractor
engineering staff, come into that. I attend those, and the supervisor
who is responsible for that phase of the operation. For instance, if
we stack the SRB’s, after the stacking of the SRB’s, that particular
set of SRB operations are reviewed by the supervisor who is re-
sponsible for the operation and the quality personnel who inspect-
ed it.

We go through and look at any anomalies, any what we call
problem reports, or PR’s, that are written during that flow, evalu-
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ate what the resolution of them was and assure that they don’t
happen again.

In the case of problem reports, there is a documentation system
which requires corrective action to be established on the problem
reports. If it turns out that we had a defective part that was fur-
nished by a development contractor which we had to either replace
or to get what we call a material review board action on, that is
documented and given back to the development contractor as a
piece of paper, and he has responsibility to NASA to respond to
that through a cause and corrective action that says what he is
going to do to prevent a similar defective part from reaching the
field again.

It is an elaborate quality control paperwork control system. We
review those, what was done well or not well, what we need to
change, either the procedures or the processes, before we do the job
again; and any open items from previous reviews that have not
been taken care of. We do that on every flow of the SRB or ET and
there are six operations.

We are stationized and that same job is done repetitively in those
stations so when we complete a job at a given station we have a
postoperations review of those activities on that set of hardware.

Mr. Lewis. I certainly don’t want to beat this particular area to
death, but after the recovery of the SRB’s, is that also part of the
quality review that you just mentioned?

Mr. KenNEDY. No, sir. The SRB’s are recovered by the SPC,
brought back to land and removed from the water and placed in
handling equipment; but the actual inspection, the postflight in-
spection of that hardware is done by the development contractor
engineering teams and not by SPC.

Mr. LEwis. I guess after all these months, I still have not been
able to pin down the problem with that field joint, Mr. Chairman,
and I guess I won't be able to pin it down here, but what has the
safety record of the SPC been that you have, Mr. Sargent, com-
pared to the record prior to your contract?

[The information follows:]
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SAFETY RECORD COMPARISON

Data available to the SPC team reflects a significant reduction in the
number of reportable mishaps (damage exceeding $500) since the SPC team
assumed the Shuttle processing responsibilities from the development
contractors.

There has been a dramatic increase in the amount of ground processing
activity at Kennedy Space Center since the transition to the SPC concept.
Since SPC took over, there has been significant increase in the number of
launches per year, the number of orbiters being processed (one to four
orbiters), the number of Mobile Launch Platforms (MLPs) in use (one to
three MLPs), and the number of launch pads in use (one to two) over the
entire period of time. For example, during mid-1982, the element
contractors were processing one orbiter, using one MLP, and one launch pad.
There were three launches in 1982. During mid-1985, LSQC was processing
four orbiters, using three MLPs and two launch pads. There were nine
highly successful launches in 1985.

The ground safety record at Kennedy has improved dramatically since the SPC
team began processing shuttles. Government data reflects a favorable
comparison to the record prior to the SPC contract. Our average monthly
reportable mishap since transition is 1.48 per month while the previous
contractors experienced a monthly rate of 3.179 prior to transition when
the processing rate and amount of flight hardware were much lower. As I
have said before, any mishap is unacceptable and we are pressing hard in
our effort to drive our rate as close to zero as possible.

ATTACHMENT C
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Mr. SARGENT. I believe it is much improved over the prior con-
(tiract. Of course, there are several ways that you can count inci-

ents.

The workload has continued much, is much higher. We had four
orbiters, two pads, three mobile launch platforms.

When you consider all that and the additional work that was
going on the rate—Ilet’s see, if I have some parameters—it was at
2.6 incidents per launch at the end and I don’t recall, something
like an eightfold.

I am not certain of that number, but it was about eight times
higher prior to our acceptance. It has dropped dramatically. We
are still not satisfied with it, but it has improved dramatically.

We have an incident error review board where every incident is
reviewed by the managers led by the head of safety and quality as-
surance.

They review the corrective action, the situation involved in the
incident, and it is presented weekly to my staff. We go through
every incident that has happened that week, the circumstances
behind it and look for reasons why lack of training or poor proce-
dures or whatever, so we work very hard at that safety record.

Mr. LEwis. Have you reviewed at this point—have you reviewed
with NASA as to what you think is a reasonable launch schedule
that can be adequately met by your manpower to provide the safest
launch possible?

Mr. SARGENT. Well, we have had discussions—I guess we haven’t
reviewed a conclusive number where we sat down and made sure
we both agree on all parameters, but we have looked at somewhere
in the neighborhood of 12 per year, but that has got some ringers
on it.

It has the requirement to improve the spare situation and it is
going to require that we work on in-plant modifications and do
block incorporations rather than have them come in incrementally
at the last minute and throw us off pace.

We would agree 12 per year with those provisos, but we haven’t
sat down and had a formal agreement on what the number would
be.

Mr. LEwis. Thank you, Mr. Chairman.

Mr. Chairman, Mr. Sargent mentioned the availability of spare
parts, and I recall several weeks ago that I believe there was some
testimony somewhere in the record about there were no problems,
that there were sufficient spare parts.

Mr. Rok. Particularly, that is not accurate.

The Chair recognizes the gentleman from Pennsylvania, Mr.
Walker.

Mr. WALKER. | have a document here that I want to review with
our witnesses.

I think it might be better for us to vote and come back to my
questions, because I don’t want to break off.

Mr. SENSENBRENNER. Mr. Chairman, just for the record, I have
no questions.

Mr. Roe. We will recess for the vote and then come back and go
into the questions of Mr. Walker.

[Recess.]
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Mr. RoE. The committee will reconvene, and the Chair recognizes
the distinguished gentleman from Pennsylvania, Mr. Walker.

Mr. WaLKER. I have found in these hearings sometimes we can
focus best on complex problems by looking at specific examples,
and I have one here that I would like to follow through a little bit,
Engineering Awareness Bulletin E9, dated 22 August, 1985, which
is entitled “Part Substitution.” I ask unanimous consent that that
memo be included in the record at this point and that it be provid-
ed to the members and to the witnesses.

Mr. Roe. Without objection, so ordered.

[The information follows:]

N ES 08/22/85

ENGINEERING AWARENESS BULLETIN

PAKTS BUBSTITUTIOK

THE FOLLOWING GUIDELINES ARE TO BE FOLLOWED wWHEN REPLACING
STANDARD HARDWARE WITH SUBSTITUTION PARTS. ALL GUIDELINES APPLY
TO GSE AS WELL AS FLIGHT HARDWARE UNLESS OTHERWISE NOTED. ‘

% ALWAYS CONSULT YOUR SUPERVISOR AND MANAGER BEFORE INITIATING
A CONFIBURLTION CHANGE WITH A SUBSTITUTE PART.

% BE SURE THE REPLACEMENT PART IS AS STRONG/SAFE AS THE DESIGNZD
PART. THIS MAY REQUIRE STRESS ANALYSIS.

¥ MAKE SURE YOU UNDERSTAND ALL OF THE POTENTIAL EFFECTS OF THE

CHANGE. MANY TIMES IT IS EASY TO FOCUS IN DN ONE PRODLEW AND
?VE?LHIEJO‘_F A POTENTIALLY HAZARDOUS SITUATION WHICH MAY F{SU_
NDIRECTLY

* ALWAYS WRITE A TYPE "A' TPS TO FABRICATE ANY PART {INCLUDING
GSE} DR TO REPLACE FLIGHT EQUIPMENT WITH A SUBSTITUTE PART. |
APPROPRIATE WRB ACTION WILL BE REQUIRED FOR ANYTHING LEFT ON
THE VEHICLE.

% TAKE ADVANTAGE OF THE LES SHOP FOR MINOR FABRICATION WORK.

DO NDT USE SUBSTITUTE PARTS WHICH ARE READILY AVAIBLE BUT
SUBSTANDARD.

¥ USE GDODD ENGINEERING PRACTICE WHEN MAKING A CHANGE. REMEMIER
1T'S YOUR NaME THAT GDES ON THE PAPER.
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Mr. WALKER. As you look at this particular bulletin, I would ask
the witnesses whether or not you recognize the document, and is it
an accurate copy of an engineering awareness bulletin issued by
the Lockheed Space Operations Co. to employees working on the
SDS at the Kennedy Space Center?

Mr. Sargent.

Mr. SARGENT. No, sir, I don’t recognize it at this glance.

Dave, do you?

Mr. OweN. I don’t.

Charlie?

Mr. SARGENT. Mr. Charlie Floyd, the Systems Engineer, does.

Mr. Froyp. Without having a perfect memory, it appears to be
correct. This appears to be a bulletin we issued at that time. There
was some follow-up discussion on this subject that we had later and
a policy change was made relating to fabrication of flight hardware
which had been done in some cases.

Mr. WaLkER. This memo is no longer operative?

Mr. Froyp. Not in its complete context, no.

Mr. WALKER. Let’s explore that a little bit and find out just ex-
actly what we have got here.

Are there standard procedures for qualification and certification
of man-rated flight hardware?

Mr. SARGENT. Yes, sir, there are.

Mr. WaALKER. Do those standard procedures include a comprehen-
sive engineering analysis of new designs and modifications?

Mr. SARGENT. Yes, sir, they do.

Mr. WALKER. Do they include engineering standards for the ma-
terials used to ensure strength?

Mr. SARGENT. Yes, I believe they do.

Mr. WALKER. Do they include adequate testing to ensure safety
of the crew?

Mr. SARGENT. Yes, sir.

Mr. WaLkier. Do they include quality assurance procedures to
assure that the parts are built, processed and installed in accord-
ance with all design specifications?

Mr. SARGENT. Yes, sir.

Mr. WALKER. And isn’t there usually a requirement that all
parts of man-rated systems have a written pedigree that starts
with design and flows through design testing, fabrication, quality
assurance, testing, and installation?

Mr. SARGENT. I am not certain all parts. I believe that is correct,
sir.

Mr. Froyp. That is generally correct, yes.

Mr. WALKER. That is generally correct?

Mr. FLoyp. Yes; I don’t know if it is 100 percent correct. I don’t
know of any specific examples where it is not correct, either.

Mr. WALKER. So we can assume that that is the case; that you
have a written pedigree for each part you use in a man-rated
system?

Mr. SARGENT. I believe that is correct.

Mr. WaLkir. Well, when you look at this engineering awareness
bulletin, it says nothing at all about engineering analysis, design
testing, quality assurance, paper trails or safety concerns.

Are those the modifications that were made?
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Mr. Frovn. Well, the changes made to this in a subsequent
review after some discussion with specifically the Rockwell Downey
development contractor, the LSSC at KSC, and with the NASA En-
gineering Director, Mr. Lambert, the NASA KSC, a subsequent bul-
letin was put out that updated this to say that no fabrication of
flight components would be done at KSC without prior approval of
the NASA Engineering Director, the LSOC Engineering Director,
the Rockwell LSSC Engineering Director, and the NASA JSC on-
site resident office rep.

Mr. WaLKER. When was that memo put out?

Mr. Froyp. I don’t know the exact date.

Mr. WALKER. Approximately when?

Mr. FLoyp. Probably a couple of months after this one.

Mr. WALKER. So we had 2 months where this memo was opera-
tive at least?

Mr. Froyp. Yes.

Mr. WALKER. And during that time we had fabrication taking
place and parts under the standards as set forth in this memo?

Mr. Frovp. If there were any that were attempted, it would have
been done under that policy.

Mr. WaLker. Under the policy described in this memo?

Mr. FLoyp. Right.

The fabrication of parts at KSC was virtually nonexistent. There
had been a few cases made prior to the SPC transition when it was
Rockwell on both ends of the house. Those constituted no problems
on the surface.

Once a transition took place and LSS was-—excuse me—a LSOP
or SPC was responsible for that processing, we did have to go back
and reinforce with some of our people that that policy, which
might have been allowed in some cases before, was no longer al-
lowed.

Mr. WALKER. Let me ask, first of all, that you provide for the
record a copy of the memo that updated this memo.

Mr. Froyp. OK.

Mr. WaALKER. We want that for the record, certainly.

[The information follows:]
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ENGINEERING AWARENESS BULLETIN NO. E-9

The attached Engineering Awareness Bulletin No. E-9, dated 8/22/85, was
generated as a reminder to SPC Engineering personnel that special considera-
tions were required in those rare cases where fabricatign or substitution of
parts was dictated to accomplish processing requirements. It was precipitated
by discovery that a replacement Ground Support Equipment (GSE) part had been
fabricated as a "shop aid" from a drawing generated at KSC.

An Engineering Awareness Bulletin is a SPC internal document used to "high-
light or amplify" some aspect of our processing where we have found problems.
It does not change any Standard Practice Instructions (SPIs) which dictate the
rules and regulations associated with work documentation and work authori-
zation. SPC Engineering is only one of a minimum of three Engineering
Approvals required on a Work Authorization Document (WAD). The Engineering
Awareness Bulletins are distributed only within Engineering as guidance/
reminders to our people; they have no effect on NASA-KSC or SPC Quality
Engineering personnel.

The Engineering Awareness Bulletin No. E-9, dated 8/22/85, did amplify the
issue of special considerations and the requirement for a Type "A" Test
Preparation Sheet (TPS) to authorize and document any fabrications as well as
a Material Review Board (MRB) process for approval to use any part that
deviated in any way from specifications and drawings on the vehicle. The NASA
Design Center (Johnson Space Center or Marshall Space Flight Center) and the
Element Development Contractor, as well as NASA-KSC Quality, are represented
on the MRB to authorize use of that configuration deviation for flight.
Issues are elevated in appropriate management chains for resolution when they
occur.

On December 17, 1985, a Revision 1 to Engineering Awareness Bulletin No. E-9
(attached) was issued to much more clearly delineate Engineering actions
relative to considerations for use of locally fabricated or substitute parts
in the flight vehicle or in Ground Support Equipment (GSE). Since this latter
bulletin included special signature requirements, it was coordinated with
NASA-KSC and Rockwell Launch Services Support (LSS) Engineering Directors.

The Engineering Awareness Bulletin No. E-9, dated 8/22/85, did not create a
void in the system but was actually a positive step in communicating a concern
and setting up safeguards (supervisor/manager involvement plus reminder of
Type "A" TPS to fabricate) to compensate for what appeared to be a void in the
system which SPC inherited from the development contractor at SPC transition.

With the system of wmultiple organization authorizations and checks and
balances on actual work accomplishment, no one can act unilaterally in the
Shuttle processing flow.

This set of checks and. balances is the basis for a high level of confidence

that all paper is closed, that no issues are unresolved and that no "unauthor-
ized" parts are put into the Shuttle.

ATTACHMENT D
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Engineering Awareness Bulletin (EAB) No. E-9
Dated 08/22/85

Parts Substitution

The following guidelines are to be followed when replacing standard hardware
with substitution parts. A1l guidelines apply to Ground Support Equipment
(GSE) as well as flight hardware unless otherwise noted.

o

Always consult your Supervisor or Manager before initiating a configuration
change with a substitute part.

Be sure the replacement part is as strong/safe as the designed part. This
may require stress analysis.

Make sure you understand all of the potential effects of the change. Many
times it is easy to focus in on one problem and overlook a potentially
hazardous situation which may result indirectly.

Always write a Type "A" Test Preparation Sheet (TPS) to fabricate any part
(including GSE) or to replace flight equipment with a substitute part.
Appropriate Material Review Board (MRB) action will be required for anything
Teft on the vehicle.

Take advantage of the Launch Equipment Support (LES) Shop for minor
fabrication work. Do not use substitute parts which are readily available
but sub-standard.

Use good engineering practice when making a change. Remember, it's your
name that goes on the paper.

E-9, Page 1 of 1
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Engineering Awareness Bulletin (EAB) No. E-9

Rev 1
Dated 12/17/8f

Parts Fabrication

This Revision of Engineering Awareness Bulletin E-9 replaces the original
bulletin in its entirety.

The following direction and guidelines shall be adhered to when an Orbiter
part(s) requires fabrication.

1.

The unavailability of the required part(s) will impact (slip) the
Orbiter Processing Facility (OPF) rollout and/or launch schedule.

Every possibie means shall be exercised to obtain the required part
through normal Logistics and Launch Services Support Contractor (LSSC)
channels.

When the Estimated Delivery Date (EDD) obtained from norma! channels
does not support Item 1 above, local fabrication will be considered.

Prior to initiating any part(s) fabrication, a Work Authorization
Document {WAD) must be generated and the following approval signature
obtained:

- SPC Director of Process Engineering

- NASA Director of Engineering

- LSSC Director of Systems Engineering

- NASA Johnson Space Center (JSC) Resident Office

The manufacturing process used in creating the part must be documented
in full and shall include the applicable drawings and specifications.
The following shall be included as a minimum:

- Specification control numbers for raw materials,

- Detailed control dimensions (dia., wall thickness, etc.).

- Lot Number traceability.

- Any critical or special process shall be specified in detail.

The fabricated part will be identified by a unique Order Change Number
(OCN) compatible with Orbiter Configuration Verification Accounting
System (gVAS). (The number will be obtained from CVAS and recorded on
the WAD.

When approval is given for fabrication, ensure the proper drawing and
process specifications are provided to the fabrication shop.

E-9 Rev 1, Page 1 of 2
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8. A source inspection is mandatory to ensure proper materials are used
and the identified processing steps followed.

The proper drawing and process specifications (Item 7 above) and the results
of the source inspection (Item 8 above) will be delivered with the part as a
portion of the acceptance package.

The above directions and guidelines have been coordinated with and agreed to
by NASA and the Launch Services Support Contractor (Rockwell International).

E-9 Rev 1, Page 2 of 2
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Mr. WaLker. But let me go on with this, because what this
memo says—and I think we need to nail down what the modifica-
tions were—it doesn’t sound to me like the procedures were modi-
fied; just who it was reported to. What this memo seems to say is
that your technicians can modify or substitute parts of flight hard-
ware or ground support equipment on their own.

Mr. Froyp. Well, the substitution—first of all, it was engineering,
not technicians, and the substitution was different dash numbers of
the same basic part number. Like you got a certain part number,
and it is a dash 207 versus a dash 208. Is the dash 207 and a dash
208 completely compatible? Usually the drawing tells you.

There were some cases where the issue was left open on the
drawings.

Mr. WaLKER. But this says nothing about even having to consult
the drawings.

Mr. Froyp. The engineers always consult the drawings. That
statement didn't have to be made.

Mr. WaLker. What it says is that you consult your supervisor
and your manager before initiating a configuration with a substi-
tute part.

Mr. Froyp. The reason for consulting them is that responsibility
was put on the supervisor and manager to assure that the coordi-
nation was done with the development contractor on site to make
sure that the drawing was correct, and that there were no issues
with that part.

Mr. WALKER. But if somebody followed this particular procedure
in detail, they wouldn’t even have to consult the drawings. They
could be perfectly in order with the procedures outlined and
wouldn’t even have to consult the drawings.

Mr. Froyp. That is correct. The listing does not tell them to con-
sult the drawing.

Mr. WALKER. In the memo, it says, be sure the replacement part
is as strong and safe as the design part. This may require stress
analysis.

Let me ask you: Would you want to fly in a vehicle where a part
had been fabricated by a technician to his own design and which
had not been subjected to any engineering analysis?

Mr. Froyp. It was never fabricated to their own design. The few
cases where they were fabricated, they were fabricated to the draw-
ing. And the issue that we had with the Rockwell LSS was not our
ability to build the part; it was our ability to certify in some cases
whether the specific requirements of the drawing were met or not.

Mr. WALKER. It says it may require stress analysis. Is it possible
that there are parts installed in orbiters now that had no testing at
all?

Mr. Froyp. No, I don’t believe it is.

Mr. WALKER. You don't believe it is?

Mr. Froyp. I don’t believe it is.

Mr. WALKER. You are not positive of that, though?

Mr. Froyp. I cannot say that——

Mr. WaLKER. Under this memo, there could have been parts fab-
ricated and put aboard orbiters that were not subjected to stress
tests; is that right?
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Mr. Froyp. There could have been parts fabricated that were not
subjected to stress tests.

Mr. WALKER. They could be aboard orbiters, couldn’t they?

Mr. Froyp. I thought that we precluded you from putting them
in orbiters later in the memo.

Mr. WaLker. Why are we making parts if we are not putting
them in orbiters?

Mr. FLoyp. Sometimes you need them just to be able to move
from place to place, because they are not available to provide cer-
tain minimum structural or access restrictions.

Mr. WALKER. So you don't think there were any parts fabricated
under this memo.

It says flight hardware on here. You don’t think there were any
parts fabricated that went aboard orbiters?

Mr. Froyp. That is correct. Read bullet No. 4. Type A TPS, that
could do that, is the work authorization document that is approved
by the NASA KSC, and the design center contractor, before it is
implemented. That is one of the changes that the LSSC contractor
supports us in on site.

Mr. WALKER. But our understanding is that you can also do a
configuration change with a substitute part as a result of number 1
without doing the No. 4. That is not true?

Mr. Froyp. Only if it is a PR and you are replacing it with a like
unit per the drawing.

Mr. WALKER. What is a PR?

Mr. FrLoyp. Problem report. That is, you determine the box to be
bad; you are doing the work on the PR because you are returning
it to print.

Mr. WaLkER. Then you can fabricate that without testing——

Mr. Froyp. No. You are not fabricating. In the case of substitu-
tion, it is not fabricating. It is the dash number on the part.

Mr. WaLKER. Well, you talk about a substitute part and then you
be sure the replacement part is strong and safe as a design part.
The next part—it seems to me that we are talking about a replace-
ment part and not just a substitute. And then we go on to talk
about fabricating the replacement parts.

Mr. Froyp. We don’t use substitute parts for the orbiter unless
they are built to the same part number. That is done occasionally
in the ground support equipment world. My engineers work both in
the ground support equipment and the flight hardware. That part
of it is referring to the ground support equipment where occasion-
ally, because of availability of hardware, we do have to substitute a
functional equivalent valve for another valve that is not available.
That is done with concurrence of the design center in that case,
which is design engineering, at KSC.

Mr. WALKER. And such parts are never put aboard orbiters?

Mr. FLoyp. That is correct.

Mr. WALKER. And there has never been a case of putting such a
part aboard an orbiter?

Mr. FLoyp. I will not say that there has never been a case where
a locally manufactured part went aboard an orbiter. I cannot say
that.

Mr. Warker. All of these flight rated systems are supposed to
have specific kinds of testing, and so on. Under this memo, it ap-
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pears to me as though you could have fabricated parts, put them
aboard orbiters, and that they would not be properly tested. And
now I am hearing from you that you can’t guarantee that that
wasn’t done according to this memo, and that is my problem.

Mr. Froyp. What I can say is, if it was done, it was done on the
correct type A space TPS with visibility, with full visibility, concur-
rence of the NASA KSC engineering, the NASA JSC engineering,
and the Rockwell Downey engineering.

Mr. WaLKER. That is fine. They all looked at it. We all know that
they looked at some other things that went wrong down there.

But what I am asking is whether or not any parts got aboard a
shuttle that weren’t properly tested. And you seem to be saying
that we have no guarantees under this memo that that didn’t
happen.

Mr. Froyp. This memo, per se, did not guarantee that happened.
But this memo, per se, does not establish the entire procedure by
which it works. This bulletin was just issued as a precaution to try
to cover a hole that we had found in the system due to an incorrect’
dash number on a certain part getting installed.

Mr. WALKER. Didn’t this become general policy then?

Mr. Frovp. It supplemented general policy.

Mr. WaLKeR. OK.

And in supplementing general policy, becomes general policy;
correct?

Mr. FLoyp. Except you cannot make a configuration change with-
out all the right levels of approval. It did not change that policy.

Mr. WarLker. It didn’'t change the policy of the sign-offs. The
problem is, though, that you are specifying here some things that
allow fabrication work to be done. As we have gone around the
circle here, 1 get the impression that we could in fact have fabrica-
tion of parts being done that could get aboard orbiters, and there-
fore be parts aboard orbiters that haven’t been properly qualified
and tested. And you seem to agree that that might have happened?

Mr. Froyp. I don’t believe it happened. I cannot unequivocably
say that it didn’t happen, either, with SPC or before SPC. I don't
know for a fact that every part itself undergoes individual testing.
That is your data.

Mr. Rok. Will the gentleman yield?

Mr. WaLKER. Be glad to yield to the gentleman.

Mr. Roe. What we are trying to do is come to—and eventually
we will get there, believe me—to unravel the whole situation. Fun-
damentally, people are coming back and saying you had the O-ring
problem, the joint, the seal, the whole thing. However, there are
723 criticality-1 items and a whole slew of items 1-R, et cetera.

The concern is the safety. The safety to a part goes to testing, to
a procedure to test, a redundancy: Do we have a duplicate system?
Any one of the 700 parts, if they fail, purportedly could cause a cat-
astrophic accident.

Isn’t that true? I think the gentleman is making the point some-
place it has got to be nailed down. Who is responsible? Who makes
that decision? Is it made at the highest level of NASA? If each one
of these parts—if it is criticality-1, who makes that decision?

We didn’t get the answer out. We said yes, Mr. Owen, there have
been some criticality item 1’s that have been cannibalized. How
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many? 1?7 27 157 18? Is there an inventory on the three orbiters
that would tell us that information? Does somebody along the line
have the right to come back under this particular thought process
and this memorandum and fabricate a part? Who does that? Who
is in charge? Who has got the final word when any one of the criti-
cality-1 items or the others could create a catastrophic accident?

That is the concern of the committee.

Mr. Froyp. To us, that authority is NASA JSC and the Rockwell
LSSC contractor at KSC, in coordination with Rockwell Downey for
the orbiter. For the other vehicles, it is equivalent.

Mr. Roe. We are coming back, and we are saying to NASA that
someplace along the line you are fundamentally basically
responsible.

Mr. Director, you are the director of the system. You have people
appointed. You are then responsible under him. Beyond that, the
contractors are hired guns, is where we are trying to come from,
and we are not trying to nail you down today. We are trying to say
what do we do? Business as usual?

That is what the debate is about: Two years down the line, how
long is it going to be? Can we hold qualified personnel? What do we
do? Is the spirit of the organization there? This is what we are
looking at, not just one particular part, not just one O-ring. We
have got to go and fight for the fourth orbiter. Can we do it with
three?

You told me something this morning that I didn’t know in the
discussion in the conference last night. Can we fly without three,
or do we have to have four? What is the magic of four? Can we do
it with three?

Now, 1 have got to go back and find out of the three that we
have, how many parts have been cannibalized, who took the parts
out, where are the parts, is there a solid inventory, was it taken
out, was it fabricated from nickel alloys or from something else,
who decided it, where do we make the decision from, who is respon-
sible, who is in charge. This is what this hearing is about.

Pardon my enthusiasm, but it has been four weeks, and one is
bound to arrive at that point. The question the gentleman is
asking—and if you don’t know, I respect you for saying “I am not
sure”’—but the question remains: Could someone under this par-
ticular memoranda have gone in and done a part change that you
don’t know something about? Who is in charge of it? Does he have
a right to do that?

Mr. Froyp. He doesn’t have the right to do that if he follows the
paperwork system. I personally cannot attest that every step in the
paperwork system was followed on every procedure that was run. I
believe it to be the case. I trust the people who work for us, and we
have good open reporting, and I believe that I would know about it
if that happened.

Mr. WaLKER. Let me make the point that this is a part substitu-
tion bulletin that says, the following guidelines are to be followed
when replacing standard hardware with substitution parts. Now,
my point is that someone could follow every one of those proce-
dures and think that he did exactly the right thing, and it appears
to me—and having done so the bottom line is—he could have fabri-
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caﬁed a part that has not been properly tested and put aboard an
orbiter.

Did NASA sign off on this bulletin?

Mr. FLoyp. NASA does not concur on that bulletin, because that
bulletin does not affect how NASA operates. NASA has their own
set of policies and how they check. We try to stay closely coordinat-
ed with NASA so that we don’t have any inconsistencies.

Mr. WALKER. You said earlier that NASA is responsible, and now
you say there is a bulletin out that NASA didn't concur with,
which could result in changes to NASA hardware.

Mr. FrLoyp. At the time we wrote this, we felt that this was not a
violation to the policy we had with NASA.

Mr. WaLkER. But how does it affect SPC operations?

Mr. FLoyp. We need to look at bullet 4. It says if you use a vehi-
cle, appropriate MRB action will be required for anything that is
left on the vehicle. MRB is Material Review Board, and that is the
standard procedure that is used throughout the shuttle program
for authorization of a vehicle to fly with a part that is not per the
drawing.

Mr. WALKER. But you can make a configuration change under
this memo?

Mr. Froyp. I don’t believe you can make it because the MRB ap-
proval is a prerequisite to closing the paper that makes that
change. The MRB approval goes on the actual paper that does the
work.

Mr. KENNEDY. Let me try to add a little light, perhaps.

Mr. Roe. We have to vote on second call, so suppose we recess for
a minute and we will be returning immediately.

[Recess.]

Mr. RoE. The committee will reconvene.

We are hearing from our good colleague from Pennsylvania, Mr.
Walker.

Mr. WALKER. Thank you, Mr. Chairman. You have been more
than generous with the time.

Let me say that based upon what occurred, I guess the thing that
concerns me is the fact that evidently this was an operative memo
for some time and has now been changed, and we will be interested
in seeing the changes that have taken place.

Second, if I understood correctly, there is a difference in guide-
lines between what you do and what NASA does. The whole point
is that, as the Rogers Commission told us, reliance on paper trails
can be a fatal mistake. If you have different guidelines governing
different people who have supervisory responsibility in this prob-
lem, those paper trails then tend to become less and less useful.

So, I am concerned about what this particular document may
represent in terms of a breakdown of the system that supposedly
assures quality and assures things are properly tested. I will look
forward to reviewing the information that, as you have pointed out,
is the follow-up information.

Thank you.

Mr. Rok. I thank the gentleman.

What we are trying to get across here is the concern of the com-
mittee in the area of the spare parts issue, the concern of the com-
mittee as it relates to the cannibalization of parts and pieces from
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the three orbiters that we have. It would be, I would think, con-
structive if you have the data to be able to provide the committee
supplementary information as to your knowledge of how many
parts have been taken from each one of the three orbiters, and
what does that inventory indicate; and, is that cross-checked totally
with NASA. That is an important gap to close.

It seems to me when we are debating the issue of the whole pro-
gram, never mind your contract, the debate now is: Can we fly
with three? Do we need four? Should we be doing five, 12 flights a
year, 18 flights a year? What do we do? That is the decision that
this committee is going to have to fortify and report to the Con-
gress itself.

Having said that, this data that you are about to give us can be
extremely helpful in making that decision, because I think the
flying of the orbiters has to do with what we have and what we
don’t have in spare parts.

Thank you for your valid testimony. It has been of great help to
us. We appreciate your taking your time to join us this morning.

Our next witness is James R. Dubay, president and general man-
ager of EG&G, Florida, Inc.

Is Mr. Kerr going to be—we also have with us Dr. Donald Kerr,
senior vice president.

Mr. Dubay, welcome to our committee hearing this morning. We
have a copy of your testimony. Please proceed.

STATEMENT OF JAMES R. DUBAY, PRESIDENT AND GENERAL
MANAGER, EG&G FLORIDA, INC., ACCOMPANIED BY DONALD
KERR, SENIOR VICE PRESIDENT, EG&G, INC.

Mr. Dusay. Thank you, Mr. Chairman and distinguished mem-
bers of the subcommittee.

I am James Dubay, and I am the general manager of EG&G, Inc.
You have before you a summary fact sheet of our contract which
outlines the responsibilities which I believe is fairly straightfor-
ward. It is totally an institutional and launch support services con-
tract effort, and is similar to the SPC in that it parallels the NASA
concept of consolidation. In this case, we consolidated 14 operating
service and support contracts into one.

I won'’t propose to read the summary fact sheet, since I believe it
is fairly straightforward, and would defer to the committee if there
are any specific questions on our aspect of responsibility.

[The prepared statement of Mr. Dubay follows:]
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STATEMENT SUBMITTED FOR THE RECORD

COMMITTEE ON SCIENCE AND TECHNOLOGY

UNITED STATES HOUSE OF REPRESENTATIVES

INVESTIGATION OF

THE CHALLENGER ACCIDENT

July 16, 1986

Mr. James R. Dubay
President & General Manager
EG&G Florida, Inc.
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INTRODUCTION

EG&G, Florida, a division of EG&G, Inc., was selected
by NASA in November, 1982, to assume the responsibilities of
the Base Operations Contract (BOC) at the John F.Kennedy Space
Center [KSC]. EG&G performed contract phase-in during December,

1982, and accepted full operating responsibilities on January 1,

1983.

CONTRACT SCOPE

The Base Operations Contract is primarily an institutional
support services contract for NASA and the user community at KSC.

The contract is divided into six major areas:

Management - Procurement, Training, Safety, Relia~"
bi;ity and Quality Assurance, Planning,
Scheduling and Work Control, Maintenance
Management, Logistics Management, Con-
figuration Management, and Sustaining

Engineering.

Utilities - Power, Lighting, Heating, Ventliating, Air
Conditioning, Water, Sewer and Administrative

Communications.



155

a es - Buildings, Structures, Roads, Grpunds and

Heavy Equipment.

Administrative Services - Mail, Library, Printing, Micro-

graphics, Supply, Transportation and

Janitorial.
Technical Operations -~ Computer Operations, Calibration and

Standards, Propellant and Life Support, Non-
destructive Evaluation, Sampling and Analysis,

and Hazardous Waste Management.

Health and Protective Services - Occupational Medicine, Env-

ironmental Health, Fire and Security.

As of July 1, 1986, EG&G and its subcontractors had 2189

personnel in direct support of these functions.

SUPPORT FUNCTIONS

EG&G Florida provides a variety of support services to NASA,
shuttle processing contractors, Cargo contractors, the Air Force,
and other tenants and users at KSC. The services are provided in

different ways to different users, as outlined below.

Routine Recurring Services - These services include such
things as mail delivery, supply, library,

janitorial, and landscaping.
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e ons aintenance Se es - These services
generally include the operation and
maintenance of the real property assigned
to the BOC which are the utilities, build-

ing, structures, roads and grounds.

Special Work Tasks - These services are varied and generally
are received by a written support request from
the user. They include moving furniture, shop
support, transportation requirements, print-
ing computer services, calibrations and non-

destructive evaluation.

Protective Services - EG&G provides the fire fighting and

fire prevention/protection work, security,

investigative and law enforcement functions

at Ksc.
Mission Support Requirements - These support services are

provided in support of the KSC integrated con-
trol schedule and payload operations support
schedule. These services include providing
commodities used for propellant loading, life
support equipment, emergency medical services,

fire protection and security.
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DONALD M. KERR

Donald M. Kerr, is a Senior Vice President, of EG&G, Inc.,
Wellesley, Massachusetts, and its Government Systems and Service
Group Executive.

He is responsible for long-term engineering and site-
management programs, conducted under government contracts, which
support national defense and security; the nation's manned space
program; and nuclear, fossil, and alternative energy research and
development.

These activities comprise approximately two-thirds of EG&G's
scope of operations, employing over 17,000 people at various
locations around the U.S., including NASA's Kennedy Space Center,
DOE's Nevada Test Site and Idaho National Engineering Laboratory.

Prior to joining EG&G, Inc. in 1985, Dr. Kerr served as
Director of the University of California's Los Alamos National
Laboratory from 1979 through 1985. He was also employed at Los
Alamos from 1966 until 1976 conducting and leading research in high
altitude weapons effects, nuclear test detection, weapons
diagnostics, ionospheric physics, and alternative energy programs.

From 1976 until 1979, Dr. Kerr served in the U. S. Department
of Energy, first in Las Vegas as Deputy Manager of the DOE Nevada
Operations Office and, subsequently, in Washington, D.C., as Deputy
Assistant Secretary and Acting Assistant Secretary for Defense
Programs and, later, for Energy Technology.

A native of Philadelphia, Dr. Kerr received his Bachelor's
degree in Electrical Engineering and his Master's from Cornell
University. He earned a Ph.D. in Plasma Physics and Microwave
Electronics from the same institution in 1966. He serves on the
Joint Strategic Target Planning Staff, Scientific Advisory Group:
the Cornell University Engineering Alumni Council; and is a Member
of the Corporation of the Charles Stark Draper Laboratory and a
Fellow of the AAAS.

Dr. Kerr is married to the former Alison R. Kyle of Lakewood,
Ohio, and lives in Wellesley Hills, Massachusetts.

64-548 O—86——6
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Kennedy Space Center BaSe Operations Contract: EG&G Florida, Inc.

Mr. James R. Dubay, President and General Manager

Contract No.: NAS10-10600

Awarded: January 1, 1983 (Planned 10 Year Period)
Contract Value: 1983 through 1986, $428,000,000
Contract Type: Cost-Plus-Incentive/Award Fee
Current Staffing: 2,270

MISSION

EG&G is responsible for management, operation, maintenance and engi-
neering for KSC utilities, (power and lighting, heating and air condi-
tioning, water and sewage, administrative communications): facilities,
(buildings and structures, roads, grounds and heavy equipment); admin-
istrative services, (mail, library, printing and micrographics, gra-
phics, supply and transportation, janitorial); technical operations,
(computers and data processing, calibration and standards, propellants
and life support, non-destructive evaluation, sampling and analysis);
and health and protective services, (occupational medicine and environ-
mental health, fire and security).

In the accomplishment of the above EG&C is responsible for required
procurement, resource management, training, safety, reliability and
quality assurance, planning, scheduling and work control, configuration
management and sustaining engineering.

ISSUE

The main question we want to explore is the dividing line between the
Base Operation Contract (BOC) and the Shuttle Processing Contract
(SPC). For example, who is responsible for the large cranes in the
Vehicle Assembly Building. One of these cranes was malfunctioning at
the time of the November, 1985 SRM handling ring mishap. Similarly,
EG&C is responsible for propellants under the BOC but the SPC contrac-
tor (Lockheed) loads the propellants into the Shuttle. Again, where is
the line of responsibility.

QUESTIONS

1. {a) Who has responsibility for the cranes used in the VAB to stack
the SRBs and make the Shuttle elements, BOC or SPC?

(b) How is -this responsibility divided? If the BOC is responsible
for the building are the cranes part of the building?

(c) Are there ever questions of responsibility for problems at the
interface between contractors?

2. Where does the BOC responsibility for propellants end and the SPC
responsibility begin?

Have you ever been responsible in any way for delays? For example

b "
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-has the SPC ever had to wait because some facility you were
responsible for needed repairs?

4. Have there ever been any conflicts between your organization and
other support contractors at KSC? (e.g. Lockheed) How have they
been resolved?

5. What 1s your involvement in the launch activities? Are you
represented on the Mission Management Team for example?

6. Wnat are your resonsibilities in Logistics Management? Are you
involved with defining spares requirements, procuring spares, etc.?
Please explain.

7. What is your role in SR&QA?
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Mr. RoE. Basically—if the gentleman would yield, basically as we
look at your testimony, which I reviewed, you are really the infra-
structure organization of the whole operation at Kennedy.

Would that be a fair commentary? I mean, you are handling the
procurement, training, safety, reliability, quality assurance, plan-
ning schedule, work control, maintenance, management, logistics,
and so forth covering all the utilities at the base, the facilities, the
buildings and structures and grounds, heavy equipment, adminis-
trative services. So, it is the whole support infrastructure of the
Kennedy Space Center.

Mr. DuBay. That is correct, Mr. Chairman.

Mr. Rok. OK.

What we want to try to determine, which I think would be help-
ful for our overall program, is that the main issue as we see it is
we'want to explore the dividing line between the base operation
contract and the shuttle processing contract. For example, who is
responsible for the large cranes in the vehicle assembly building?
Purportedly, one of these cranes was malfunctioning at the time of
the November 1, 1985 SRM handling of the ring mishap.

Similarly, EG&G is responsible for propellants under the BOC,
but the SPC contractor, Lockheed, loads the propellants into the
shuttle so there is a relationship. It is not just the simplicity of the
point of view in relative value of the infrastructure such as power
and light and utilities and so forth. You have an integral relation-
ship on certain parts.

Mr. Dusay. Yes, Mr. Chairman, we do.

Basically, the concept is to put all of the institutional and the
base support services into one contract, and all of the support
mechanisms which are directly supportable to the shuttle in the
hands of the SPC contractor. So that, in fact, both in the propel-
lants area and in your utilities, primary power, things like that, we
take the power to an interface point, at which the SPC contractor
takes over and is responsible for those systems as they impact or
il}llterflace or support his activity, which are directly relatable to the
shuttle.

We go to a point, and it is understood between us that beyond
that point the SPC contractor has that responsibility.

Mr. Roke. The same thing with propellants, too?

Mr. DuBay. Yes.

Mr. Rok. In other words, you bring basic materials to a given
point and then the responsibility is turned over to the SPC and
they decide, as far as servicing the vehicles is concerned?

Mr. Dusay. That is right. They call on us for the quantities of
those propellants that they need. We deliver them through the
pipeline to a distinct valve at which point they take over. We, as a
launch support contractor, respond to their requirements.

Mr. Rok. How do you divide the responsibility on the cranes?

Mr. Dusay. In that regard, the installed equipment, which is di-
rectly related to the shuttle, is an SPC responsibility. We do not
have responsibility nor do we operate equipment which directly im-
pacts on the flight vehicle.

Mr. Roe. Do you provide the cranes yourself? Is that provided
through you or is that a separate contract?

Mr. DuBAy. No; that is part of the SPC facility inventory.
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Mr. Rok. The gentleman from Pennsylvania.

Mr. WALKER. Thank you, Mr. Chairman.

What modifications in your facilities have had to be made as a
result of what we have found out thus far about Challenger?

Mr. Dusay. We have made no modifications to this point in time,
Congressman. We are, along with all the other contractors in the
system, currently validating all of our systems, all of our proce-
dures, refining and certifying single point failure analysis, just re-
validating everything that is in the system.

Mr. WaLker. Do you anticipate you are going to have to make
changes in the facilities?

Mr. Dusay. It wouldn’t appear at this time that there are any
mandatory changes that have come to light. Obviously, with a view
to increased safety and quality, there would be much more empha-
sis put on those things, and I would expect greater focus, sharp-
ened procedures, all along the line.

Mr. WaLker. Do you have any responsibility, though, for the
launch pads?

Mr. DuBay. We have installed equipment, transformers, and that
type of thing on the towers that we are responsible for.

Mr. Warker. If we have to put heating equipment on the launch
pads, would that be your responsibility?

Mr. DuBay. That would depend on the nature of the equipment.
We may well provide the power, the generators. However, anything
that goes directly to the bird I am sure would be an SPC responsi-
bility. We would provide the power to an interface point.

Mr. WaLkeRr. For example, if we were to put heating equipment
on the launch tower itself to essentially keep the SRB’s warm in
g(ilg?weather, would that be your responsibility, or would that be

Mr. DuBay. It could well be ours. As a piece of installed operat-
ing equipment on the tower, it is likely that we would have a re-
sponsibility there, yes.

Mr. WaLker. It would appear as though that is one thing that
flows from the Rogers Commission report, that that may be a modi-
fication that would have to be made.

Do you see other kinds of things in the Rogers Commission
report that are going to require you to make modifications? If I un-
derstood your answer before, you do not see those.

Mr. DuBay. We do not at this time.

Mr. WALKER. So, you do not see any major expenditures having
to be made by NASA in order to fulfill your needs as a contractor
post-Challenger?

Mr. DuBAy. No, sir.

Mr. WALKER. Do you have any idea what kind of costs would be
involved in modifying the tower, for instance, to provide heating?

Mr. Dusay. I would have no idea at this time, sir.

Mr. WALKER. Are there any security improvements that are
under consideration at the Cape?

Mr. DuBay. Security is an aspect that is being enhanced. We are
responsible primarily for security. However, I think that current
installation of electronic security systems that is being done will
basically suffice. Systems will be expanded, no doubt. But that is a
normal evolutionary process.
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Mr. WaLkER. You do not see the need for considerable new ex-
penditures in that particular aspect of your activities?

Mr. DuBAy. No, sir, not at this time.

Mr. WaLker. How frequently does the SPC have to alter planned
work or wait while EG&G does things?

Mr. Dusay. Hopefully not at all, sir. We believe we are very re-
sponsive. There are obviously times when we have to scramble to
meet a requirement, but I would say the net impact on a system in
terms of requirements that we are responsible for is virtually none.

Mr. WALKER. Are there any points where we had delays in the
shuttle launches that it came about as a result of activities that
you had underway that delayed the SPC work?

Mr. Dusay. No, sir, not to my knowledge.

Mr. WaLKER. Not to your knowledge.

Thank you, Mr. Chairman.

Mr. Rok. The Chair recognizes the distinguished gentleman from
Florida.

Mr. LEwis. Thank you, Mr. Chairman.

lgfi)d you say that you did or did not have responsibility for the
pad’

Mr. DuBay. It is a combination, sir. We have the—the interfaces
at Kennedy are based on a division of installed systems or equip-
ment, and that is—that simply depends on the configuration of the
equipment, the remoteness of the equipment from the shuttle
proper. We are responsible for security on the pad. We have in-
stalled equipment and systems on the pad and we provide all of the
environmental health requirements for detecting hazardous atmos-
pheres and clearing areas for work so we are definitely on the pad.

Mr. LEwis. Is the fire water your responsibility?

Mr. DuBay. The fire water system is an installed piece of equip-
ment which we own most of, yes, sir.

Mr. LEwis. It is my understanding that on January 28, the fire
water sprays were turned on in order to protect against the tem-
peratures. Is that true?

Mr. DuBAy. Yes, sir; they were.

Mr. Lewrs. And the drain was plugged on the pad so that the
water couldn’t run off. Is that true?

Mr. Dusay. I believe that is true.

Mr. LEwis. Was that your responsibility?

Mr. DuBaAy. In terms of the actual system and equipment at that
level, no, sir. We were not a part of that complement of people on
the pad at that time. That was an unforeseen weather situation
which simply got by everyone.

Mr. LEwis. Are you an incentive fee contractor?

Mr. DuBay. It is a combination, award and incentive fee; yes, sir.

Mr. Lewis. The gentleman from Pennsylvania had asked you—
have there been any delays where you would have and the SPC
have to work overtime?

Mr. DuBay. Not to my knowledge, no, sir.

Mr. Lewis. If there would be, how would you work those out?

Mr. DusaAy. It would be like any other delay in the countdown
sequence. Everybody responds to it regardless of the source of the
responsibility or the nature of the breakdown. It is a critical point
beyond which the system cannot proceed and everybody is impact-
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ed in accordance with their involvement. We simply—it would
cause cost impact and time delay to everyone involved. Every con-
tractor would suffer.

Mr. LEwis. Are you satisfied that EG&G has a cozy family oper-
ation and the SPC is satisfied and that NASA right through the
line? Do you have a close-knit family operation that we can launch
vehicles and——

Mr. DuBay. From our viewpoint, we believe we have made great
progress in solidifying and identifying all of the interfaces that
have to be critically defined and agreed to. The operating relation-
ship between us and the SPC, as a matter of fact, has been very,
very close, very productive and very harmonious.

Mr. Lewis. How about with NASA? Do you feel the same way
about that?

Mr. DuBAy. Yes, sir; the same way.

Mr. Lewss. Thank you, Mr. Chairman. I have no further ques-
tions.

Mr. Rok. I thank the gentleman.

I think there are no further questions. You are getting off rather
easy.

Mr. DuBAy. That is probably an indication of our remoteness
from the investigation itself.

Mr. Rok. But it is part of the system and interfacing that is im-
portant to us so we appreciate your being with us this morning.

Our next witness is Mr. George R. Faenza, vice president and
general manager, McDonnell Douglas Astronautics Co.

We want to welcome Mr. Faenza. We have your testimony, but I
think you might want to present it because in looking it over, I
think there are good points you are making.

STATEMENT OF GEORGE R. FAENZA, VICE PRESIDENT AND
GENERAL MANAGER, McDONNELL DOUGLAS ASTRONAUTICS CO.

Mr. FAENzA. Thank you, Mr. Chairman and committee members.

I will summarize and there are points I would like to make.

I am George Faenza, the vice president and general manager of
the McDonnell Douglas Astronautics Co., Kennedy Space Center
Division.

When we started as we interfaced with the shuttle that was in
1977 when we were selected to be NASA’s contractor for space lab
integration and operations and maintenance. We have an interface
as an entity relative to the space lab hardware with the SPC as
well as with the BOC, Mr. Dubay and his organization support us
and we in turn support the SPC.

I will comment later on that.

We are responsible for some mission flight activities and we do
have the total responsibility for deintegration once the orbiter
comes back to the OPF.

We became further involved with the shuttle operations when we
were selected to be NASA-KSC’s contractor for a contract called
the interim cargo operations activity.

This is where we host the commercial, Government and other
users of the shuttle.
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Specifically, we are required to process the STS customer’s hard-
ware through the payload facilities which are separate and distinct
from the shuttle payload facilities except for the payload facility
change-out room, which is on the launch pad.

We verify that their interface will be compatible with each other
especially when multiple elements are manifested as one cargo and
with the shuttle when the payload is integrated with the orbiter.

I make a comment on skill mix. I think it is of interest to the
committee.

We include all of the engineering, logistics, material, assembly
and test, safety, reliability, quality assurance, technical operations,
planning and scheduling, and obviously the attendant management
to do this job.

We are responsible for all payload off-line—I wanted to express a
point here again stating off-line as opposed to the on-line oper-
ations for shuttle. We have facilities there so designated for pay-
load operations, including the handling and testing of payload ele-
ments as they are prepared for integration with each other and
with the orbiter.

Specifically, we prepare procedures and software and accomplish
testing to satisfy the STS customer requirements and verify that
their systems are working as designed prior to integration with the
orbiter.

. This requires that our personnel work closely with NASA and
the customer throughout the mission flow to ensure that all cus-
tomer needs are accommodated.

Of particular importance is our capability to prepare payloads
for flight without impacting the on-line shuttle operations.

Through the utilization of the cargo integration test equipment
located in the vertical processing facility and the operations and
check-out building, we can assure that the payload and orbiter
interfaces will meet according to specification.

We are able to test this interface early in the flow in the off-line
facility while the orbiter is being readied for flight. This capability
has allowed us to work with NASA at KSC, the customer, the shut-
tle processing contractor, and the other centers involved for resolv-
ing any problems encountered without impact to shuttle oper-
ations.

For mission 51-L, we processed the TDRS-B through the vertical
processing facility and we supported NASA-KSC as they prepared
Spartan Halley in the operations and check-out building. We then
transported Spartan Halley to the orbiter processing facility where
we supported NASA and the shuttle processing contractor during
the installation and integration of the payload into the orbiter.

Simultaneous with the Spartan Halley activities we were verify-
ing TDRS-B interfaces and systems at the vertical processing facili-
ty in preparation for TDRS-B transport to the launch pad. The
TDRS-B was transported to the pad and inserted into the payload
change-out room in preparation for installation in the orbiter.
After orbiter arrival, the TDRS-B was inserted into the orbiter by
the shuttle processing contractor with our support and we then
supported the integrated testing of the total payload complement
conducted by NASA and the shuttie processing contractor. Qur
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payload test team members, both MDAC and NASA, were in sup-
port of the 51-L countdown and launch.

To summarize that, Mr. Chairman, there are several payload
contractor interfaces with the shuttle processing contractor. At the
beginning of a mission we provide support to the shuttle processing
contractor’s planning and scheduling meetings to ensure timely re-
sponse to their schedule milestones and we continue this involve-
ment throughout the mission flow.

Our major interface with shuttle occurs when we support the
shuttle processing contractor during installation of the payload
into the orbiter, either at the orbiter processing facility or at the
launch pad. This interface includes complete support to the shuttle
processing contractor for installation and throughout integrated
testing, culminating with countdown to launch.

As the payload contractor for NASA-KSC for the spacelab and
interim cargo operations contracts, I believe the concept we are
working to is a good one and it is working well from the payload
contractor viewpoint.

The roles and responsibilities are defined and understood. As a
complement to the NASA shuttle and cargo management agree-
ments relating to their roles and responsibilities, the shuttle proc-
essing contractor and I have a signed memorandum of understand-
ing and agreement which we operate on.

This memorandum of understanding and agreement is also
agreed to and signed by our respective NASA directors. We are
performing within this understanding and to date it has proven to
be very successful.

Our experience base is established through the safe and success-
ful operations for 51 major payloads since the flight of STS-2. The
concept of off-line and on-line facilities and operations managed
and operated by a Government/contractor team which has respon-
sibility for performance and is knowledgeable and experienced in
this type of work has provided the checks and balances needed to
ensure safe and effective processing.

At this time, Mr. Chairman, if you so like, I would be happy to
answer any questions.

[The prepared statement of Mr. Faenza follows:]
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16 July 1986

Mr. Chairman, Committes Members

1 am George Faenza, the Vice President and General Manager of the McDonnell

———

Douglas Astronsutics Company - Kennedy Space Center Diviaion.c::::)

1 am pleased to be hers to present testimony related to the role of the payload

processor at the Kennedy Space Center in support of shuttle operatious.

By way of setting the stage for the committees, I would like to establish some
data points. The role of this division at Kennedy Space Center within the
corporation 1s to provide Payload Grcund Operations support to RASA and the
Department of Defense in support of‘the Shuttle program. McDonnell Douglas
Astronautics Company first became {nvolved in the payload side of the Shuttle at
KSC in March 1§77. This i3 when we were selected to ba NASA KSC's operations
and maintenance centractor for the Furopean Spacelab hardware, software and
ground support equipment. This contract requires that we perform all hands-on
processing tasks for Spacelab as we prepare the system for flight. We perform
our work tasks from receipt of Spacelab equipment hardware through Spacelab-to-

Orbiter integration, through countdown, flight operations and landing.

We are responsible to perform some mission support during flight operations as
well as all deintegration tasks for Spacelab after the shuttle lands and returns
to the Orbiter Processing Facility. The majority of our werk for this contract
is performed tn the Operations and Checkout building. This building houses two
Spacelsab text stands, a high fidelity electrical and mechanical Orbiter simula-
tor identified as Cargo Integration Test Equipment which we operate and a Level

IV integration area managed and operated by NASA.

NOTE: This building is where the Spartan Halley payload was processed by NASA
prior to insertion into the Orbiter for 51-.L.

1
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We bacame further involved with the Shuttle operations when we were selected to
be NASA KSC's Interim Cargo Op?rACIonn contractor in April 1979. This contract
Tequires that we perform in a héa: role to the commercial, government, and other
users of Shuttle. Specifically we are required to process tha STS customer's
hardware through the payload facilities='verify that their interfaces will be
compatible with each other (when multiple elements are manifested as one cargo)
and with the Shuttle when the paylosd i ;;;;;:;;:;‘~;Lch the Orbitor.£Z?The
majority of our work for this contract is performed in the Vertical Procassing
Facility. This facility has two vertical test cells which are essentially twin
Cargo Integration Test Equipment astands which we operate for processing

payloads.

A third element I manage {sx our Shuttle Payload Operations Contract in support
of the Department of Defense. Our efforts on this contract are similar to those

we perform on the NASA Interim Cargo Operations contract.

To perform the work described a staff of approximately 1000 was on our payroll
prior to the Shuttle accident. Today we are staffed at approximately 875 with a
little over 700 being dedicated to our NASA Spacelab and Interim Cargo Opera-

tions contracts,

Our skill mix for this effort includes engtneering, logistics, material, assem-
bly and test, safety, reliability, quality assurance, technical operations,

planning and scheduling, and the attendant management.

Our responsibilities as related to integrating payload processing into Shuttle

operations, in particular for a mission similar to S1-L, are as follows:

We operate and maintain the Vertical Processing Facility which 1is where the
Tracking and Data Ralay Satellite-B (TDRS-B) was integrated and tested prior to

installation into the Orbiter.
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We are responsible for all payload off-line (this meaning off-line to shuttle
operations) nctivigzz;jﬁgzg;;uding handling and testing of payload elements as
they are prepared for intagration with each other and with the Orbiter. Spe-
cifically, we‘;rapnre procedures and software and accomplish testing to satisfy
the STS customer requirements and verify that their systems are working as
designed prior to integration with the Orbiter. This requiras that our person-
nel work closely with NASA and the customer throughout the mission flow to
ensure that all customer needs are sccommodated. Of particular importance is
our capability vto prepare payloads for flight without i{mpacting the on-line
Shuttle operations. Through the utilization of the Cargo Integration Test
Equipment located 1in the Vertical froeouning Facility and the Operations and
Checkout Building, we can assure that the payload and Orbiter interfaces will
mest according to apecification. We are able to test this interface early in
the flow in the off-line facility while the Orbiter is being readied for flight.
This capability has allowed us to work with NASA at KSC, the customer, the

Shuttle Processing Contractor, and the other centers invelved for resolving any

problsms encountered without impact to Shuttle Operations.

For Mission 51-1 we processed the TDRS-B through the Vertical Processing Facili-
ty and we supportad NASA KSC as they prepared Spartan Halley in the Operations
and Checkout butlding. We then transported Spartan Halley to the Orbiter Pro-
cessing Facility where we supported NASA and the Shuttle Processing Contractor
during the installation and integration of the payload into the Orbiter. Simul-
tansous with the Spartan Halley activities we were verifying TDRS-B interfaces
and systems at the Vertical Processing Facility in preparation for TDRS-B tunas

port to the launch pad. The TDRS-B was transported to the pad and inserted into
the Payload changeout room in preparation for installation in the Orbiter.
After Orbiter arrival the TDRS-B was inserted into the Orbiter by the Shucrle
Processing Contractor with our support and we then supported the Integrated

3
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testing of the total payload complement conducted by NASA and the Shuctle Pro-
cessing Contractor. Our payload test team membars, both MDAC and NASA, were in

support of the 51-L countdown and 1:unch.é§i>

A summary of the payload processing activities as they relate to shuttle opera-

tions i{s as follows:

There &are several payload contractor interfaces with the Shuttle Processing

Contractor. At th; beginning of a mission we provide support to the Shuttle
Processing Contractor's planning and scheduling meetings to ensura timely re-
sponse to their schedule milestones and we continue this involvement throughout
the misgion flow. Our major interface with Shuttle occurs when we support the
Shuttle Processing Contractor during installation of the payload into the
Orbiter, either at the Orbiter Processing Facility or at the launch pad. This
interface includes complete support to the Shuttle Processing Contractor for
installation and throughout integrated testing, culminating with countdown to

launch,

Az the payload contractor for NASA KSC for the Spacelad and Interim Cargo
Operations contracts I believe the concept we are working to i1s a good one and
it is working vell from the payload contractor viewpoint. The roles and respon-
aibilities are defined and understood. As & complement to the NASA Shuttle and
Cargo Manegement agreements rélating to their roles and raesponsibilities, tha
Shuttle Processing Contractor and 1 have a signed Memorandum of Understanding
and Agreement which we operate to. This Memorandum of Understanding and Agree-
ment 1s also agreed to end signed by our respective NASA directors. We are
performing within this understanding and to date it has proven to be very

successful,
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Our experience base ia established through the safe and successful operations
for 51 major payloads since the flight of STS-2. The concept of off-line and
on-line facilities and operations wuanaged and operated by a Government/
Contractor team which has responsibility for performance and is knowledgeable

and experienced in this type of work has provided the checks and balances needed

to ensure safe and effective procenin@
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McDonnell Douglas Astronautics

Contract # NAS 8-32350, KSC-1

Date Awarded: 3/10/77

Period of Performance thru: 9/30/86
Contract Type: CPAF (Cost Plus Award Fee)
Contract Value: FY83: $19.6 million

Fy84: 27.1 "
FY85: 41.5 "
FY86: 28.5 "

Current Staffing: Approximately 355
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Mr. Rok. Thank you.

Just for clarity, in your testimony you refer to the numerical
numbers of people.

Mr. FAENZA. Yes, sir.

Mr. Rok. 875; right?

Mr. FAENzA. Yes, 875 on my payroll today.

Mr. RoE. NASA has reported to the committee that you only
have 355 staff at present. Is that correct?

Mr. FAENzA. I believe that is in error.

Mr. Rok. That is in error?

Mr. FAaENzA. Yes, sir. This figure I am giving here is—the 700
that I point to specifically, approximately 700 is what I have in
support of NASA programs.

Mr. Rok. That is for clarity.

The other point I was making, a point that you made at the tail
end, which was an important one, you have had successful from
your responsibilities point of view 51 major payloads since the
flight of the STS-2, so you have had a pretty good record as far as
we understand.

Mr. FAENzA. Yes, sir.

Mr. RoE. The gentleman from Pennsylvania.

Mr. WALKER. Thank you, Mr. Chairman.

Did you have transitional problems when the SPC contract
moved from one contractor to another?

Mr. FaAENzA. We had some transition problems in that we had al-
ready established a MOU with Rockwell and we had to reestablish
it with Lockheed, but we worked that and we ended up signing
that agreement with Dave Owen and myself and the other folks,
but that was the major understanding of transition responsibility
and signature.

Mr. WALKER. There have been no problems in terms of the work
patterns or the—providing appropriate quality assurance, all of
those kinds of things? The interface integration was fairly easily
taken care of once you got your memorandums——

Mr. FAENzA. For a job of this size, with that major transition, I
must say it was very smooth. We had minor situations, but that
was it.

Mr. WALKER. If you had to point to the major interface problem
that you have in working with a vehicle, what would it be?

Mr. FAENZA. In working with the orbiter?

Mr. WALKER. Yes.

Mr. Faenza. The way we transition, my organization has total
responsibility of payload with the NASA payload management
group, until we bring the payload to the OPF or to the PCR where
we then transfer while the payload is on the hook.

For example, out of the canister, we hook it up and transfer and
support them. As related to interface problems at that time based
on where we are in the maturity of the SPC, that is the only place
we could have anything. If there was any other conflict, i