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SECTION 1 
INTRODUCTION 

1.1 BACKGROUND 

On behalf of General Electric Company (GE), Quantitative Environmental Analysis, LLC 

(QEA) has prepared these comments on the U.S. Environmental Protection Agency’s (EPA’s) 

document titled Model Validation: Modeling Study of PCB Contamination in the Housatonic 

River (Model Validation Report or MVR; Weston 2006a).  The MVR describes the final phase of 

a three-phase modeling effort of the fate, transport, and bioaccumulation of polychlorinated 

biphenyls (PCBs) in the Housatonic River.  The first phase included the development of a Model 

Framework Design (MFD; Weston 2000a) and Quality Assurance Project Plan (QAPP; Weston 

2000b), which described the modeling plans for this system.  These plans were subject to peer 

review in April 2001 and subsequently reissued by EPA in April 2004 (Weston 2004b).  The 

second phase of the modeling effort included the development and calibration of watershed, 

hydrodynamic, sediment transport, PCB fate and transport, and PCB bioaccumulation models of 

the Housatonic River between the confluence of the East and West Branches and Woods Pond 

Dam (the Primary Study Area or PSA), and was documented in the Model Calibration Report 

(MCR; Weston 2004a).  The MCR was peer reviewed in May 2005, and based upon the written 

comments from the Peer Review Panel submitted in July 2005, EPA developed a Responsiveness 

Summary (MCR-RS) in January 2006 (Weston 2006b).  The MVR documents the third phase of 

the modeling effort, which includes the Phase 2 calibration, sensitivity/uncertainty analysis, and 

validation of the suite of models described in the MCR.  Furthermore, the MVR documents the 

efforts associated with both upstream and downstream expansions of the model domain.  Upon 

completion of the peer review for the MVR, EPA will provide the model (including the computer 

code as well as the input and output files) to GE for use in evaluating remedial alternatives as 

part of the Corrective Measures Study (CMS) for the Rest of River portion of the GE-

Pittsfield/Housatonic River Site. 

 

This document presents GE’s comments on the MVR for consideration by the Peer 

Review Panel. 
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1.2 OVERVIEW OF CHANGES MADE TO THE MODEL SINCE THE MCR PEER 

REVIEW 

Since the May 2005 model calibration peer review, EPA has made a number of changes 

to the models; many of those changes were based on the recommendations of the Peer Review 

Panel.  The major changes to the model framework, the model domain, the overall approach to 

calibration and validation, and the methods for sensitivity/uncertainty analyses that were 

implemented by EPA during the validation phase are described in the following sections. 

1.2.1 Model Framework 

As documented in the MCR-RS and the MVR, a number of additions and changes have 

been made to the framework of the Environmental Fluid Dynamics Code (EFDC) model, which 

is the code used to simulate hydrodynamics, sediment transport, and PCB fate and transport.  

These include: 

 

• A different formulation for grain-related shear stress was implemented to increase the 

mobilization of the largest simulated non-cohesive sediment size class (see Section 4.1.1 

of the MVR). 

• A formulation to represent bank erosion and slumping was developed and included in the 

model framework (see Section 4.1.4 of the MVR). 

• The approach used to specify incoming PCB loads from the East and West Branches as a 

function of river flow rate was modified (see Section 4.1.5 of the MVR). 

• Model hindcast simulations were conducted to develop scaling factors that were 

subsequently used to specify the sediment PCB initial conditions for the beginning of the 

Phase 2 calibration and validation periods (see Section 4.1.6 of the MVR). 

• An extensive review of freshwater bioturbation literature and Housatonic River benthic 

invertebrate data was conducted and used to support a reduction in the model’s 
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specification of the bioavailable depth (that sediment depth from which PCBs potentially 

enter the food chain) from 15 cm to 4 to 10 cm (see Section 4.1.7 of the MVR and 

Attachment 1 of the MCR-RS). 

• Volatilization of PCBs was included in the processes simulated by the EFDC fate and 

transport model (see Section 4.1.8 of the MVR). 

1.2.2 Model Domain 

The MVR includes a description of two expansions of the reach of the river that is 

simulated by the EPA’s model framework: 

 

1. The model domain was extended upstream approximately two miles from the confluence, 

to Newell Street Bridge.  A separate EFDC model (the upstream model) was developed 

for this reach to simulate hydrodynamics, sediment transport, and PCB fate and transport 

(see Section 8 of the MVR).  The model was extended to include this reach so that 

specification of boundary conditions (i.e., relationships between stage height, flow rate, 

and TSS) for future simulations with the model would not be impacted by changes to the 

river morphology that have resulted from remediation activities within this section of the 

river. 

2. EPA’s model domain was also extended downstream a distance of 19 miles, to Rising 

Pond Dam.  Separate EFDC and Food Chain Model (FCM) applications (the downstream 

model) were developed to simulate this reach of the river (see Section 6.4 of the MVR).  

This extension of the model provided additional tests for the validation, and is intended to 

provide the ability to assess the impacts of potential remedial scenarios on this section of 

the river. 

1.2.3 Calibration/Validation Approach 

In response to comments from the MCR Peer Review Panel that 14 months was too short 

a period for model calibration, EPA modified the modeling approach to simulate longer 
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timeframes.  First, the calibration was extended to span a period of approximately 10 years, from 

1990 to 2000.  Calibration of the EFDC and FCM models was conducted over this period, and 

results are presented as the Phase 2 calibration in Section 4 of the MVR.  Likewise, a long-term 

period was selected for model validation, which spans from 1979 to 2005.  For model validation, 

EPA did not include data from the Phase 2 calibration period in model-data comparisons. 

1.2.4 Sensitivity/Uncertainty Analyses 

Model sensitivity and uncertainty were not fully characterized during the calibration 

phase of EPA’s modeling effort.  In the MVR, the sensitivity analysis for EFDC was expanded to 

include additional parameters, and to cover the longer timeframe of the Phase 2 calibration 

period.  Furthermore, uncertainty analyses were conducted for each of the component models in 

EPA’s framework.  Specifically: 

 

• a Monte Carlo analysis was conducted to assess the uncertainty of the HSPF watershed 

model; 

• due to the computational burden of EFDC simulations, a unique Kolmogorov-Smirnov 

approach was used to construct confidence limits for that model’s outputs; and 

• a Monte Carlo approach was used to quantify the uncertainty of FCM. 

 

The uncertainty analysis was conducted in series so that the uncertainty of HSPF was 

propagated through EFDC, and that of EFDC was included in the quantification of FCM’s 

uncertainty. 

 

1.3 THE PEER REVIEW CHARGE FOR MODEL VALIDATION 

The charge for the modeling peer review includes a number of specific questions relating 

to the model validation, as well as the Phase 2 calibration.  A summary of GE’s major comments 
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as they pertain to these charge questions is provided below.  A detailed discussion is provided in 

Sections 2 through 7 of this document. 

 

1. Considering the changes implemented in the Phase 2 Calibration, does the model as 

calibrated and validated, based on your technical judgment, reasonably account for the 

relevant processes affecting PCB fate, transport, and bioaccumulation in the Housatonic 

River to a degree consistent with achieving the goal of the modeling study? 

 

• The formulation developed for bank erosion is not consistent with accepted theory 

and published literature and produces estimates of annual solids loads due to bank 

erosion that are lower than other data-based estimates (details in Section 2.1).  

• The model does not capture the general decrease shown by the data in water 

column PCB concentrations across Woods Pond during low flows, which 

indicates that the balance among the various fate processes is incorrectly 

represented (details in Section 3.2.2). 

 

2. Are the comparisons of the model predictions with data sufficient to evaluate the 

capability of the model on the spatial and temporal scales of the final calibration and 

validation? 

 

• Given the limited presentation of model results in the MVR, the ability of the 

model to simulate trends in sediment PCBs cannot be fully evaluated.  Further 

comparisons of model results with additional treatments of the data as well as 

other data sets are needed to better assess the model (details in Section 3.3.1). 

• The documentation of the modeling is incomplete in some cases.  Additional 

modeling results are needed to allow a full evaluation of the Phase 2 calibration 

and validation (details in Section 7.1). 
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• The upstream model, as presented in the MVR, is incomplete and cannot be 

considered fully validated given that PCB fate and transport were not simulated 

and the model-data comparisons are insufficient (details in Section 7.2). 

• The downstream model, as presented in the MVR, is incomplete and cannot be 

considered fully validated since model results were not compared against 

available data sets for TSS, water column PCBs, and sediment PCBs (details in 

Section 7.3). 

 

3. Is there evidence of bias in the models, as indicated by the distribution of residuals of 

model/data comparisons? 

 

• Model predictions of TSS at low flow are biased high, which leads to an under-

prediction of particulate-phase PCBs in the water column.  Through compensation 

in the FCM calibration, this would likely result in an overprediction by the FCM 

of the relative contribution of sediment-derived PCB sources to fish tissue PCB 

concentrations (details in Section 3.1). 

• Low flow water column PCB concentrations are consistently over-predicted in 

both the East Branch boundary condition and at Holmes Road.  Because the 

model better matches concentrations at downstream locations, this bias in the 

upper reach suggests that low flow PCB fate processes and/or the balance 

between external and internal PCB sources are not represented correctly (details 

in Section 3.2.1). 

• The model predictions of surface sediment PCB concentrations appear to exceed 

the data at the end of the validation period in some cases.  This potential bias 

could result in an over-prediction by the bioaccumulation model of the proportion 
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of PCB obtained by fish from the water column relative to the sediments (details 

in Section 3.3.2).* 

 

4. Have the sensitivities of the models to the parameterization of the significant state and 

process variables been adequately characterized? 

 

• Additional model results and analyses are required to fully address the sensitivity 

of the sediment transport model, and the PCB fate model sensitivity results at low 

flows appear to contain contradictory results with regard to the pore water 

diffusion process (details in Section 4.1). 

 

5. Are the uncertainties in model output(s) acknowledged and described? 

 

• The approach used to develop initial sediment PCB concentrations for the Phase 2 

calibration and validation periods precludes a robust test of long-term model 

predictions and therefore should have been evaluated through sensitivity and 

uncertainty analyses.  Additionally, development of these initial conditions is not 

documented with sufficient detail (details in Section 2.2). 

• The uncertainty analysis approach presented in the MVR cannot be used to 

evaluate uncertainty in the model simulations conducted during the CMS because 

it produces ranges of PCB concentrations that lie far outside of the bounds of the 

field data and because the computational burden of running numerous EFDC 

simulations renders that approach infeasible (details in Section 4.2). 

 

                                                 
* Note that potential offsetting biases in predicting the relative contributions of water column PCB sources versus 
sediment sources are not acceptable, because if PCB or TSS concentrations change in differing relative amounts in 
future projections, the biases will result in incorrect predictions of fish tissue PCB levels. 
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6. Upon review of the model projections of changes in PCB concentrations in 

environmental media in the example scenarios, are such projections reasonable, using your 

technical judgment, and are they plausible given the patterns observed in the data? 

 

• Because GE will need to use the model to evaluate remedial scenarios during the 

CMS, it is critical that the MVR provide a good indication of how the model will 

behave during long-term future simulations.  The example scenarios presented in 

the MVR do not provide that information because they do not project forward 

from the end of the validation period and because they do not include FCM results 

(details in Section 6). 

 

7. Is the final model framework, as calibrated and validated, adequate to achieve the goal 

of the modeling study to simulate future conditions 1) in the absence of remediation and 2) 

for use in evaluating the effectiveness of remedial alternatives? 

 

• Simulation times must be of reasonable duration in order to use the model for its 

intended purpose of evaluating alternative remedial scenarios.  The simulation 

time for EFDC is too long to efficiently evaluate long-term simulations of 

remedial alternatives during the CMS (details in Section 5.1). 

• There are some indications that the EFDC model may not be computationally 

stable; additional evaluation is needed to assess that issue (details in Section 5.2). 
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SECTION 2 
CHANGES MADE TO THE MODEL FRAMEWORK AND APPROACH 

 

With regard to the changes EPA made to its modeling framework and approach that are 

presented in the MVR, GE has concerns with two of these changes.  First, the formulation 

developed to represent bank erosion is not consistent with the accepted conceptual model of how 

this process occurs.  Second, the approach used to develop sediment bed PCB concentrations for 

the beginning of the Phase 2 calibration and validation periods does not provide for a robust test 

of long-term model predictions. 

 

2.1 BANK EROSION 

 

MVR Charge Reference: 

• Question 1 (model’s ability to account for relevant PCB fate, transport, and 

bioaccumulation processes) 
 

As documented in the MVR (Section 4.1.4), EPA developed an empirical approach to 

simulate bank erosion.  The model formulation includes two components that contribute equally 

to the total bank erosion: a term that simulates a continuous release of bank soils, and a second 

term that represents bank failure on the receding limb of a storm hydrograph.  Both terms include 

a power function that computes the solids loading rate from bank erosion based on river flow rate 

at the confluence. 

 

In several respects, the approach adopted by EPA is not supported by accepted theory or 

the literature: 

 

• No justification or literature support is provided for the theoretical basis of the model 

formulations, or for the assumed equal split between continuous erosion and mass failure.  

The MVR states (Page 4-5) that information regarding the split between the two bank 
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erosion processes could not be located in the literature; however, the potential effects of 

this important assumption on sediment transport and PCB fate and transport simulations 

were not evaluated during the model sensitivity analysis. 

• The assumption that continuous erosion occurs at all flow rates (i.e., that there is no 

threshold velocity or shear stress for initiation of bank erosion; MVR Pages 4-5 to 4-6) is 

inconsistent with the accepted conceptual model of bank erosion that is presented in the 

peer-reviewed literature (e.g., Millar and Quick 1998; Alonso and Combs 1990; and 

Osman and Thorne 1988 – all included in Attachment 1). 

• Insufficient detail is provided on how the bank erosion model was parameterized.  First, 

no justification is provided for the choice of the flow criteria used in the MVR (Page 4-6) 

to specify when mass failure occurs (i.e., when Coltsville flow is between 600 and 250 

cfs and decreasing at a rate of 5 cfs/hour or greater).  Second, the precision of estimated 

changes in top-of-bank locations from the 1972 aerial photographs (MVR Page 4-7) is 

not discussed nor presented.  Were analyses conducted to evaluate the uncertainty in the 

estimates (e.g., comparison of changes in fixed locations, such as buildings, between the 

1972 and 2000 photos)?  Finally, the MVR also states (Page 4-6) that the approach used 

by EPA is preferable to alternate approaches because it eliminates the need to calibrate 

empirical constants within EFDC simulations.  However, no information is provided to 

support this assertion.  In addition, the model used by EPA contains empirical constants 

that were adjusted individually to calibrate the model to bank erosion rates estimated at 

69 locations (i.e., the coefficients a and b; MVR Pages 4-5 and 4-6), which brings into 

question the validity of this statement. 

 

In addition, this approach results in lower estimates of annual solids loads due to bank 

erosion than the data-based estimates of such annual loads reported in the MCR and the RFI 

Report (BBL and QEA 2003), as shown in Table 2-1. 
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Table 2-1.  Estimates of annual average solids load from bank erosion.   

Approach and Data Used Reference Solids Loading from Bank 
Erosion (MT/yr) 

Analysis used for model.  Based on 1972 and 2000 
aerial photographs. MVR Section 4.1.4 840 

Long-term rate based on 1952 and 2000 aerial 
photographs. MCR Table B.4.1 1376 

Short-term rates based on 2000-2002 EPA toe pin 
study. MCR Table B.4.1 1197 

Estimates based on 1998 EPA maps of eroding 
banks and average migration rates from 2000-2002 
EPA toe pin study and 2001-2002 EPA meander 
survey study. 

RFI Report Section 8.8.1.9 
(copy in Attachment 2 to 

these comments) 
1400 to 3200 

 

The formulation developed for bank erosion is not consistent with accepted 

theory and published literature and produces estimates of annual solids loads 

due to bank erosion that are lower than other data-based estimates. 
 

2.2 DEVELOPMENT OF SEDIMENT PCB INITIAL CONDITIONS 

 

MVR Charge Reference: 

• Question 5 (acknowledgement of model uncertainties) 
 

To establish initial sediment PCB concentrations for the beginning of the Phase 2 

calibration period (i.e., 1990) and the validation period (i.e., 1979), a “hindcast” approach was 

used.  In this approach, preliminary long-term simulations were conducted to quantify the model-

predicted rates of change for various sediment segments (e.g., individual grid cells or reach 

averages).  These rates were then used in conjunction with the sediment PCB data from the 

Phase 1 calibration period (i.e., 1998-99) to estimate the 1990 and 1979 initial conditions (MVR 

Section 4.1.6).  The limited data in the earlier years (i.e., 1980 and 1990) were given as the 

reason for using this approach (MVR Page 4-9).  GE has two comments regarding this approach: 

 

• EPA’s approach does not allow for a robust test of the model’s predicted long-term 

temporal trends.  Using the model’s temporal trend and concentrations at the end of the 

simulation to estimate initial conditions essentially precludes an independent evaluation 
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of the model’s ability to simulate long-term processes in the system.  At a minimum, this 

limitation should be acknowledged in the MVR and its implications should be discussed.  

Additionally, sensitivity/uncertainty analyses should have been conducted to evaluate 

how this approximation affected model predictions. 

• Additional information on how the initial conditions for the Phase 2 calibration and 

validation were developed is needed to fully assess the model.  Specifically, comparisons 

between the estimated initial conditions and the data collected in 1990 and 1979-1980 

should be made to evaluate whether this approach produced initial conditions that are 

consistent with the data.  At a minimum, a set of plots showing the initial conditions, as 

well as a comparison with the 1979-1982 data (beyond that provided in the validation 

result figures), should have been provided.  Furthermore, no information is provided on 

how initial conditions were established for sediment PCBs below the surface.  Was the 

same approach used?  Or, were the 1998-1999 data for depths below 6” assigned for the 

1990 and 1980 initial conditions? 

 

The approach used to develop initial sediment PCB concentrations for the 

Phase 2 calibration and validation periods precludes a robust test of long-term 

model predictions and therefore should have been evaluated through sensitivity 

and uncertainty analyses.  Additionally, development of these initial conditions is 

not documented with sufficient detail. 
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SECTION 3 
PHASE 2 CALIBRATION AND VALIDATION RESULTS 

 

Upon review of the Phase 2 calibration and validation results in the MVR, GE has two 

concerns.  First, the model results indicate high biases in both TSS and water column PCB 

concentrations during low flow periods.  Second, the predicted long-term trends in sediment 

PCBs are not adequately evaluated or documented with sufficient detail, and appear to be 

inconsistent with the data in some cases. 

 

3.1 TSS CONCENTRATIONS AT LOW FLOW 

 

MVR Charge Reference: 

• Question 3 (evidence of bias in the models) 
 

The model-data comparisons that are presented for the Phase 2 calibration and the 

validation in the MVR indicate that the sediment transport model consistently over-predicts TSS 

at non-storm flows.  This result appears to stem largely from the East Branch boundary 

conditions, in which the model values in the East Branch at base flows are typically on the order 

of 10 mg/L, except on days of sampling, when they are “forced” to match the data, which 

typically are in the 2-5 mg/L range (e.g., MVR Figures 4.2-31 and 6.2-12).  This problem with 

the boundary condition appears to propagate downstream, as over-prediction of the routine non-

storm TSS data is clearly visible at Holmes Road (e.g., MVR Figures 4.2-38 and 6.2-19) and 

New Lenox Road (e.g., MVR Figures 4.2-39 and 6.2-20), while the differences are less evident 

at the Woods Pond Headwaters and Footbridge stations. 

 

The high bias in low flow TSS concentrations is acknowledged in the MVR, but the 

report states that low flow data are less important for the long-term mass balance (MVR Page 6-

57).  Indeed, in the MVR’s presentation of statistical metrics of model performance for the 

validation, an alternative set of results that censor the <5 mg/L data (i.e., MVR Tables 6.2-5 
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and 6.2-6) is included.  However, it is inappropriate to dismiss this apparent bias in low flow 

TSS in this manner.  Although EPA’s assessment that this bias does not impact the overall 

sediment mass balance may be correct, low flow TSS concentrations do impact prediction of 

water column PCB concentrations.  For example, at a given total PCB concentration, over-

predicting TSS of 2 mg/L as 10 mg/L will cause the calculated PCB concentrations on water 

column particulate matter (which determine the particulate organic matter (POM) exposures used 

in the FCM) to be under-predicted by about a factor of two (based on the partitioning parameters 

used in the EPA’s model).  Because the FCM predictions of fish tissue PCB concentrations 

generally match the data, it is likely that this under-prediction in particulate-phase PCB 

concentrations in the water column was compensated for during the calibration of the FCM by 

increasing the predicted contribution from sediment-based PCB sources.  In other words, under-

predicting PCB concentrations on POM would require specification of a larger amount of 

sediment-derived PCBs to obtain the same body burden in fish.  Thus, the bias in low flow TSS 

may have resulted in an incorrect representation of the balance between water column and 

sediment PCB uptake by fish. 

 

Model predictions of TSS at low flow are biased high, which leads to an under-

prediction of particulate-phase PCBs in the water column.  Through 

compensation in the FCM calibration, this would likely result in an overprediction 

by the FCM of the relative contribution of sediment-derived PCB sources to fish 

tissue PCB concentrations. 
 

3.2 WATER COLUMN PCB CONCENTRATIONS AT LOW FLOW 

3.2.1 Over-prediction of Low Flow Water Column PCB Concentrations in East Branch 
Boundary Condition and Reach 5A 

 

MVR Charge References: 

• Question 1 (model’s ability to account for relevant PCB fate, transport, and 

bioaccumulation processes)  
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• Question 3 (evidence of bias in the models) 

 

High Bias in East Branch Boundary Condition 

The temporal plots presenting the water column PCB concentrations at Pomeroy Avenue 

(i.e., MVR Figures 4.2-63 and 6.2-39) indicate that the East Branch PCB boundary condition is 

biased high during non-storm conditions, for both the Phase 2 calibration and validation periods.  

As shown on those figures, comparison of the model boundary conditions with the data indicates 

that a majority of the routine (non-storm) data are over-estimated by a factor of two to five, or 

more.  It appears that the boundary condition functions developed for the East Branch have not 

properly represented the non-detect samples, although the boundary condition is forced through 

the individual non-detect data points over a two-day period when data exist.  The resulting 

predicted PCB concentrations at Pomeroy Avenue for non-storm flows (i.e., baseline 

concentrations) are approximately 100 ng/L throughout the Phase 2 calibration and validation 

periods, even though samples were in the 20-50 ng/L range, with many below the method 

detection limit (MDL), which are plotted at the ½ MDL value of approximately 10 ng/L (see 

MVR Figures 4.2-63 and 6.2-39).  This high bias in the East Branch boundary at low flows 

impacts model predictions of low flow water column PCBs at downstream locations in Reach 

5A, and with it the calculated PCB exposures used by the bioaccumulation model at those 

locations, as discussed below. 

 

High Bias in Reach 5A Predictions 

The apparent high bias in low flow water column PCB concentrations at Pomeroy 

Avenue also appears to be evident in the model-data comparisons at Holmes Road for the Phase 

2 calibration and validation periods (MVR Figures 4.2-65 and 6.2-41).  This high bias may be a 

direct consequence of the over-prediction of the low flow PCB boundary condition.  The MVR 

notes that the model results for Holmes Road compare well with the detected concentrations, but 

that the non-detects (NDs) are over-predicted (MVR Page 6-72).  The MVR states that treating 

NDs as the MDL instead of ½ MDL would account for the high bias in the model predictions at 

Holmes Road.  However, plotting the ND samples at the MDL would place them at 

approximately 20 ng/L; yet the model predictions at Holmes Road for non-storm flows are 
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almost always in the 30-100 ng/L range.  Thus, the representation of ND samples does not fully 

account for this high bias. 

 

In its discussion of the tendency to over-predict low flow PCB concentrations at Holmes 

Road, the MVR places much emphasis on the fact that the detected samples are matched by the 

model better than the non-detect samples (MVR Page 6-72).  To some extent, the MVR 

discussion appears to trivialize the non-detect data, suggesting that over-prediction of the low 

flow PCB concentrations is unimportant. The report further states that low flow PCB 

concentrations are less important for long-term sediment and contaminant transport assessments 

(MVR Page 6-82).  Finally, in its presentation of the statistical metrics of model performance, 

the MVR evaluates the model results compared to all the PCB data, as well as compared to just a 

censored subset of the PCB data for which PCBs <40 ng/L were excluded from the statistical 

comparisons (MVR Tables 6.2-10 and 6.2-11, respectively).   

 

It is not correct to censor the data set in this way.  First, the ND samples represent a 

significant portion of the data set used for Phase 2 calibration and validation (for example, over 

half of the routine samples from Holmes Road in 2001-2002 were non-detect).  Moreover, these 

low flow data are important, and cannot be excluded from the overall assessment of model 

performance.  Although data-based calculations and EPA’s modeling have shown that high flow 

periods do account for a majority of the annual PCB mass transport, low flow PCB 

concentrations are important for evaluation of fish PCB exposure given the amount of time the 

river is at low flows, and given that PCB uptake by fish is greater during times of higher 

metabolic activity, which occur in the summer when flows are generally low.  In evaluating such 

PCB exposures, the high bias in predictions of low flow PCB concentrations in Reach 5A would 

likely lead, through compensation in the FCM calibration, to an under-prediction of the 

contribution of sediment-based PCBs sources to such exposures in that reach.  Thus, that high 

bias is of greater consequence than suggested in the MVR since it likely impacts the FCM 

calibration in that reach. 

 

Additional discussion of the importance of the bias in low flow PCB predictions is 

provided in Section 6.2.3.4 of the MVR.  The discussion acknowledges the high bias, and states 
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that FCM bounding calculations that had all water column concentrations less than 60 ng/L 

replaced with zero resulted in changes in fish PCB concentrations of 5% to 8% (MVR page 6-

87).  However, it is not clear whether this bounding analysis accounted for the full set of data 

that are over-predicted, since model results in the range of 60-100 ng/L, which account for a 

larger portion of time than the <60 ng/L results, also reflect the high bias.   

 

Furthermore, the report observes (Page 6-87) that the high biases in low flow TSS 

concentrations (see Section 3.1, above) and low flow PCB concentrations tend to offset each 

other in terms of predicted PCB concentrations on POM, thereby minimizing “the concern”.  

However, it is unacceptable to rely on offsetting biases in model results for future applications of 

the model.  If PCB or TSS concentrations in the inputs to future simulations change in differing 

relative amounts, the bias in one will result in incorrect predictions of PCBs on POM, which 

would in turn result in incorrect future predictions of fish tissue PCB concentrations. 

 

Reach 5 PCB Fate Processes 

The low flow results for water column PCBs at the New Lenox Road, Woods Pond 

Headwaters, and Woods Pond Footbridge locations exhibit smaller differences between the 

model and data than do the results from further upstream (e.g., MVR Figures 6.2-42 through 6.2-

44).  Because the model tends to match the low flow data at New Lenox Road, this indicates that 

the balance between upstream loads and internal sources within Reach 5A is incorrect at non-

storm conditions. 

 

Moreover, the PCB mass balance for the validation period (MVR Figure 6.2-63) indicates 

that the single largest load of PCBs in the model is advection from the East Branch (i.e., the 

boundary condition).  This result is contrary to: 1) the analyses of available site data presented in 

the RFI Report, which indicated that sediments in Reaches 5A and 5B are the largest source of 

PCBs to Reach 5 (BBL and QEA 2003, Figure 9-2, a copy of which is provided as Attachment 

3); and 2) the data-based computations developed by EPA as part of its flux analysis (MVR 

Figure 2.2).  In these analyses, there is a net increase in PCB load from the confluence to New 

Lenox Road, by a factor of two to three.  The model validation results, however, indicate a much 
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larger load entering from upstream, and as a consequence, a net loss of PCB mass occurs 

between the confluence and New Lenox Road, reflecting a twofold reduction.  These mass 

balance results further illustrate that the balance between PCB loads from upstream versus those 

derived from sediments and banks in Reach 5A may be incorrect in EPA’s model. 

 

Low flow water column PCB concentrations are consistently over-predicted in 

both the East Branch boundary condition and at Holmes Road.  Because the 

model better matches concentrations at downstream locations, this bias in the 

upper reach suggests that low flow PCB fate processes and/or the balance 

between external and internal PCB sources are not represented correctly. 
 

3.2.2 Woods Pond Spatial Patterns 

 

MVR Charge Reference: 

• Question 1 (model’s ability to account for relevant PCB fate, transport, and 

bioaccumulation processes)  
 

The predicted spatial pattern in low-flow water-column PCBs across Woods Pond (i.e., 

between Woods Pond Headwaters and Lenoxdale Bridge) that is shown in the Phase 2 

calibration and validation results does not appear to be consistent with the routine data.  

Although a spatial plot comparing a longer-term average of low flow conditions with the routine 

data is not provided in the MVR, the spatial plots for averages of Phase 2 model calibration 

results from several 1999 events (e.g., MVR Figures 4.2-69 and 4.2-70) show little to no spatial 

gradient across the pond.  The data, however, indicate a decline, which is consistent with the 

conceptual model of deposition processes occurring within the pond.  Moreover, the text of the 

MVR states (Page 4-89) that PCBs decrease by 17% across Woods Pond, which is not consistent 

with the plots.  Similar results are evident in the low flow spatial patterns for the validation, 

where the model results show no change in PCBs across the pond and the data suggest a decrease 

(e.g., MVR Figure 6.2-45). 
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Furthermore, inspection of the temporal plots for complete years with routine monitoring 

data (e.g., Phase 2 calibration for year 1997 from MVR Figures 4.2-67 and 4.2-68) indicates that 

the model tends to sufficiently match the low flow data from Woods Pond outlet, but under-

predicts the data from Woods Pond Headwaters, thus missing the general decrease in PCB 

concentrations across the pond at low flows that is consistently indicated by the routine data.  

Similarly, the example model mass balance results for low flows (upper-left panel in MVR 

Figure 4.2-80) show no change in PCB load across Woods Pond, whereas data-based analyses of 

the low flow data presented in the RFI Report indicate a decrease of approximately 20% in low 

flow PCB load across the pond (BBL and QEA 2003, Figure 9-2, see Attachment 3).  Again, 

these differences may indicate that the “balance” of PCB fate-determining processes is not 

reflective of what is occurring in the system. 

 

The model does not capture the general decrease shown by the data in water 

column PCB concentrations across Woods Pond during low flows, which 

indicates that the balance among the various fate processes is incorrectly 

represented. 
 

3.3 SEDIMENT PCB CONCENTRATIONS 

3.3.1 Model-Data Comparison Metrics 

 

MVR Charge Reference: 

• Question 2 (sufficiency of model-data comparisons) 
 

The MVR presents Phase 2 calibration and validation results for sediment PCBs in terms 

of temporal trends in model-predicted surface concentrations averaged over spatial bins that span 

approximately 0.2 to 0.9 river miles (MVR Figures 4.2-77 and 6.2-49).  No representation of the 

model’s variability within the spatial bins is provided and no presentation of model results has 

been made for deeper sediments.  This additional information is needed to fully evaluate how 

accurately EPA’s model can simulate trends in sediment PCB concentrations. 
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The data in the sediment PCB temporal figures are plotted as monthly averages +/-2 

standard errors of the mean.  It is unclear why the data were presented as monthly averages, 

given that surface sediment PCB concentrations tend to change on annual timescales (or slower).  

It would be more appropriate to plot these data as averages by year or by individual sampling 

program, especially since many of the sampling programs spanned several months such that the 

samples from individual months may not necessarily yield a representative sample of a given 

spatial bin.  The presentation of monthly averages obscures the comparisons with the 1998-1999 

data, and the model’s ability to simulate the central tendency of those sampling events.  If the 

data are plotted as averages by year or by individual sampling program, additional evaluation of 

whether the model predicts sediment PCB concentrations without bias would be permitted. 

 

Furthermore, although the MVR recognizes the limited historical data, there are some 

years and locations for which the quantity of historical sampling data allows model-data 

comparisons (e.g., the 1980-1982 data set contains ~15 samples near River Mile 128 and over 10 

samples in the River Mile 125.5 area, and the 1994-1996 dataset contains over 40 samples 

between the confluence and River Mile 134).  In some cases, the model does not match the 

historical data, calling into question the “hindcast” procedure used to develop the initial 

conditions, and the model’s ability to predict long-term trends in sediment PCBs.  More detailed 

evaluation of sediment temporal trends, including evaluation of specific areas in the river with 

sufficient data to evaluate changes, should be conducted to better evaluate model performance. 

 

Finally, additional information on temporal trends in sediment PCBs is provided by the 

finely segmented cores that were collected by GE and EPA from various locations within the 

PSA (primarily Woods Pond) and dated using radioisotope techniques (see Section 4.5.4 of the 

RFI Report, excerpts of which are provided in Attachment 4).  Model results for sediment PCBs 

(or PCB concentrations on depositing particles) should be compared to the estimated sediment 

PCB temporal trends from those cores (e.g., Figures 4-21, 4-22, and 4-26 in the RFI Report; see 

Attachment 4) as an additional test of the model’s ability to reproduce the available information 

on temporal trends in the system. 
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Given the limited presentation of model results in the MVR, the ability of the 

model to simulate trends in sediment PCBs cannot be fully evaluated.  Further 

comparisons of model results with additional treatments of the data as well as 

other data sets are needed to better assess the model. 
 

3.3.2 Model-Predicted Temporal Trends 

 

MVR Charge Reference: 

• Question 3 (evidence of bias in the models) 
 

Upon viewing the model results for temporal trends in sediment PCBs (i.e., MVR Figures 

4.2-77 and 6.2-49), it appears that the model averages over-predict the 1998-99 data (monthly 

averaged) for several spatial bins.  Some of these differences may be due to the averaging 

techniques used for initial conditions, but in several spatial bins, the model mean is higher than a 

majority of the individual monthly averages of the data (e.g., Bins 135.13-134.89, 129.65-

129.19, 128.69-128.07, and 125.84-124.94 in MVR Figure 6.2-49).  Woods Pond provides the 

most robust data set to evaluate temporal trends in surface sediment PCBs predicted by the 

model.  The validation results for Woods Pond suggest that the model may be under-predicting 

the rate of decline suggested by the data (MVR Figure 6-50).  Although the model passes 

through the error bars of most monthly averages of the data, the predicted concentrations exceed 

the data means for 9 out of the 10 monthly averages between 1995 and 2004.  Thus, the model’s 

prediction of long-term trends in sediment PCBs appears problematic since the data at the end of 

the validation period are over-predicted in some cases. 

 

The apparent over-prediction of sediment PCB concentrations at the end of the validation 

period has implications for the FCM.  Because the FCM was calibrated based on the sediment 

concentrations predicted by EFDC, the FCM calibration must have compensated for a high bias 

in those predicted sediment concentrations in some manner.  Again, it is likely that this 

compensation was achieved by assigning a higher proportion of uptake from water column food 

sources, which tend to have lower PCB concentrations than the sediments.  Thus, as with the 
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biases discussed in Sections 3.1 and 3.2.1, the bias in EFDC predictions of sediment PCB 

concentrations can result in an incorrect FCM prediction of the proportion of sediment-derived 

versus water column-derived PCBs in fish. 

 

The model predictions of surface sediment PCB concentrations appear to exceed 

the data at the end of the validation period in some cases.  This potential bias 

could result in an over-prediction by the bioaccumulation model of the proportion 

of PCB obtained by fish from the water column relative to the sediments. 
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SECTION 4 
SENSITIVITY AND UNCERTAINTY ANALYSES 

4.1 SENSITIVITY ANALYSES 

 

MVR Charge Reference: 

• Question 4 (characterization of model sensitivities) 
 

Sensitivity analyses for the EFDC model, which consisted of conducting model 

simulations over the Phase 2 calibration period with selected parameters varied by +/- 50%, are 

presented in Section 5.1 of the MVR.  Overall, the EFDC sensitivity analysis results for the 

hydrodynamic model appear reasonable; however, additional analysis of the model results is 

needed to fully evaluate how the sediment transport model is behaving.  The sediment transport 

model sensitivity is quantified in terms of changes in mean and peak TSS flux.  However, 

because deposition and erosion processes are significant determinants of long-term PCB fate, the 

sediment transport sensitivity analyses should also evaluate how variations in input parameters 

affect gross deposition and erosion fluxes as well as net bed elevation changes over the 10-year 

Phase 2 calibration period. 

 

In addition, the EFDC PCB fate sensitivity results indicate that there may be a problem 

with the model’s simulation of low flow conditions.  The low flow event sensitivity analysis 

results (MVR Figure 5.1-8) reveal that the PCB flux at New Lenox Road is sensitive to partition 

coefficients and the diffusion mass transfer coefficient (e.g., sensitivity of 60-90%), as would be 

expected given the importance of pore water diffusion under low flow conditions.  However, the 

results presented for the PCB flux at Woods Pond Footbridge from the same analysis (MVR 

Figure 5.1-9) show virtually no response to these parameters (sensitivity of 1% or less).  If 

diffusion is the major PCB fate process at low flow across the PSA, it would be expected that the 

water column PCB concentrations at Woods Pond would respond to changes in the parameters 

affecting diffusion.  At a minimum, the sensitivity of the flux passing New Lenox Road should 

be reflected at Woods Pond Footbridge in the absence of any additional inputs between these two 
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locations.  It is unclear why one portion of the model domain exhibits a response to the diffusive 

flux parameters, while a portion further downstream does not.  These results suggest that there 

may be a problem with the sensitivity results, or that low flow PCB fate processes may be 

misrepresented within Woods Pond. 

 

Additional model results and analyses are required to fully address the sensitivity 

of the sediment transport model, and the PCB fate model sensitivity results at low 

flows appear to contain contradictory results with regard to the pore water 

diffusion process. 
 

4.2 UNCERTAINTY ANALYSES 

 

MVR Charge References: 

• Question 5 (model uncertainty) 

• Question 7 (model’s ability to be used to simulate future conditions) 
 

As discussed in Section 1, GE will be required to use the model developed by EPA to 

evaluate potential remedial alternatives during the CMS.  As part of this evaluation, it is likely 

that the uncertainty of model predictions will need to be considered when differences in 

simulated future PCB concentrations are compared among various alternatives.  At this point, it 

is premature to define the exact methods that will be used to account for model uncertainty in the 

CMS.  However, the uncertainty approach presented in the MVR cannot be used for the CMS 

because the results are unrealistic and the computational requirements are too great. 

 

The uncertainty results in the MVR are considered unrealistic for two primary reasons.  

First, the uncertainty bounds based on the approach presented in the MVR are much wider than 

the uncertainty indicated by the site data.  For example, for largemouth bass at Woods Pond, the 

average of the data is ~70 ppm, with uncertainty bounds defined by +/- 2 standard errors of the 

mean (SEM) of about 45 to 85 (MVR Figure 4.3-5).  The mean +/- 2SEM provides bounds on 

what can be considered reasonable model results; that is, the model, to be considered realistic, 
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should predict fish concentrations within this range.  The computed FCM mean PCB 

concentration, based on the empirical distribution function (EDF) from the EFDC Kolmogorov-

Smirnov (KS) analysis, is 83.8 ppm (MVR Table 5.2-14).  This is reasonably close to the mean 

of the data.  However, the means based on the left and right KS uncertainty bounds are 50 to 210 

ppm (MVR Table 5.2-14).  The upper end of this range is considerably greater than the upper 

uncertainty bound on the data (85 ppm) and is therefore not a realistic representation of model 

uncertainty.   

 

Second, correlations among parameters were not discussed or incorporated in the EFDC 

or FCM uncertainty analyses.  For example, in EFDC, the partition coefficient (KOC) in the 

water column and sediment would be expected to be related, but there is no relationship in the 

values tested for the input sets (MVR Attachment 5-1, Table 1).  In the FCM, no restriction was 

placed on the combinations of water and sediment PCB concentrations sampled from the EDFs 

(or right and left KS bounds).  However, a relationship is expected.  For the results to be realistic, 

some evaluation of correlations among parameters should have been incorporated in the 

uncertainty analysis. 

 

Furthermore, a substantial level of effort was required to complete the uncertainty 

analyses documented in the MVR.  Over 50 long-term simulations with the EFDC model were 

needed to generate the uncertainty bounds for the KS analysis on the Phase 2 calibration results.  

Incorporation of this approach in the CMS would therefore require a similar number of runs to 

generate the uncertainty bounds, for each potential remedial alternative that is simulated.  Given 

that the estimated simulation time required to conduct a single long-term future simulation with 

the model will be on the order of months (see Section 5.1), this approach is clearly not an option 

if the CMS is to be completed within a realistic timeframe. 

 

The uncertainty analysis approach presented in the MVR cannot be used to 

evaluate uncertainty in the model simulations conducted during the CMS because 

it produces ranges of PCB concentrations that lie far outside of the bounds of the 

field data and because the computational burden of running numerous EFDC 

simulations renders that approach infeasible. 
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SECTION 5 
EFDC COMPUTATIONAL ISSUES 

 

MVR Charge Reference: 

• Question 7 (model’s ability to be used to simulate future conditions) 
 

5.1 MODEL SIMULATION TIME 

Assessment of remedial alternatives in the CMS will be based on long-term simulations 

with EPA’s model that project PCB concentrations several decades into the future.  Based on the 

model simulation time cited in the MCR (i.e., 40 hours for 1.33 years) (see MCR, Page 7-15), it 

would take 50 to 90 days of computation time to complete a single long-term simulation of PCB 

fate that projects 40 to 70 years into the future.  More recent model execution statistics provided 

by EPA indicate that run times of approximately 10 to 19 hours per year are possible, depending 

on the hydrograph for a given year and the type of computer system used (Garland 2006).  Thus, 

computation time is still on the order of 25 to 44 days for a single 40 to 70 year projection 

(assuming an average of 15 hours/year run time) with the model.  The CMS will necessarily 

require numerous runs to fully evaluate a variety of remedial options.  Moreover, based on past 

experience, it is oftentimes necessary to conduct multiple runs to fully evaluate a single remedial 

scenario, since testing and sensitivity analysis are needed to verify model results and evaluate the 

assumptions used to represent future conditions.  Therefore, the model’s current simulation times 

will not allow the CMS Report to be submitted within 180 days after EPA approval of the CMS 

Proposal (which is the default timeframe specified in the Reissued RCRA Permit).  Hence, an 

alternative schedule will need to be proposed in the CMS Proposal. 

 

Based upon review of the MVR, it appears that no substantial changes to the EFDC 

model framework or approach have been implemented to further address the run time issue.  In 

the MCR-RS (Response to General Issue 3), EPA listed a number of methods that have been 

implemented to produce improvements in EFDC’s run time, including: 1) utilization of both 

dynamic and split time steps; 2) bypassing sections of the model grid that are changing slowly 
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(or not at all) over time; and 3) conducting simulations for selected portions of the calibration 

period like high flow events (see MCR-RS Page 7).  However, while implementation of these 

methods has contributed in part to reducing model run time, the run time required for a single 

projection is still intractable for efficient conduct of the CMS.  Moreover, EPA discounted, with 

limited discussion but no model testing, other ideas presented by the Peer Review Panel and GE 

that could be used to improve EFDC’s computational efficiency (e.g., separating hydrodynamic, 

sediment transport, and PCB fate simulations, and use of alternative grid approaches; see MCR-

RS Pages 6 through 8).  Regardless of the improvements that have been implemented by EPA, 

run times will still be on the order of months to complete even a single long-term simulation. 

 

Simulation times must be of reasonable duration in order to use the model for its 

intended purpose of evaluating alternative remedial scenarios.  The simulation 

time for EFDC is too long to efficiently evaluate long-term simulations of remedial 

alternatives during the CMS. 
 

5.2 POTENTIAL MODEL INSTABILITIES 

Complex simulation models, such as those developed for the Housatonic River, can 

produce erratic results that are inconsistent with local model trajectories or fail due to numerical 

instabilities.  In some cases, such model behavior is transitory and of little or no consequence to 

the model predictions.  In other cases, they are symptoms of a larger problem with the model.  

The fact that GE will be required to continuously run the models for one to two months for each 

simulation of 40 to 70 years magnifies the potential for failure.  Against this background, there 

are two instances documented in the MVR that raise some concerns about the behavior of EFDC:  

 

• First, of the 55 EFDC simulations developed for the KS analysis of uncertainty, four 

simulations failed for “unknown” reasons (MVR Page 5-26).  More discussion or 

exploration into the reasons for this failure is warranted, as it may be indicative of a 

larger problem in the model.  Is the failure repeatable?  Is it a function of the parameters 

tested and the model becoming unstable?  If so, was it hydrodynamics, sediment 

transport, or PCB fate? 
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• Second, there appears to be some instability in the flow rates predicted by the 

hydrodynamic model during low flow periods.  For example, flows at New Lenox Road 

in 1980 are very low, highly variable, and in fact appear to go negative (MVR Figure 6.2-

3).  Similar oscillations are noted in the West Branch flow and stage height for many 

years (MVR Figure 6.2-3) and in the flows at Holmes Road for several years between 

1992 and 2003 (e.g., MVR Figure 6.2-19).  Such model behavior suggests that there may 

be issues with hydrodynamic model stability at low flows.  Additional evaluation or 

discussion of these results is warranted. 

 

There are some indications that the EFDC model may not be computationally 

stable; additional evaluation is needed to assess that issue. 
 

 



 

QEA, LLC 6-1 April 19, 2006 
  

SECTION 6 
EXAMPLE MODEL SCENARIOS 

 

MVR Charge Reference: 

• Question 6 (reasonableness of example scenarios) 
 

In Section 7 of the MVR, examples are provided to demonstrate how the model would 

respond when simulating potential remedial options.  However, the MVR’s description and setup 

of these demonstration runs are insufficient to evaluate how the model will perform during the 

long-term simulations that will need to be conducted by GE during the CMS. 

 

To allow for a complete evaluation of model performance during long-term future 

simulations, the example remedial scenario simulations should have been set up to more closely 

follow how the model will be used in the CMS – i.e., model simulations that project forward 

from the end of the validation period, utilizing sediment bed properties and PCB concentrations 

from the end of the validation period).  The model demonstration runs presented in the MVR do 

not appear to have been configured in this manner.  Rather, it appears that initial sediment 

conditions (i.e., PCB concentrations, grain size distribution, and bed elevations) were set to be 

the same as those used at the beginning of the Phase 1 calibration, based on a comparison of 

spatial plots from the MCR (Figure 7-2) and MVR (Figure 6.2-51).  As stated above, it would 

have been more appropriate to start the model with the bed elevations, grain size distributions, 

and sediment PCB concentrations predicted at the end of the validation period, thereby treating 

the model demonstration runs as more representative future projections.  If the cumulative 

changes that occurred in the simulated sediment bed during the 26-year validation period are not 

incorporated in the initial conditions of EPA’s model demonstration runs, then the long-term 

response of the model presented in the MVR may be a model artifact. 

 

Furthermore, it is unclear why the model predictions were not run through FCM.  An 

assessment of results from FCM using exposures from the EFDC demonstration runs is needed 

to fully evaluate how the model behaves under conditions that are different from the calibration 

and validation periods.  This is especially important since there have been no model sensitivity 
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tests conducted with FCM to evaluate the relative importance of benthic versus water column 

food sources as sources of PCBs to the food web. 

 

Because GE will need to use the model to evaluate remedial scenarios during the 

CMS, it is critical that the MVR provide a good indication of how the model will 

behave during long-term future simulations.  The example scenarios presented in 

the MVR do not provide that information because they do not project forward 

from the end of the validation period and because they do not include FCM 

results. 



 

QEA, LLC 7-1 April 19, 2006 
  

SECTION 7 
ADDITIONAL INFORMATION NEEDED TO FULLY ASSESS THE MODELS 

 

Upon review of the MVR, GE has identified several aspects of the modeling for which 

results are lacking or not presented with sufficient detail to allow a complete evaluation of the 

model’s performance.  First, additional comparisons of the Phase 2 calibration and validation 

results to data are required to assess the model’s ability to predict bank erosion, low flow water 

column PCB spatial patterns, and floodplain soil PCB concentrations.  Second, the calibration 

and validation of the upstream and downstream models, as presented in the MVR, are incomplete 

because the necessary model-data comparisons have not been conducted. 

 

7.1 PHASE 2 CALIBRATION/VALIDATION RESULTS 

 

MVR Charge References: 

• Question 2 (sufficiency of model-data comparisons) 

• Question 7 (model’s ability to be used to simulate future conditions) 

7.1.1 No Model-Data Comparisons of Bank Erosion 

As discussed in Section 2.1 of these comments, the empirical approach used by EPA to 

simulate bank erosion provides estimates of solids loads due to bank erosion on an annual basis 

for the model.  However, the bank erosion rates computed by the model should have been 

compared to bank erosion measurements made by EPA.  Two specific field studies conducted by 

EPA provide measurements of short term bank erosion rates: toe pins were installed at five 

locations in Reach 5 and monitored between 2000 and 2002; and detailed surveys of 15 meander 

bends in Reach 5 were conducted in November 2001 and June 2002 (see Section 8.8.1.9 of the 

RFI Report, which is included as Attachment 1).  These data provide an important constraint on 

the bank erosion model, and therefore should have been compared with the model predictions at 

these locations. 



 

QEA, LLC 7-2 April 19, 2006 
  

7.1.2 Limited Model-Data Comparisons for Low Flow Water Column PCB Spatial 
Patterns 

MVR Figures 6.2-45 and 6.2-46 show model-data comparisons for low flow (i.e., 

Coltsville flow between 14 and 29 cfs) and moderate flow (i.e., Coltsville flow between 44 and 

75 cfs) water column PCBs for the Phase 2 calibration period.  For these charts, several sampling 

events were averaged, but nearly all are from a very limited timeframe (e.g., most of the data 

included in the low flow average were collected in June 1999).  Based on Table 4.2-8, it appears 

that only water column data from 1999 and 2000 were included in the data averages shown on 

the charts.  However, there is a substantial set of low flow routine monitoring data collected prior 

to 1999 that were not included in these assessments (e.g., see MVR Table 4.2-7).  A more robust 

evaluation of the model’s ability to predict spatial patterns in low flow PCBs would be to include 

data from several years and sampling seasons. 

7.1.3 No Model-Data Comparisons of Floodplain PCB Temporal Trends 

As stated in the MVR (page 6-65), EPA utilized floodplain initial conditions developed 

for the Phase 1 and Phase 2 calibration (i.e., based on data from 1998-99) for model validation.  

This was done based on the assertion that there is less variability in floodplain soil PCBs, and it 

thus implicitly assumed that little change in floodplain PCBs would occur over the 26 year 

validation period.  However, some large changes in floodplain surface soil PCB concentrations 

are predicted by the model.  For example, the model predicts a greater than 50% increase in the 

surficial 6-inch PCB concentration in several areas of the floodplain over the validation period 

(MVR Figure 6.2-55).  Such significant predicted changes are contradicted by the underlying 

assumption that little change in floodplain PCBs would occur over the 26-year validation period.  

However, EPA did not provide any model-data comparisons to evaluate the predicted changes.  

At a minimum, EPA should have compared the model results at the end of the validation period 

with the 1998-1999 EPA floodplain data (the same data used to develop floodplain initial 

conditions) to assess whether changes predicted by the model produce concentrations that are 

consistent with the data. Furthermore, EPA should have provided additional justification for this 

approach by comparing model-predicted changes in PCB concentrations with historical data in 

areas of the floodplain having sufficient data.  A substantial amount of data was collected in 
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some areas of the floodplain during the early- to mid-1990s that would allow for this type of an 

evaluation. 

 

The documentation of the modeling is incomplete in some cases.  Additional 

modeling results are needed to allow a full evaluation of the Phase 2 calibration 

and validation.   

 

7.2 UPSTREAM MODEL 

 

MVR Charge Reference: 

• Question 2 (sufficiency of model-data comparisons) 
 

Section 8 of the MVR describes the development of an EFDC model of the East Branch, 

which extends approximately two miles upstream to Newell Street Bridge.  EPA states in the 

MVR (Page 8-1) that the purpose for developing this upstream model was to construct and test a 

revised upstream boundary model that would be representative of the upstream area, for use in 

simulating future conditions with the PSA model. 

 

The upstream model, as described in the MVR, is largely incomplete.  Simulations of 

hydrodynamics and sediment transport were run over the 26-year validation period.  However, 

model-data comparisons were limited to simple comparisons of model-predicted TSS with data 

from one “interior location” (the station name is not given) for one year (2002-2003).  Although 

TSS within this reach may be impacted by the ongoing remediation, comparison of the model 

results for additional locations and years is necessary.  Furthermore, quantitative comparisons of 

model and data, similar to those performed for the PSA model, are needed to fully evaluate the 

upstream model results.   

 

In addition, PCB fate and transport were not simulated by EPA with the upstream model; 

the MVR states (Page 8-1) that this was due to the “lack of suitable data in the downstream 

portion of this reach of the river.”  However, water column PCB data are available at the same 
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spatial and temporal resolution as TSS for this reach of the river.  Thus, at a minimum, model-

data comparisons of PCBs should have been made over the one-year timeframe used for TSS.  

Similar to TSS, PCB results may have been impacted by the ongoing remediation.  Nonetheless, 

comparisons of model results for the PCB data set should have been made.  By not simulating 

PCB fate and transport, an important test of the upstream model was not completed.  

 

While GE appreciates the fact that ongoing remediation hinders development of the 

upstream model, incorporation of this model in the MVR is premature given that substantial 

additional development efforts will be required before this model could be used during the CMS. 

 

The upstream model, as presented in the MVR, is incomplete and cannot be 

considered fully validated given that PCB fate and transport were not simulated 

and the model-data comparisons are insufficient. 

 

7.3 DOWNSTREAM (REACH 7-8) MODEL 

 

MVR Charge Reference: 

• Question 2 (sufficiency of model-data comparisons) 
 

EPA has extended its model domain approximately 19 miles downstream to Rising Pond 

Dam, which will provide the ability to evaluate the downstream impacts of potential remedial 

action scenarios during the CMS.  However, the downstream model, as developed and presented 

in the MVR, is largely incomplete and cannot be considered a validated model.  First, the 

entirety of the downstream EFDC discussion presented in the MVR (Section 6.4) focuses on 

parameterization of the model in these reaches and does present any comparisons of model 

results with site-specific data (i.e., no model calibration).  The only model results presented in 

the MVR are the PCB concentrations predicted by EFDC that were input to FCM for a two-year 

period (1997-98; MVR Figures 6.4.14 and 6.4.15), with no comparison to the available data.  

Additional information is thus required to assess the ability of the downstream model to 
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reasonably simulate hydrodynamic, sediment transport, and PCB fate processes simulated by 

EFDC in these reaches. 

 

In the MVR, EPA states that the downstream EFDC model validation period was 

restricted to 1997 and 1998 because fewer data are available in Reaches 7 and 8.  There are, 

however, several available data sets that were not utilized by EPA to demonstrate the accuracy 

and reliability of the downstream model. 

 

• Routine water column PCB and TSS data at Division Street – Division Street Bridge is 

located in Great Barrington, less than one mile downstream of Rising Pond Dam.  While 

this monitoring station is located downstream of the extended model domain, it is 

reasonable to use as a calibration point.  Furthermore, a relatively extensive data set 

exists at this location over the 26-year model validation period (see Table 7-1).  These 

data should thus be compared with model predictions of TSS and PCBs passing over 

Rising Pond Dam. 

Table 7-1.  Summary of Samples Collected at Division Street Bridge 

Sample Count 
Year 

PCB TSS 
Program 

1982 26 13 Housatonic River Study, 1980 and 1982 Invest. 
1989 10 5 1990 MCP Phase II 
1990 14 9 1990 MCP Phase II 
1991 18 18 1990 MCP Phase II 
1991 20 39 LMS Fate and Transport Model 
1992 48 35 LMS Fate and Transport Model 
1993 16 8 LMS Fate and Transport Model 
1995 4 2 1994 and 1995 MCP Supp. Phase II/RFI 
1996 21 10 Monthly Water Column Monitoring 
1997 14 12 Monthly Water Column Monitoring 
1998 20 20 Monthly Water Column Monitoring 
1999 7 7 Monthly Water Column Monitoring 
2000 12 12 Monthly Water Column Monitoring 
2001 12 12 Monthly Water Column Monitoring 
2002 12 12 Monthly Water Column Monitoring 
2003 12 12 Monthly Water Column Monitoring 
2004 12 12 Monthly Water Column Monitoring 
2005 12 12 Monthly Water Column Monitoring 

Data Source:  GE Housatonic River Database, March 2006 release. 
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• USGS Sediment Loading Data – Between April 1994 and March 1996, USGS conducted 

an extensive study of suspended sediment characteristics in the Housatonic River Basin 

(USGS 2000).  Daily sampling for TSS was conducted at Division Street in Great 

Barrington during this study.  These data thus provide an additional constraint on the 

downstream model’s sediment transport predictions and should have been included in 

model-data comparisons in the MVR. 

• Rising Pond High-Resolution Sediment Cores – As described in the RFI Report, two 

finely segmented sediment cores were collected in 1998 from Rising Pond and analyzed 

for PCBs and the radioisotope Cesium-137 (BBL and QEA 2003, Section 4.5.4; see 

Attachment 4 to these comments).  Although limited in number, these cores provide 

additional calibration data for the downstream model.  First, the radioisotope data provide 

estimates of net sediment deposition rates that should be compared with results from the 

sediment transport model.  Second, pairing of sediment radioisotope dating with vertical 

patterns in PCB concentrations from these cores provide a means of assessing the PCB 

fate model’s ability to reasonably simulate temporal trends in the PCB concentration on 

depositing particles within Rising Pond. 

• Reaches 7 and 8 Historic Sediment Data – Historically, numerous sediment cores have 

been collected from Reaches 7 and 8 that could be used to evaluate temporal changes in 

sediment concentrations in this downstream reach.  For example, approximately 50 

locations were sampled in Reaches 7 and 8 in 1980 to 1982; nearly 20 of these locations 

were in Rising Pond.  Further, nearly 10 cores were collected from Rising Pond in 1990.  

These data are presented in Section 4 and Appendix B of the RFI Report.  While these 

historical data sets are less robust than those from the PSA, they do provide additional 

information that should have been used to calibrate the downstream model. 

 

The downstream model, as presented in the MVR, is incomplete and cannot be 

considered fully validated since model results were not compared against 

available data sets for TSS, water column PCBs, and sediment PCBs. 
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SECTION 8 
SUMMARY 

 

Upon review of the MVR, it is clear that EPA and its contractors have put a substantial 

effort into the modeling project over the last year.  Changes were made to the modeling 

framework and approach in response to the MCR peer review, calibration over a 10½-year 

period was completed, sensitivity and uncertainty analyses were conducted based on that 

calibration, validation over a 26-year period was conducted, long-term simulations of example 

future scenarios were completed, and models of sections of the river upstream and downstream 

of the PSA were developed to extend the modeled domain.  In general, it appears that a credible 

effort has been made to improve the model.  However, because GE is required to use the model 

developed by the EPA during the CMS to evaluate potential remedial alternatives, a thorough 

scrutiny of the model framework and its results, and a complete evaluation of its performance 

must be afforded during the validation phase and its associated peer review.  Based on GE’s 

review of the MVR, we have a number of concerns in this regard: 

 

• First, there are some problems with the modeling framework and approach.  The 

formulation used to represent bank erosion is not consistent with the accepted conceptual 

model of that process, and the methods used to develop sediment initial conditions do not 

provide a robust test of the model’s ability to simulate sediment PCB concentrations over 

long time scales. 

• Second, there are potential biases evident in the model predictions of low flow TSS, low 

flow water column PCB, and surface sediment PCB concentrations.  These biases, 

coupled with the model’s inability to match low flow spatial patterns in PCBs at Woods 

Pond and its apparent insensitivity to pore water diffusion parameters, indicate the that 

relative importance of external versus internal PCB sources, as well as fate processes 

during low flows, may not be properly represented by the model.  These biases also can 

result in incorrect predictions by the FCM of the relative importance of water column- 

versus sediment-derived sources of PCBs to the fish. 
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• Third, the model results and comparisons to data provided in the MVR are not sufficient 

to support a full assessment of the model’s ability to predict temporal trends in sediment 

PCBs, bank erosion, low flow water column PCB spatial patterns, and floodplain soil 

PCB concentrations.  In addition, the upstream and downstream models, as documented 

in the MVR, are incomplete and cannot be considered validated because the necessary 

comparisons to the available site data have not been completed. 

• Fourth, the approach developed for the MVR to quantify model uncertainty is not useful 

for assessing uncertainty in the modeling to be performed by GE during the CMS because 

the uncertainty bounds in the MVR approach are unrealistically large and that approach is 

computationally infeasible. 

• Finally, there are computational issues with EFDC that will preclude efficient use of this 

model during the CMS.  The model simulation time is too long, as the time required to 

complete just one simulation of a future remedial scenario several decades into the future 

will be one to two months.  This will require a considerably longer time to perform the 

CMS than the 180-day default timeframe specified in the Reissued RCRA Permit.  

Additionally, the model results presented in the MVR indicate that there are potential 

instabilities with EFDC that may cause problems when that model is used to make future 

simulations. 

Overall, unless these issues are addressed with proper detail during the model validation 

phase, including the peer review, it is likely that the model delivered to GE will have significant 

limitations and problems.  GE may not be able to fully evaluate the extent of those issues until it 

begins working with the model to assess potential remedial alternatives during the CMS. 
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