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brackets signifying concentration(s)

alpha; the ratio of a person’s exposure to a pollutant of ambient
origin to the pollutant’ s ambient concentration
American Cancer Society

adenosine dinucleotide phosphate

air exchange rate for microenvironment i
Asma Infantile Ricerca (Italian study)

alveolar macrophage

Air Pollution Exposure (model)

Air Pollution on Health: a European Approach (study)
Air Quality Criteria Document

Air Quality System (database)

American Thoracic Society

bronchoalveolar lavage

bronchoalveolar lavage fluid
N-bis(2-hydroxyl-propyl)nitrosamine
bronchial hyperresponsiveness

bromine

concentration x time; concentration times duration of exposure
calciumion

Clean Air Act

Californialine source dispersion (model)
Childhood Asthma Management Program
cavity attenuated phase shift (monitor)
concentrated ambient particles

Cdlifornia Air Resources Board

Clean Air Scientific Advisory Committee
Claracell 16-kDaprotein

Centers for Disease Control and Prevention
Consolidated Human Activity Database
congestive heart failure

Children’s Health Study

confidence interval

Community Multiscale Air Quality (model)
carbon monoxide

carbon dioxide

coefficient of divergence
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CoH
COPD
CRP
CT™M
CvD
DEPcCBP
DHHS
DMA
DMN
DNA
DOAS
Ea

EC
ECP
ED
ELF
Ena
EPA
EPO
ER
ETS
FEFs
FEF25.75
FEF:5
FEno
FEVos
FEV1
Finfi
FRM
FvC
GAM
GEE

GEOS-CHEM

GIS
GM-CSF
GSH
GST

H+
HCHO
HDL
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coefficient of haze

chronic obstructive pulmonary disease

C-reactive protein

Chemistry-transport model

cardiovascular disease

diesel exhaust particulates extract-coated carbon black particles
U.S. Department of Health and Human Services
dimethylamine

dimethylnitrosamine

deoxyribonucleic acid

differential optical absorption spectroscopy

aperson’s exposure to pollutants of ambient origin
elemental carbon

eosinophil cationic protein

emergency department

epithelia lining fluid

aperson’s exposure to pollutants that are not of ambient origin
U.S. Environmental Protection Agency

eosinophil peroxidase

emergency room

environmental tobacco smoke

forced expiratory flow at 25% of vital capacity

forced expiratory flow at 25 to 75% of vital capacity
forced expiratory flow at 75% of vital capacity

fractional exhaled nitric oxide

forced expiratory volume in 0.5 second

forced expiratory volume in 1 second

the infiltration factor for microenvironment i

Federal Reference Method

forced vital capacity

Generalized Additive Model(s)

generalized estimating equation(s)

three-dimensional, global model of atmospheric chemistry driven by
assimilated Goddard Earth Orbiting System observations
Geographic Information System
granulocyte-macrophage colony stimulating factor
glutathione

glutathione Stransferase (e.g., GSTM1, GSTP1, GSTT1)
hydrogen ion

formaldehyde

high-density lipoprotein cholesterol
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HNOs
HNO,
HONO
HR
HRV
HS
H2804
hv
ICAM-1
ICD, ICD9
id

Ig

IHD
[TASA
IL

lle

IN

|OM
IQR

IS

ISA
ISAAC
Ki

LDH
LIF
LOESS
LRD
LT
MEF.s
MEFso
MEF7s
MENTOR
Ml
MMEF
MoOy
MOZART
MPO
MPP
MSA

N

n
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nitric acid

pernitric acid

nitrous acid

heart rate

heart rate variability

hemorrhagic stroke

sulfuric acid

solar ultraviolet proton

intercellular adhesion molecule-1

International Classification of Diseases, Ninth Revision
identification

immunoglobulin (e.g., IgA, IgE, 1gG)

ischemic heart disease

International Institute for Applied Systems Analysis
interleukin (e.g., IL-6, IL-8)

isoleucine

inorganic particul ate species

Institute of Medicine

interquartile range

ischemic stroke

Integrated Science Assessment

International Study of Asthmaand Allergiesin Children
pollutant specific decay rate in microenvironment i
lactate dehydrogenase

laser-induced fluorescence

locally estimated smoothing splines

lower respiratory disease

leukotriene (e.g., LTB4, LTCy, LTDg4, LTEy)
maximal expiratory flow at 25%

maximal expiratory flow at 50%

maximal expiratory flow at 75%

Modeling Environment for Total Risk
myocardial infarction

maximal midexpiratory flow

molybdenum oxide

Model for Ozone and Related Chemical Tracers
myel operoxidase

multiphase processes

metropolitan statistical area

nitrogen

number of observations
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Na"
NAAQS
NaAsO,
NAL
NAMS
NAS

NCo.01-0.10

NCHS
NCICAS
NDMA
NEI
NERL
2NF
NHAPS
NHIS
NHx
NK
NLCS
NMMAPS
NMOR
NN

NO
NO
NO,
NO3
NOs
NOx
NOy
NOz

NOAA NCEP

INP
2NP
NR, N/R
NRC
NSA

O3

oC

OH
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sodiumion

National Ambient Air Quality Standards
sodium arsenite

nasal lavage

National Air Monitoring Stations
National Academy of Sciences

particle number concentration for particle aerodynamic diameter
between 10 and 100 nm

National Center for Health Statistics

National Cooperative Inner-City Asthma Study
N-nitrosodimethylamine

National Emissions Inventory

National Exposure Research Laboratory
2-nitrofluoranthene

National Human Activity Pattern Survey
National Health Interview Survey

reduced nitrogen compounds (NHs, NH,")
natural killer (lymphocytes)

the Netherlands Cohort Study on Diet and Cancer
National Morbidity, Mortality, and Air Pollution Study
N-nitrosomorpholine

nitronapthalene

nitric oxide

nitrogen dioxide

nitrite ion

nitrate radical

nitrate ion

sum of NO and NO;

sum of NOy and NO,, total oxidized nitrogen

sum of all inorganic and organic reaction products of NOx (HONO,
HNO3, HNO,, organic nitrates, particulate nitrate, nitro-PAHS, etc.)

U.S. National Oceanic and Atmospheric Administration’s National
Center for Environmental Prediction

1-nitropyrene
2-nitropyrene

not reported

National Research Council
nitrosating agent

ozone

organic carbon

hydroxy! radical
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OVA

P, p

P90
PAARC
PAF
PAHSs
PAMS
PAN
PANs
PaO-,

Pb
PD2o-FEV 1
PD100
PEACE
PEF
PEFR

PIH
PM

PM 1o
PMio.25
PM2s
PMN
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oddsratio

ovalbumin

probability value

90th percentile

French air pollution and chronic respiratory diseases study
paroxysmal atrial fibrillation

polycyclic aromatic hydrocarbons

Photochemical Aerometric Monitoring System
peroxyacetyl nitrate

peroxyacy!| nitrates

pressure of arterial oxygen

lead

provocative dose that produces a 20% decrease in FEV;
provocative dose that produces a 100% increase in SRaw
Pollution Effects on Asthmatic Children in Europe (study)
peak expiratory flow

peak expiratory flow rate

pollutant specific penetration coefficient for microenvironment i
primary intracerebral hemorrhage

particul ate matter

particulate matter with an aerodynamic diameter of <10um
coarse particulate matter

fine particulate matter

polymorphonuclear leukocytes

particul ate nitrate

particul ate organic matter

parts per billion (by volume)

parts per million (by volume)

parts per trillion (by volume)

Policy Relevant Background

prothombin time

polyunsaturated fatty acids

intraclass correlation coefficient; organic radical
correlation coefficient

coefficient of determination

Pearson’ s correlation coefficient

Spearman’ s rank correlation coefficient

Regional Air Pollution Study

random component superposition

organic nitrates
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ROS

RR

RSV

S
SAPALDIA
SAR

SCE

SD
SE
SEP
SES
SGA
SHEDS
SIDS
SLAMS
SO,
S0,4%

STN

TEA
Th2
TNF
TSP
TVOCs
X
UFP
URI

vd
VOCs
VWF
WBC
Vi

Yo
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reactive oxygen species

relative risk

respiratory syncytial virus

microenvironmental source strength

Study of Air Pollution and Lung Diseases in Adults
Site Audit Report

sister chromatid exchange

standard deviation

standard error

social-economic position

social-economic status

small for gestational age

Simulation of Human Exposure and Dose System
sudden infant death syndrome

State and Local Air Monitoring Stations

sulfur dioxide

sulfateion

specific airways resistance

Speciation Trends Network

tau; atmospheric lifetime

triethanolamine

T-derived helper 2 lymphocyte

tumor necrosis factor (e.g., TNF-a)

total suspended particul ates

total volatile organic compounds

thromboxane (e.g., TXAz, TXB>)

ultrafine particles; <0.1 um diameter

upper respiratory infections

volume of the microenvironment

valine

volatile organic compounds

von Willibrand Factor

white blood cell

the fraction of time people spend in microenvironment i
the fraction of time people spend outdoors
Fisher’s transform of the correlation coefficient
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AX1. CHAPTER 1 ANNEX - FRAMEWORK FOR
REVIEW

The Integrated Science Assessment (ISA) presents a concise synthesis of the most policy-
relevant science to form the scientific foundation for the review of the primary (health-based)
National Ambient Air Quality Standards (NAAQS) for nitrogen dioxide (NO,) (U.S.
Environmental Protection Agency, 2007). The Annexes. (1) provide more details of the most
pertinent scientific literature relative to the review of the NO, NAAQS in the areas of
atmospheric sciences, air quality analyses, exposure assessment, dosimetry, controlled human
exposure studies, toxicology, and epidemiology; and (2) focus on the key policy relevant
guestions and studies published since the last EPA review.

Annex 1 provides the legislative background and history of previous reviews of the
NAAQS for oxides of nitrogen. Annex 1 aso includes more detailed information on the
methods used to identify and select studies, and on frameworks for evaluating scientific evidence
relative to causality determination. The overarching framework for evaluation of evidence for
causality used in the draft I1SA is outlined in the introduction to that document, and this Annex
provides supporting information for that framework, including excerpts from decision
frameworks or criteria developed by other organizations.

Annex 2 presents evidence related to the physical and chemical processes controlling the
production, destruction, and levels of reactive nitrogen compounds in the atmosphere, including
both oxidized and reduced species. Annex 3 presents information on environmental
concentrations, patterns, and human exposure to ambient oxides of nitrogen; however, most
information relatesto NO,. Annex 4 presents results from toxicological studies aswell as
information on dosimetry of oxides of nitrogen. Annex 5 discusses results from controlled
human exposure studies, and Annex 6 presents evidence from epidemiologic studies. Finaly,
Annex 7 is comprised of tables of the findings of epidemiologic studies of respiratory health
outcomes that also include descriptive statistics (e.g., mean, maximum) on the NO, air quality
data used in the studies. These Annexes include more detailed information on health or exposure
studies that is summarized in tabular form, as well as more extensive discussion of atmospheric
chemistry, source, exposure, and dosimetry information. Annex tables for health studies are

generally organized to include information about (1) concentrations of oxides of nitrogen levels
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or doses and exposure times, (2) description of study methods employed, (3) results and
comments, and (4) quantitative outcomes for oxides of nitrogen measures.

AX1.1 LEGISLATIVE REQUIREMENTS

Two sections of the Clean Air Act (CAA) govern the establishment and revision of the
national ambient air quality standards (NAAQS). Section 108 (U.S. Code, 2003a) directs the
Administrator to identify and list “air pollutants’ that “in his judgment, may reasonably be
anticipated to endanger public health and welfare” and whose “presence in the ambient air results
from numerous or diverse mobile or stationary sources’ and to issue air quality criteriafor those
that arelisted. Air quality criteriaare intended to “accurately reflect the latest scientific
knowledge useful in indicating the kind and extent of identifiable effects on public health or
welfare which may be expected from the presence of [a] pollutant in ambient air.”

Section 109 (U.S. Code, 2003b) directs the Administrator to propose and promulgate
“primary” and “secondary” NAAQS for pollutants listed under Section 108. Section 109(b)(1)
defines a primary standard as one “the attainment and maintenance of which in the judgment of
the Administrator, based on such criteria and allowing an adequate margin of safety, are requisite
to protect the public health.”* A secondary standard, as defined in Section 109(b)(2), must
“specify alevel of air quality the attainment and maintenance of which, in the judgment of the
Administrator, based on such criteria, is required to protect the public welfare from any known
or anticipated adverse effects associated with the presence of [the] pollutant in the ambient air.”2

The requirement that primary standards include an adequate margin of safety was
intended to address uncertainties associated with inconclusive scientific and technical
information available at the time of standard setting. 1t was aso intended to provide a reasonable
degree of protection against hazards that research has not yet identified. See Lead Industries
Association v. EPA, 647 F.2d 1130, 1154 (D.C. Cir 1980), cert. denied, 449 U.S. 1042 (1980);

! The legislative history of Section 109 indicates that a primary standard is to be set at “the maximum permissible
ambient air level ... which will protect the health of any [sensitive] group of the population” and that, for this
purpose, “reference should be made to arepresentative sample of persons comprising the sensitive group rather
than to asingle person in such agroup” [U.S. Senate (1970)].

2 Welfare effects as defined in Section 302(h) [U.S. Code, (2005)] include, but are not limited to, “effects on soils,
water, crops, vegetation, man-made materials, animals, wildlife, weather, visibility and climate, damage to and
deterioration of property, and hazards to transportation, as well as effects on economic values and on personal
comfort and well-being.”
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American Petroleum Institute v. Costle, 665 F.2d 1176, 1186 (D.C. Cir. 1981), cert. denied, 455
U.S. 1034 (1982). Both kinds of uncertainties are components of the risk associated with
pollution at levels below those at which human health effects can be said to occur with
reasonable scientific certainty. Thus, in selecting primary standards that include an adequate
margin of safety, the Administrator is seeking not only to prevent pollution levels that have been
demonstrated to be harmful but also to prevent lower pollutant levels that may pose an
unacceptable risk of harm, even if therisk is not precisely identified as to nature or degree.

In selecting amargin of safety, the U.S. Environmental Protection Agency (EPA)
considers such factors as the nature and severity of the health effects involved, the size of
sensitive population(s) at risk, and the kind and degree of the uncertainties that must be
addressed. The selection of any particular approach to providing an adequate margin of safety is
apolicy choice left specifically to the Administrator’s judgment. See Lead Industries
Association v. EPA, supra, 647 F.2d at 1161-62.

In setting standards that are “requisite” to protect public health and welfare, as provided
in Section 109(b), EPA’stask isto establish standards that are neither more nor |ess stringent
than necessary for these purposes. In so doing, EPA may not consider the costs of implementing
the standards. See generally Whitman v. American Trucking Associations, 531 U.S. 457, 465-
472, and 475-76 (U.S. Supreme Court, 2001).

Section 109(d)(1) requiresthat “ not later than December 31, 1980, and at 5-year intervals
thereafter, the Administrator shall complete athorough review of the criteria published under
Section 108 and the national ambient air quality standards and shall make such revisionsin such
criteriaand standards and promul gate such new standards as may be appropriate ....” Section
109(d)(2) requires that an independent scientific review committee “shall complete areview of
the criteria ... and the national primary and secondary ambient air quality standards ... and shall
recommend to the Administrator any new standards and revisions of existing criteriaand
standards as may be appropriate ....” Since the early 1980s, this independent review function
has been performed by the Clean Air Scientific Advisory Committee (CASAC) of EPA’s

Science Advisory Board.
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AX1.2 HISTORY OF REVIEWS OF THE PRIMARY NAAQS FOR NO,

On April 30, 1971, EPA promulgated identical primary and secondary NAAQS for
nitrogen dioxide (NO,), under Section 109 of the Act, set at 0.053 parts per million (ppm),
annual average (Federal Register, 1971). 1n 1982, EPA published Air Quality Criteriafor
Oxides of Nitrogen (1982 NOx AQCD) (U.S. Environmental Protection Agency, 1982), which
updated the scientific criteria upon which the initial NO, standards were based. On February 23,
1984, EPA proposed to retain these standards (Federal Register, 1984). After taking into account
public comments, EPA published the final decision to retain these standards on June 19, 1985
(Federal Register, 1985).

On Jduly 22, 1987, EPA announced that it was undertaking plans to revise the 1982 NOx
air quality criteria (Federal Register, 1987). In November 1991, EPA released an updated draft
air quality criteria document (AQCD) for CASAC and public review and comment (Federal
Register, 1991). The draft document provided a comprehensive assessment of the available
scientific and technical information on heath and welfare effects associated with NO, and other
oxides of nitrogen. The CASAC reviewed the document at a meeting held on July 1, 1993, and
concluded in a closure letter to the Administrator that the document “provides a scientifically
balanced and defensible summary of current knowledge of the effects of this pollutant and
provides an adequate basis for EPA to make a decision as to the appropriate NAAQS for NO,”
(Wolff, 1993).

The EPA aso prepared a draft Staff Paper that summarized and integrated the key studies
and scientific evidence contained in the revised AQCD and identified the critical elementsto be
considered in the review of the NO, NAAQS. The Staff Paper received external review at a
December 12, 1994 CASAC meeting. CASAC comments and recommendations were reviewed
by EPA staff and incorporated into the final draft of the Staff Paper as appropriate. CASAC
reviewed the final draft of the Staff Paper in June 1995 and responded by written closure | etter
(Wolff, 1996). In September of 1995, EPA finalized the document entitled, “Review of the
National Ambient Air Quality Standards for Nitrogen Dioxide Assessment of Scientific and
Technical Information” (U.S. Environmental Protection Agency, 1995).

Based on that review, the Administrator announced her proposed decision not to revise
either the primary or the secondary NAAQS for NO, (Federal Register, 1995). The decision not
to revise the NO, NAAQS was finalized after careful evaluation of the comments received on the
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proposal. Thelevel for both the existing primary and secondary NAAQS for NO, is 0.053 ppm
annual arithmetic average, calculated as the arithmetic mean of the 1-h NO, concentrations.

AX1.3 LITERATURE SELECTION

Literature searches are conducted routinely, on a quarterly or monthly basis, to identify
studies published since the last review; the review includes publications from 1-2 years prior to
the publication of 1993 AQCD for Oxides of Nitrogen (U.S. Environmental Protection Agency,
1993). Examples of strategies used for literature searches are presented below. The search
strategies are periodically reexamined and modified in an effort to optimize the identification of
pertinent published papers. Additional papers areidentified for inclusion in several ways. These
include the review of pre-publication tables of contents for journals in which relevant papers may
be published independent identification of relevant literature by expert authors. In addition,
publications that may be pertinent are identified by both the public and CASAC during the
external review process. Generally, only information that has undergone scientific peer review
and that has been published (or accepted for publication) in the open literature is considered.
The following sections briefly summarize criteriafor selection of studies for this draft ISA.

Figure AX1.3-1 depicts the selection process for studies included in the ISA, and two
tables are included below that offer examples of the keywords and strategies used to search the
literature. Table AX1.3-1 lists examples of the keywords used for identifying epidemiologic
studies on oxides of nitrogen for thisreview. The search strategy for atmospheric science and
exposure studies is outlined in Table AX1.3-2.

The studies identified through literature searches are further evaluated by EPA staff and
outside expertsto determine if the studies merit inclusion in the ISA and/or its Annexes. The
criteriaused for study selection are summarized below.

General Criteria for Study Selection

In assessing the scientific quality and relevance of epidemiological and human or animal
toxicological studies, the following considerations have been taken into account.

e To what extent are the aerometric data, exposure, or dose metrics of adequate quality

and sufficiently representative to serve as indicators of exposure to ambient NOx?
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Figure AX1.3-1. Selection process for studies included in ISA.
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e Werethe study populations adequately selected and are they sufficiently well defined
to allow for meaningful comparisons between study groups?
e Arethe statistical analyses appropriate, properly performed, and properly interpreted?
e Arelikely covariates (i.e., potential confounders or effect modifiers) adequately
controlled or taken into account in the study design and statistical analysis?
e Arethereported findings internally consistent, biologically plausible, and coherent in
terms of consistency with other known facts?
Consideration of these issues informs our judgments on the relative quality of individual studies
and allows us to focus the assessment on the most pertinent studies.

Criteria for Selecting Epidemiological Studies

In selecting epidemiological studies for this assessment, EPA considered whether a given
study contains information on (1) associations with measured oxides of nitrogen concentrations
using short- or long-term exposures at or near ambient levels of oxides of nitrogen, (2) health
effects of specific oxides of nitrogen species or indicators related to oxides of nitrogen sources
(e.g., motor vehicle emissions, combustion-related particles), (3) health endpoints and
populations not previously extensively researched, (4) multiple pollutant analyses and other
approaches to address issues related to potential confounding and modification of effects, and/or
(5) important methodological issues (e.g., lag of effects, model specifications, thresholds,
mortality displacement) related to interpretation of the health evidence. Among the
epidemiological studies, particular emphasis has been placed on those most relevant to reviews
of the NAAQS. Specifically, studies conducted in the United States or Canada may be discussed
in more detail than those from other geographic regions. Particular emphasis has been placed on:
(A) new multicity studiesthat employ standardized methodological analyses for evaluating
effects of oxides of nitrogen and that provide overall estimates for effects based on combined
analyses of information pooled across multiple cities, (B) new studies that provide quantitative
effect estimates for populations of interest, and (C) studies that consider oxides of nitrogen asa
component of a complex mixture of air pollutants.

Not all studies are accorded equal weight in the overall interpretive assessment of
evidence regarding NO,-associated health effects. Among well-conducted studies with adequate
control for confounding, increasing scientific weight is accorded in proportion to the precision of
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their effect estimates. Small-scal e studies without a wide range of exposures generally produce
less precise estimates compared to larger studies with a broad exposure gradient. For time-series
studies, the size of the study, as indicated by the length of the study period and total number of
events, and the variability of NO, exposures are important components that help to determine the
precision of the health effect estimates. 1n evaluating the epidemiologic evidence in this chapter,
more weight is accorded to estimates from studies with narrow confidence bands.

The goal isto perform a balanced and objective evaluation that summarizes, interprets,

and synthesizes the most important studies and issues in the epidemiol ogic database pertaining to
oxides of nitrogen exposure, illustrated using newly created or previously published summary
tables and figures. For each study presented, the quality of the exposure and outcome data as
well asthe quality of the statistical analysis methodology are discussed. The discussion
incorporates the magnitude and statistical strengths of observed associations between NO,

exposure and health outcomes.

Criteria for Selecting Animal and Human Toxicological Studies

Criteriafor the selection of research evaluating animal toxicological or controlled human
exposure studies include a focus on those studies conducted at |evels within about an order of a
magnitude of ambient NO, concentrations and those studies that approximate expected human
exposure conditions in terms of concentration and duration. Studies that elucidate mechanisms
of action and/or susceptibility, particularly if the studies were conducted under atmospherically
relevant conditions, are emphasized whenever possible.

The selection of research evaluating controlled human exposures to oxides of nitrogen is
mainly limited to studiesin which subjects were exposed to <5 ppm NO,. For these controlled
human exposures, emphasisis placed on studies that (1) investigate potentially susceptible
populations such as asthmatics, particularly studies that compare responses in susceptible
individuals with those in age-matched healthy controls; (2) address issues such as concentration-
response or time-course of responses; (3) investigate exposure to NO, separately and in
combination with other pollutants such as O3 and SO; (4) include control exposures to filtered
air; and (5) have sufficient statistical power to assess findings.
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AX1.4 EVALUATION GUIDELINES

AX1.4.1 Background on Causality Decision Framework

The critical assessment of health evidence presented in the ISA is conceptually based
upon consideration of salient aspects of the evidence so as to reach fundamental judgments as to
the likely causal significance of the observed associations. In so doing, it is appropriate to draw
from those aspects initially presented in Hill’ s classic monograph (Hill, 1965) and widely used
by the scientific community in conducting such evidence-based reviews. A number of these
aspects are judged to be particularly salient in evaluating the body of evidence availablein this
review, including the aspects described by Hill as strength, experiment, consistency, plausibility,
and coherence. Other aspectsidentified by Hill, including temporality and biological gradient,
are also relevant and considered here (e.g., in characterizing lag structures and concentration-
response relationships), but are more directly addressed in the design and analyses of the
individual epidemiologic studiesincluded in this assessment. (As noted below, Hill’sremaining
aspects of specificity and analogy are not considered to be particularly salient in this
assessment.) As discussed below, these salient aspects are interrelated and considered
throughout the evaluation of the evidence presented in this chapter, and are more generally
reflected in the ISA.

In the following sections, the general evaluation of the strength of the epidemiol ogical
evidence reflects consideration not only of the magnitude of reported oxides of nitrogen effects
estimates and their statistical significance, but also of the precision of the effects estimates and
the robustness of the effects associations. Consideration of the robustness of the associations
takes into account a number of factors, including in particular the impact of alternative models
and model specifications and potential confounding by copollutants, as well issues related to the
consequences of measurement error. Another aspect that is related to the strength of the
evidence in this assessment is the availability of evidence from *found experiments’, or so-called
intervention studies, which have the potential to provide particularly strong support for making
causal inferences.

Consideration of the consistency of the effects associations, as discussed in the following
sections, involves looking across the results of multi- and single-city studies conducted by
different investigators in different places and times. In this assessment of ambient oxides of
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nitrogen—nhealth effects associations, it is important to consider the aspect of consistency. Other
relevant factors are also known to exhibit much variation across studies. Theseinclude, for
example, the presence and levels of copollutants, the relationships between central measures of
oxides of nitrogen and exposure-related factors, relevant demographic factors related to sensitive
subpopulations, as well as climatic and meteorological conditions. Thus, in this case,
consideration of consistency, and the related heterogeneity of effectsissue, is appropriately
understood as an evaluation of the similarity or general concordance of results, rather than an
expectation of finding quantitative results within a very narrow range. Particular weight is given
in this assessment, consistent with Hill’ s views, to the presence of “similar results reached in
quite different ways, e.g., prospectively and retrospectively” (Hill, 1965). On the other hand, in
light of complexities of exposure and surrogate issues and its spatial and temporal variations,
Hill’ s specificity of effects and analogy aspects are not viewed as being particularly salient here.

L ooking beyond the epidemiological evidence, evaluation of the biological plausibility of
the oxides of nitrogen—health effect associations observed in epidemiologic studies reflects
consideration of both exposure-related factors and dosimetric/toxicologic evidence relevant to
identification of potential biological mechanisms. Similarly, consideration of the coherence of
health effects associations reported in the epidemiologic literature reflects broad consideration of
information pertaining to the nature of the various respiratory- and cardiac-related mortality and
morbidity effects and biological markers evaluated in toxicologic and epidemiol ogic studies.

In identifying these aspects as being particularly salient in this assessment, it isaso
important to recognize that no one aspect is either necessary or sufficient for drawing inferences
of causality. AsHill (1965) emphasized:

“None of my nine viewpoints can bring indisputable evidence for or against the
cause-and-effect hypothesis and none can be required as a sine quanon. What
they can do, with greater or less strength, is to help us to make up our minds on
the fundamental question — is there any other way of explaining the set of facts

before us, is there any other answer equally, or more, likely than cause and
effect?’

Thus, while these aspects frame considerations weighed in assessing the epidemiologic
evidence, they do not lend themselves to being considered in terms of simple formulas or hard-
and-fast rules of evidence leading to answers about causality (Hill, 1965). One, for example,
cannot simply count up the numbers of studies reporting statistically significant results for oxides

of nitrogen and health endpoints evaluated in this assessment and reach credible conclusions
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about the relative strength of the evidence and the likelihood of causality. Rather, these
important considerations are taken into account throughout this assessment with a goal of
producing an objective appraisal of the evidence (informed by peer and public comment and

advice), which includes the weighing of alternative views on controversial issues.

AX1.4.2 Approaches to the Determination of Causality

The following sections include excerpts from several reports that have documented
approaches for the determination of causality, or related decision-making processes. These
sections provide supplementary documentation of approaches that are similar in nature to EPA’s
framework for evaluation of health evidence.

AX1.4.2.1 Surgeon General’s Report: The Health Consequences of Smoking (CDC, 2004)

The Surgeon General’s Report (CDC, 2004) evaluates the health effects of smoking; it
builds upon the first Surgeon General’ s report published in 1964 (USDEHW, 1964). It also
updates the methodology for evaluating evidence that was first presented in the 1964 report. The
2004 report acknowledges the effectiveness of the previous methodology, but attempts to
standardize the language surrounding causality of associations.

The Surgeon General’ s Reports on Smoking play a central role in the tranglation of
scientific evidence into policy. Assuch, it isimportant that scientific evidence is presented in a
manner that conveys most succinctly the link between smoking and a health effect. Specifically,
the report states:

The statement that an exposure “causes’ a disease in humans represents a
serious claim, but one that carries with it the possibility of prevention. Causal
determinations may also carry substantial economic implications for society and

for those who might be held responsible for the exposure or for achieving its
prevention.

To address the issue of identifying causality, the 2004 report provides the following
summary of the earlier 1964 report:

When arelationship or an association between smoking...and some condition in
the host was noted, the significance of the association was assessed.

The characterization of the assessment called for a specific term. ... The word
cause isthe onein general usage in connection with matters considered in this
study, and it is capable of conveying the notion of a significant, effectual
relationship between an agent and an associated disorder or disease in the host.
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This 2004 report creates uniformly labeled conclusions that are used throughout the document.

The following excerpts from the report include a description of the methodology and the

No member was so naive as to insist upon mono-etiology in pathological
processes or in vital phenomena. All were thoroughly aware... that the end
results are the net effect of many actions and counteractions.

Granted that these complexities were recognized, it isto be noted clearly that the
Committee’ s considered decision to use the words “a cause,” or “amajor cause,”
or “asignificant cause,” or “acausal association” in certain conclusions about
smoking and health affirms their conviction (USDHEW, 1964, p. 21).

judgments used to reach a conclusion:

March 2008

Terminology of Conclusions and Causal Claims

Thefirst step in introducing this revised approach isto outline the language that
will be used for summary conclusions regarding causality, which follows
hierarchical language used by Institute of Medicine committees (Institute of
Medicine, 1999) to couch causal conclusions, and by IARC to classify
carcinogenic substances (IARC, 1986). These entities use afour-level hierarchy
for classifying the strength of causal inferences based on available evidence as
follows:

A. Bvidenceissufficient to infer a causal relationship.
B. Evidenceissuggestive but not sufficient to infer acausal relationship.

C. Evidenceisinadequate to infer the presence or absence of a causal
relationship (which encompasses evidence that is sparse, of poor
quality, or conflicting).

D. Evidenceissuggestive of no causal relationship.

For this report, the summary conclusions regarding causality are expressed in
thisfour-level classification. Use of these classifications should not constrain
the process of causal inference, but rather bring consistency across chapters and
reports, and greater clarity asto what the final conclusions are actualy saying.
Asshownin Table 1.1 [see original document], without a uniform classification
the precise nature of the final judgment may not always be obvious, particularly
when the judgment is that the evidence falls below the “ sufficient” category.
Experience has shown that the “suggestive” category is often an uncomfortable
one for scientists, since scientific culture is such that any evidence that falls
short of causal proof istypically deemed inadequate to make a causal
determination. However, it isvery useful to distinguish between evidence that is
truly inadequate versus that which just falls short of sufficiency.

Thereis no category beyond “suggestive of no causal relationship” asit is
extraordinarily difficult to prove the complete absence of a causal association.
At best, “negative” evidence is suggestive, either strongly or weakly. In
instances where this category is used, the strength of evidence for no
relationship will be indicated in the body of the text. In this new framework,
conclusions regarding causality will be followed by a section on implications.
This section will separate the issue of causal inference from recommendations
for research, policies, or other actions that might arise from the causal
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conclusions. This section will assume a public health perspective, focusing on
the population consequences of using or not using tobacco and aso a scientific
perspective, proposing further research directions. The proportion of casesin
the population as a result of exposure (the population attributable risk), along
with the total prevalence and seriousness of a disease, are more relevant for
deciding on actions than the relative risk estimates typically used for etiologic
determinations. In past reports, the failure to sharply separate issues of
inference from policy issues resulted in inferential statements that were
sometimes qualified with terms for action. For example, based on the evidence
available in 1964, the first Surgeon General’ s report on smoking and health
contained the following statement about the relationship between cardiovascular
diseases and smoking:

It is established that male cigarette smokers have a higher death rate
from coronary artery disease than non-smoking males. Although the
causative role of cigarette smoking in deaths from coronary diseaseis
not proven, the Committee considers it more prudent from the public
health viewpoint to assume that the established association has
causative meaning, than to suspend judgment until no uncertainty
remains (USDHEW, 1964, p. 32).

Using this framework, this conclusion would now be expressed differently,
probably placing it in the “suggestive” category and making it clear that
although it falls short of proving causation, this evidence still makes causation
more likely than not. The original statement makesit clear that the 1964
committee judged that the evidence fell short of proving causality but was
sufficient to justify public health action. In thisreport, the rationale and
recommendations for action will be placed in the implications section, separate
from the causal conclusions. This separation of inferential from action-related
statements clarifies the degree to which policy recommendations are driven by
the strength of the evidence and by the public health consequences acting to
reduce exposure. |1n addition, this separation appropriately reflects the
differences between the processes and goals of causal inference and decision
making.

Judgment in Causal Inference

Making causal inferences from observational data can be a challenging task,
requiring expert judgment as to the likely sources and magnitude of
confounding, together with judgments about how well the existing constellation
of study designs, results, and analyses addresses this potential threat to
inferential validity. To aid thisjudgment, criteriafor the determination of a
cause have been proposed by many philosophers and scientists over the
centuries. The most widely cited criteriain epidemiology and public health
more generally were set forth by Sir Austin Bradford Hill in 1965 (Weed, 2000).
Five of the nine criteria he listed were also put forward in the 1964 Surgeon
General’ s report as the criteriafor causal judgment: consistency, strength,
specificity, temporality, and coherence of an observed association. Hill also
listed biologic gradient (dose-response), plausibility, experiment (or natural
experiment), and analogy. Many of these criteria have been cited in earlier
epidemiologic writings (Lilienfeld, 1959; Y erushalmy and Palmer, 1959;
Sartwell, 1960), and Susser has extensively refined them by exploring their
justification, merits, and interpretations (Susser, 1973, 1977; Kaufman and
Poole, 2000).
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Hill (1965) clearly stated that these criteria were not intended to serve as a checklist:
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Here are then nine different viewpoints from all of which we should study
association before we cry causation. What | do not believe... isthat we can
usefully lay down some hard-and-fast rules of evidence that must be obeyed
before we accept cause and effect. None of my nine viewpoints can bring
indisputable evidence for or against the cause-and-effect hypothesis and none
can be required as a sine qua non. What they can do, with greater or less
strength, isto help usto make up our minds on the fundamental question—is
there any other way of explaining the facts before us, is there any other answer
equally, or more, likely than cause and effect? (Hill, 1965, p. 299)

All of these criteria were meant to be applied to an already established statistical
association; if no association has been observed, then these criteria are not
relevant. Hill explained how, if agiven criterion were satisfied, it strengthened a
causal claim. Each of these nine criteria served one of two purposes: either as
evidence against competing noncausal explanations or as evidence supporting
causal ones. Noncausal explanations for associations include chance; residual or
unmeasured confounding; model misspecification; selection bias; errorsin
measurement of exposure, confounders, or outcome; and issues regarding
missing data (which can aso include missing studies, e.g., publication bias).
The criteria are briefly discussed below.

Consistency

This criterion refers to the persistent finding of an association between exposure
and outcome in multiple studies of adequate power, and in different persons,
places, circumstances, and times. Consistency can serve two purposes. Thefirst
purpose, which was discussed previously, is to make unmeasured confounding
an unlikely alternative explanation for an observed association. Such
confounding would have to persist across diverse populations, exposure
opportunities, and measurement methods. The confounding is till possible if
the exposure (in this case smoking) were very strongly tied to an alternative
cause, aswas claimed in the form of the “ congtitutional hypothesis’ put forward
in the early days of the smoking-disease debate (USDHEW, 1964). This
hypothesis held that there was a constitutional (i.e., genetic) factor that made
people more likely to both smoke and develop cancer. So consistency serves
mainly to rule out the hypothesis that the association is produced by an ancillary
factor that differs across studies, but not one factor that is common to all or most
of them (Rothman and Greenland, 1998).

The second purpose of the consistency criterion isto make the hypothesis of a
chance effect unlikely by increasing the statistical strength of a finding through
the accumulation of alarger body of data. It does not include the qualitative
strength of such studies, which Susser subsumes under his subsidiary concept of
“survivability,” relating to the rigor and severity of tests of association (Susser,
1991).

Strength of Association

This criterion includes two dimensions of strength: the magnitude of the
association and its statistical strength. An association strong in both aspects
makes the alternative explanations of chance and confounding unlikely. The
larger the measured effect, the less likely that an unmeasured or poorly
controlled confounder could account for it completely. Associations that have a
small magnitude or aweak statistical strength are more likely to reflect chance,
modest bias, or unmeasured weak confounding. However, the magnitude of
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association is reflective of underlying biologic processes and should be
consistent with understanding the role of smoking in these processes.

Specificity

Specificity has been interpreted to mean both asingle (or few) effect(s) of one
cause, or no more than one possible cause for one effect. In addition to specific
infectious diseases that are caused by specific infectious agents, some other
examples include asbestos exposure and mesothelioma and thalidomide
exposure during gestation and the resulting unusual constellation of birth
defects. Thiscriterionisrarely used asit was originally proposed, having been
derived primarily from the Koch Postulates for infectious causes of disease
(Evans, 1993). When specificity exists, it can strengthen a causal claim, but its
absence does not weaken it (Sartwell, 1960). For example, most cancers are
known to have multifactoria etiologies, many cancer-causing agents can cause
several types of cancer, and these agents can also have noncancerous effects.
Similarly, there are multiple causes of cardiovascular disease.

In considering specificity in relation to the smoking-lung cancer association, the
1964 Surgeon General’s report (USDHEW, 1964) provides arich discussion of
this criterion. The committee recognized the linkage between this criterion and
strength of association and offered a symmetric formulation of specificity in the
relationship between exposure and disease; that is, a particular exposure always
resultsin a particular disease and the disease always results from the exposure.
The committee acknowledged that smoking does not always result in lung
cancer and that lung cancer has other causes. The report notes the extremely
high relative risk for lung cancer in smokers and the high attributable risk, and
concludes that the association between smoking and lung cancer has “ahigh
degree of specificity.”

Temporality

Temporality refersto the occurrence of a cause before its purported effect.
Temporality isthe sine qua non of causality, as a cause clearly cannot occur
after its purported effect. Failure to establish temporal sequence seriously
weakens a causal claim, but establishing temporal precedence is by itself not
very strong evidence in favor of causality.

Coherence, Plausibility, and Analogy

Although the original definitions of these criteriawere subtly different, in
practice they have been treated essentially as one idea: that a proposed causal
relationship not violate known scientific principles, and that it be consistent with
experimentally demonstrated biologic mechanisms and other relevant data, such
as ecologic patterns of disease (Rothman and Greenland, 1998). In addition, if
biologic understanding can be used to set aside explanations other than a causal
association, it offers further support for causality. Together, these criteria can
serve both to support a causal claim (by supporting the proposed mechanism) or
refute it (by showing that the proposed mechanismis unlikely).

Biologic understanding, of course, is always evolving as scientific advances
make possible an ever deeper exploration of disease pathogenesis. For example,
in 1964 the Surgeon General’ s committee found a causal association of smoking
with lung cancer to be biologically plausible. Nearly 40 years later, this
association remains biologically plausible, but that determination rests not only
on the earlier evidence but on more recent findings that address the genetic and
molecular basis of carcinogenesis.
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AX1.4.2.2

Biologic Gradient (Dose-Response)

The finding of an increment in effect with an increase in the strength of the
possible cause provides strong support in favor of a causal hypothesis. Thisis
not just because such an observation is predicted by many cause-effect models
and biologic processes, but more importantly, because it makes most noncausal
explanations very unlikely. One would have to posit that some unmeasured
factor was changing in the same manner as the exposure of interest if that factor,
rather than the factor of interest, isto explain the gradient. Except for
confounders that are very closely related to a causal factor, it is very difficult for
such a pattern to be created by virtually any of the noncausal explanations for an
association listed earlier. Thefinding of a dose-response relationship haslong
been amainstay of causal argumentsin smoking investigations; virtualy all
health outcomes causally linked to smoking have shown anincreasein risk
and/or severity with an increase in the lifetime smoking history, generally
number of cigarettes smoked per day, duration of smoking, or a cumulative
measure of consumption. This criterion is not based on any specific shape of the
dose-response relationship.

Experiment

This criterion refers to situations where natural conditions might plausibly be
thought to imitate conditions of arandomized experiment, producing a“natural
experiment” whose results might have the force of atrue experiment. An
experiment is typically a situation in which a scientist controls who is exposed
in away that does not depend on any of the subject’ s characteristics. Sometimes
nature produces similar exposure patterns. The reduction in risk after smoking
cessation serves as one such situation that approximates an experiment; an
alternative noncausal explanation would have to posit that an unmeasured causal
factor of that health outcome was more frequent among those who did not stop
smoking than among those who did. The causal interpretation is further
strengthened if risk continues to decline in former smokers with increasing
length of time since quitting. Similar to the dose-response criteria, observations
of risk reduction after quitting smoking have the dual effects of making most
noncausal explanations unlikely, and supporting the biologic model that
underlies the causal claim.

The EPA Guidelines for Carcinogen Risk Assessment

The EPA Guidelines for Carcinogen Risk Assessment, published in 2005 (U.S.
Environmental Protection Agency, 2005), is an update to the previous risk assessment document
published in 1986. This document serves to guide EPA staff and public about the Agency’ srisk

assessment development and methodology. In the 1986 Guidelines, a step-wise approach was

used to evaluate the scientific findings. However, this newer document is similar to the Surgeon

General’ s Report on Smoking in that it uses single integrative step after assessing all of the

individual lines of evidence. Five standard descriptors are used to evaluate the weight of

evidence:

e Carcinogenic to Humans

e Likely to Be Carcinogenic to Humans
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e Suggestive Evidence of Carcinogenic Potential

e |nadequate Information to Assess Carcinogenic Potential

e Not Likely to Be Carcinogenic to Humans.

The 2005 Guidelines recommend that a separate narrative be prepared on the weight of evidence
and the descriptor. The Guidelines further recommend that the descriptors should only be used

in the context of a weight-of-evidence discussion.

The following excerpt describes how aweight of evidence narrative should be developed

and a how adescriptor should be selected (U.S. Environmental Protection Agency, 2005):
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The weight of the evidence should be presented as a narrative laying out the
complexity of information that is essential to understanding the hazard and its
dependence on the quality, quantity, and type(s) of data available, aswell asthe
circumstances of exposure or the traits of an exposed population that may be
required for expression of cancer. For example, the narrative can clearly state to
what extent the determination was based on data from human exposure, from
animal experiments, from some combination of the two, or from other data.
Similarly, information on mode of action can specify to what extent the data are
from in vivo or in vitro exposures or based on similarities to other chemicals.
The extent to which an agent’s mode of action occurs only on reaching a
minimum dose or a minimum duration should also be presented. A hazard
might also be expressed disproportionately in individuals possessing a specific
gene; such characterizations may follow from a better understanding of the
human genome. Furthermore, route of exposure should be used to qualify a
hazard if, for example, an agent is not absorbed by some routes. Similarly, a
hazard can be attributable to exposures during a susceptible lifestage on the
basis of our understanding of human devel opment.

The weight of evidence-of-evidence narrative should highlight:
e thequality and quantity of the data;
o dl key decisions and the basis for these major decisions; and
e any data, analyses, or assumptions that are unusual for or new to EPA.

To capture this complexity, aweight of evidence narrative generally includes

e conclusions about human carcinogenic potential (choice of
descriptor(s), described below)

e asummary of the key evidence supporting these conclusions (for each
descriptor used), including information on the type(s) of data (human
and/or animal, in vivo and/or in vitro) used to support the conclusion(s)

e available information on the epidemiologic or experimental conditions
that characterize expression of carcinogenicity (e.g., if carcinogenicity
is possible only by one exposure route or only above a certain human
exposure level),

e asummary of potential modes of action and how they reinforce the
conclusions,

e indications of any susceptible populations or lifestages, when available,
and

e asummary of the key default options invoked when the available
information isinconclusive.
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To provide some measure of clarity and consistency in an otherwise free-form
narrative, the weight of evidence descriptors are included in the first sentence of
the narrative. Choosing a descriptor is amatter of judgment and cannot be
reduced to aformula. Each descriptor may be applicable to awide variety of
potential data sets and weights of evidence. These descriptors and narratives are
intended to permit sufficient flexibility to accommodate new scientific
understanding and new testing methods as they are developed and accepted by
the scientific community and the public. Descriptors represent points along a
continuum of evidence; consequently, there are gradations and borderline cases
that are clarified by the full narrative. Descriptors, aswell as an introductory
paragraph, are a short summary of the complete narrative that preserves the
complexity that is an essential part of the hazard characterization. Users of
these cancer guidelines and of the risk assessments that result from the use
of these cancer guidelines should consider the entire range of information
included in the narrative rather than focusing simply on the descriptor.

In borderline cases, the narrative explains the case for choosing one descriptor
and discusses the arguments for considering but not choosing another. For
example, between “ suggestive” and “likely” or between “ suggestive” and
“inadequate,” the explanation clearly communicates the information needed to
consider appropriately the agent's carcinogenic potential in subsequent
decisions.

Multiple descriptors can be used for a single agent, for example, when
carcinogenesisis dose- or route-dependent. For example, if an agent causes
point-of -contact tumors by one exposure route but adequate testing is negative
by another route, then the agent could be described as likely to be carcinogenic
by the first route but not likely to be carcinogenic by the second. Another
example is when the mode of action is sufficiently understood to conclude that a
key event in tumor development would not occur below a certain dose range. In
this case, the agent could be described as likely to be carcinogenic above a
certain dose range but not likely to be carcinogenic below that range.

Descriptors can be selected for an agent that has not been tested in a cancer
bioassay if sufficient other information, e.g., toxicokinetic and mode of action
information, is available to make a strong, convincing, and logical case through
scientific inference. For example, if an agent is one of awell-defined class of
agents that are understood to operate through a common mode of action and if
that agent has the same mode of action, then in the narrative the untested agent
would have the same descriptor asthe class. Another exampleiswhen an
untested agent's effects are understood to be caused by a human metabolite, in
which case in the narrative the untested agent could have the same descriptor as
the metabolite. As new testing methods are developed and used, assessments
may increasingly be based on inferences from toxicokinetic and mode of action
information in the absence of tumor studiesin animals or humans.

When awell-studied agent produces tumors only at a point of initial contact, the
descriptor generally applies only to the exposure route producing tumors unless
the mode of action is relevant to other routes. The rationale for this conclusion
would be explained in the narrative.

When tumors occur at a site other than the point of initial contact, the descriptor
generally appliesto all exposure routes that have not been adequately tested at
sufficient doses. An exception occurs when there is convincing information,
e.g., toxicokinetic data that absorption does not occur by another route.
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When the response differs qualitatively as well as quantitatively with dose, this
information should be part of the characterization of the hazard. In some cases
reaching a certain dose range can be a precondition for effects to occur, as when
cancer is secondary to another toxic effect that appears only above a certain
dose. In other cases exposure duration can be a precondition for hazard if
effects occur only after exposure is sustained for a certain duration. These
considerations differ from the issues of relative absorption or potency at
different dose levels because they may represent a discontinuity in adose-
response function.

When multiple bioassays are inconclusive, mode of action data are likely to hold
the key to resolution of the more appropriate descriptor. When bioassays are
few, further bioassays to replicate a study’ s results or to investigate the potential
for effectsin another sex, strain, or species may be useful.

When there are few pertinent data, the descriptor makes a statement about the
database, for example, “Inadequate Information to Assess Carcinogenic
Potential,” or a database that provides “ Suggestive Evidence of Carcinogenic
Potential.” With more information, the descriptor expresses a conclusion about
the agent’ s carcinogenic potential to humans. If the conclusion is positive, the
agent could be described as “Likely to Be Carcinogenic to Humans” or, with
strong evidence, “ Carcinogenic to Humans.” If the conclusion is negative, the
agent could be described as “Not Likely to Be Carcinogenic to Humans.”

Although the term “likely” can have a probabilistic connotation in other
contexts, its use as aweight of evidence descriptor does not correspond to a
guantifiable probability of whether the chemical is carcinogenic. Thisis
because the data that support cancer assessments generally are not suitable for
numerical calculations of the probability that an agent is a carcinogen. Other
health agencies have expressed a comparable weight of evidence using terms
such as “ Reasonably Anticipated to Be aHuman Carcinogen” (NTP) or
“Probably Carcinogenic to Humans” (International Agency for Research on
Cancer).

AX1.4.2.3 Improving the Presumptive Disability Decision-Making Process for Veterans

A recent publication by the Institute of Medicine (IOM) also provides foundation for the
causality framework adapted in this ISA (IOM, 2007). The Committee on Evaluation of the
Presumptive Disability Decision-Making Process for Veterans was charged by the Veterans
Association to describe how presumptive decisions are made for veterans with health conditions
arising from military service currently, as well as recommendations for how such decisions could
made in the future. The committee proposes a multiple-element approach that includes a
guantification of the extent of disease attributable to an exposure. This processinvolves areview
of all relevant data to decide the strength of evidence for causation, using one of four categories:

e Sufficient: the evidenceis sufficient to conclude that a causal relationship exists.

e Equipoise and Above: the evidence is sufficient to conclude that a causal relationship
isat least aslikely as not, but not sufficient to conclude that a causal relationship
exists.
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e Below Equipoise: the evidence is not sufficient to conclude that a causal relationship
isat least aslikely as not, or is not sufficient to make a scientifically informed

judgment.
e Against: the evidence suggests the lack of a causal relationship.

The following is an excerpt from this report and describes these four categoriesin detail:
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In light of the categorizations used by other health organizations and agencies as
well as considering the particular challenges of the presumptive disability
decision-making process, we propose afour-level categorization of the strength
of the overall evidence for or against a causal relationship from exposure to
disesse.

We use the term “equipoise” to refer to the point at which the evidenceisin
balance between favoring and not favoring causation. The term “equipoise” is
widely used in the biomedical literature, is a concept familiar to those concerned
with evidence-based decision-making and isused in VA processes for rating
purposes as well as being afamiliar term in the veterans' community.

Below we elaborate on the four-level categorization which the Committee
recommends.

Sufficient
If the overall evidence for acausal relationship is categorized as Sufficient, then
it should be scientifically compelling. 1t might include:
¢ replicated and consistent evidence of a causal association: that is,
evidence of an association from several high-quality epidemiologic
studies that cannot be explained by plausible noncausal alternatives
(e.g., chance, bias, or confounding)
e evidence of causation from animal studies and mechanistic knowledge
e compelling evidence from animal studies and strong mechanistic
evidence from studies in exposed humans, consistent with (i.e., not
contradicted by) the epidemiol ogic evidence.

Using the Bayesian framework to illustrate the evidential support and the
resulting state of communal scientific opinion needed for reaching the Sufficient
category (and the lower categories that follow), consider again the causal
diagramin [Figure AX1.4-1]. Inthis model, used to help clarify matters
conceptually, the observed association between exposure and health is the result
of: (1) measured confounding, parameterized by a; (2) the causal relation,
parameterized by B; and (3) other, unmeasured sources such as bias or
unmeasured confounding, parameterized by y. The belief of interest, after all
the evidence has been weighed, isin the size of the causal parameter f. Thus,
for decision making, what mattersis how strongly the evidence supports the
proposition that g isabove 0. Asitisextremely unlikely that the types of
exposures considered for presumptions reduce the risk of developing disease, we
exclude values of  below 0. If we consider the evidence as supporting degrees
of belief about the size of B, and we have a posterior distribution over the
possible size of B, then a posterior like [Figure AX1.4-2] illustrates a belief state
that might result when the evidence for causation is considered Sufficient.
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Figure AX1.4-1. Focusing on unmeasured confounders/covariates, or other sources of

spurious association from bias.

Figure AX1.4-2. Example posterior distribution for the determination of Sufficient.

Source: 10M (2007).
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Asthe“mass’ over apositive effect (the area under the curve to the right of the
zero) vastly “outweighs’ the small mass over no effect (zero), the evidenceis
considered sufficient to conclude that the association is causal. Put another way,
even though the scientific community might be uncertain asto the size of j3,
after weighing al the evidence, it is highly confident that the probability that B
is greater than zero is substantial; that is, that exposure causes disease.

Equipoise and Above

To be categorized as Equipoise and Above, the scientific community should
categorize the overall evidence as making it more confident in the existence of a
causal relationship than in the non-existence of a causal relationship, but not
sufficient to conclude causation.
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For example, if there are severa high-quality epidemiologic studies, the
preponderance of which show evidence of an association that cannot readily be
explained by plausible noncausal aternatives (e.g., chance, bias, or
confounding), and the causal relationship is consistent with the animal evidence
and biological knowledge, then the overall evidence might be categorized as
Equipoise and Above. Alternatively, if thereis strong evidence from animal
studies or mechanistic evidence, not contradicted by human or other evidence,
then the overall evidence might be categorized as Equipoise and Above.
Equipoise is acommon term employed by VA and the courtsin deciding
disability claims (see Appendix D).

Again, using the Bayesian model to illustrate the idea of Equipoise and Above,
[Figure AX1.4-3] shows a posterior probability distribution that is an example of
belief compatible with the category Equipoise and Above.

Figure AX1.4-3. Example posterior distribution for the determination of Equipoise and

Above.

Source: 10OM (2007).

In thisfigure, unlike the one for evidence classified as Sufficient, thereis
considerable mass over zero, which means that the scientific community has
considerable uncertainty as to whether exposure causes disease at all; that is,
whether B is greater than zero. At least half of the massisto the right of the
zero, however, so the community judges causation to be at least as likely as not,
after they have seen and combined all the evidence available.

Below Equipoise
To be categorized as Below Equipoise, the overall evidence for a causal

relationship should either be judged not to make causation at least as likely as
not, or not sufficient to make a scientifically informed judgment.

This might occur:

e when the human evidence is consistent in showing an association, but
the evidence is limited by the inability to rule out chance, bias, or
confounding with confidence, and animal or mechanistic evidenceis
weak
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e when animal evidence suggests a causal relationship, but human and
mechanistic

e evidenceisweak or inconsistent

¢ when mechanistic evidence is suggestive but animal and human
evidence is weak or inconsistent

e when the evidence base is very thin.

Against

To be categorized as Against, the overall evidence should favor belief that there
isno causal relationship from exposure to disease. For example, if thereis
human evidence from multiple studies covering the full range of exposures
encountered by humans that are consistent in showing no causal association, or
there areisanimal or mechanistic evidence supporting the lack of a causal
relationship, and combining all of the evidence results in a posterior resembling
[Figure AX1.4-4] then the scientific community should categorize the evidence
as Against causation.

Figure AX1.4-4. Example posterior distribution for the determination of Against.

Source: 10OM (2007).

AX1.4.2.4 Guidelines for Formulation of Scientific Findings to be Used for Policy
Purposes

The following guidelines in the form of checklist questions were developed and
published in 1991 by the NAPAP Oversight Review Board for the National Acid Precipitation
Assessment Program to assist scientists in formulating presentations of research results to be

used in policy decision processes.

1. ISTHE STATEMENT SOUND? Have the central issues been clearly
identified? Does each statement contain the distilled essence of present
scientific and technical understanding of the phenomenon or process to
which it applies? Isthe statement consistent with all relevant evidence —
evidence developed either through NAPAP research or through analysis
of research conducted outside of NAPAP? |sthe statement contradicted
by any important evidence developed through research inside or outside
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of NAPAP? Have apparent contradictions or interpretations of available
evidence been considered in formulating the statement of principal
findings?

IS THE STATEMENT DIRECTIONAL AND, WHERE
APPROPRIATE, QUANTITATIVE? Doesthe statement correctly
guantify both the direction and magnitude of trends and relationshipsin
the phenomenon or process to which the statement isrelevant? When
possible, is arange of uncertainty given for each quantitative result?
Have various sources of uncertainty been identified and quantified, for
example, does the statement include or acknowledge errorsin actual
measurements, standard errors of estimate, possible biasesin the
availability of data, extrapolation of results beyond the mathematical,
geographical, or temporal relevancy of available information, etc. In
short, are there numbersin the statement? Are the numbers correct? Are
the numbers relevant to the general meaning of the statement?

IS THE DEGREE OF CERTAINTY OR UNCERTAINTY OF THE
STATEMENT INDICATED CLEARLY? Have appropriate statistical
tests been applied to the data used in drawing the conclusion set forth in
the statement? If the statement is based on a mathematical or novel
conceptual model, has the model or concept been validated? Doesthe
statement describe the model or concept on which it is based and the
degree of validity of that model or concept?

IS THE STATEMENT CORRECT WITHOUT QUALIFICATION?
Are there limitations of time, space, or other special circumstancesin
which the statement istrue? If the statement is true only in some
circumstances, are these limitations described adequately and briefly?

IS THE STATEMENT CLEAR AND UNAMBIGUOUS? Arethe
words and phrases used in the statement understandable by the decision
makers of our society? |Isthe statement free of specialized jargon? Will
too many people misunderstand its meaning?

IS THE STATEMENT AS CONCISE AS IT CAN BE MADE
WITHOUT RISK OF MISUNDERSTANDING? Arethere any excess
words, phrases, or ideas in the statement which are not necessary to
communicate the meaning of the statement? Are there so many caveats
in the statement that the statement itself istrivia, confusing, or
ambiguous?

IS THE STATEMENT FREE OF SCIENTIFIC OR OTHER
BIASES OR IMPLICATIONS OF SOCIETAL VALUE
JUDGMENTS? Isthe statement free of influence by specific schools of
scientific thought? Is the statement also free of words, phrases, or
concepts that have political, economic, ideological, religious, moral, or
other personal-, agency-, or organization-specific values, overtones, or
implications? Does the choice of how the statement is expressed rather
than its specific words suggest underlying biases or value judgments? Is
the tone impartial and free of special pleading? If societal value
judgments have been discussed, have these judgments been identified as
such and described both clearly and objectively?

HAVE SOCIETAL IMPLICATIONS BEEN DESCRIBED
OBJECTIVELY? Consideration of alternative courses of action and
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their consequences inherently involves judgments of their feasibility and
the importance of effects. For thisreason, it isimportant to ask if a
reasonable range of alternative policies or courses of action have been
evaluated? Have societal implications of alternative courses of action
been stated in the following general form?:

“If this [particular option] were adopted then that [particular outcome]
would be expected.”

10. HAVE THE PROFESSIONAL BIASES OF AUTHORS AND
REVIEWERS BEEN DESCRIBED OPENLY? Acknowledgment of
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(o]

1 potential sources of biasisimportant so that readers can judge for

1 themselves the credibility of reports and assessments.

12

13 AX1.4.2.5 International Agency for Research on Cancer Guidelines for Scientific Review
14 and Evaluation

15 The following is excerpted from the International Agency for Research on Cancer

16 (IARC) Monographs on the evaluation of carcinogenic risks to humans (IARC, 2006).

17 The available studies are summarized by the Working Group, with particular
18 regard to the qualitative aspects discussed below. In general, numerical findings
19 areindicated as they appear in the original report; units are converted when

20 necessary for easier comparison. The Working Group may conduct additional
21 analyses of the published data and use them in their assessment of the evidence;
22 the results of such supplementary analyses are given in square brackets. When
23 an important aspect of a study that directly impinges on its interpretation should
24 be brought to the attention of the reader, a Working Group comment isgivenin
25 square brackets.

26 The scope of the IARC Monographs programme has expanded beyond

27 chemicals to include complex mixtures, occupational exposures, physical and
28 biological agents, lifestyle factors and other potentially carcinogenic exposures.
29 Over time, the structure of a Monograph has evolved to include the following
30 sections:

31 1. Exposure data

32 2. Studies of cancer in humans

33 3. Studies of cancer in experimental animals

34 4. Mechanistic and other relevant data

35 5. Summary

36 6. Evaluation and rationale

37 In addition, a section of General Remarks at the front of the volume discusses
38 the reasons the agents were scheduled for evaluation and some key issuesthe
39 Working Group encountered during the meeting.

March 2008 AX1-25 DRAFT-DO NOT QUOTEOR CITE



QOwoo~NoOOT A~ WNPE

March 2008

This part of the Preamble discusses the types of evidence considered and
summarized in each section of a Monograph, followed by the scientific criteria
that guide the evaluations.

1. Exposure data

Each Monograph includes general information on the agent: this information
may vary substantially between agents and must be adapted accordingly. Also
included is information on production and use (when appropriate), methods of
analysis and detection, occurrence, and sources and routes of human
occupational and environmental exposures. Depending on the agent, regulations
and guidelines for use may be presented.

(a) General information on the agent

For chemical agents, sections on chemical and physical data are included: the
Chemical Abstracts Service Registry Number, the latest primary name and the
IUPAC systematic name are recorded; other synonyms are given, but the list is
not necessarily comprehensive. Information on chemica and physical

properties that are relevant to identification, occurrence and biological activity is
included. A description of technical products of chemicals includes trade
names, relevant specifications and available information on composition and
impurities. Some of the trade names given may be those of mixturesin which
the agent being evaluated is only one of the ingredients.

For biological agents, taxonomy, structure and biology are described, and the
degree of variability isindicated. Mode of replication, life cycle, target cells,
persistence, latency, host response and clinical disease other than cancer are also
presented.

For physical agentsthat are forms of radiation, energy and range of the radiation
areincluded. For foreign bodies, fibres and respirable particles, size range and
relative dimensions are indicated.

For agents such as mixtures, drugs or lifestyle factors, a description of the agent,
including its composition, is given.

Whenever appropriate, other information, such as historical perspectives or the
description of an industry or habit, may be included.

(b) Analysis and detection

An overview of methods of analysis and detection of the agent is presented,
including their sensitivity, specificity and reproducibility. Methods widely used
for regulatory purposes are emphasized. Methods for monitoring human
exposure are also given. No critical evaluation or recommendation of any
method is meant or implied.

(c) Production and use

The dates of first synthesis and of first commercial production of achemical,
mixture or other agent are provided when available; for agents that do not occur
naturally, thisinformation may allow a reasonabl e estimate to be made of the
date before which no human exposure to the agent could have occurred. The
dates of first reported occurrence of an exposure are also provided when
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available. In addition, methods of synthesis used in past and present commercial
production and different methods of production, which may give rise to different
impurities, are described.

The countries where companies report production of the agent, and the number
of companiesin each country, areidentified. Available data on production,
international trade and uses are obtained for representative regions. It should
not, however, be inferred that thoseareas or nations are necessarily the sole or
major sources or users of the agent. Some identified uses may not be current or
major applications, and the coverage is not necessarily comprehensive. Inthe
case of drugs, mention of their therapeutic uses does not necessarily represent
current practice nor does it imply judgement as to their therapeutic efficacy.

(d) Occurrence and exposure

Information on the occurrence of an agent in the environment is obtained from
data derived from the monitoring and surveillance of levelsin occupational
environments, air, water, soil, plants, foods and animal and human tissues.
When available, data on the generation, persistence and bioaccumulation of the
agent are also included. Such data may be available from national databases.

Data that indicate the extent of past and present human exposure, the sources of
exposure, the people most likely to be exposed and the factors that contribute to
the exposure are reported. Information is presented on the range of human
exposure, including occupational and environmental exposures. Thisincludes
relevant findings from both developed and developing countries. Some of these
data are not distributed widely and may be available from government reports
and other sources. In the case of mixtures, industries, occupations or processes,
information is given about all agents known to be present. For processes,
industries and occupations, a historical description is also given, noting
variations in chemical composition, physical properties and levels of
occupational exposure with date and place. For biological agents, the
epidemiology of infection is described.

(e) Regulations and guidelines

Statements concerning regulations and guidelines (e.g. occupational exposure
limits, maximal levels permitted in foods and water, pesticide registrations) are
included, but they may not reflect the most recent situation, since such limits are
continuously reviewed and modified. The absence of information on regulatory
status for a country should not be taken to imply that that country does not have
regulations with regard to the exposure. For biological agents, legislation and
control, including vaccination and therapy, are described.

2. Studies of cancer in humans

This section includes all pertinent epidemiological studies (see Part A, Section
4). Studies of biomarkers are included when they are relevant to an evaluation
of carcinogenicity to humans.

(a) Types of study considered

Several types of epidemiological study contribute to the assessment of

carcinogenicity in humans — cohort studies, case—control studies, correlation
(or ecological) studies and intervention studies. Rarely, results from randomized
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trials may be available. Case reports and case series of cancer in humans may
also bereviewed.

Cohort and case—control studies relate individual exposures under study to the
occurrence of cancer in individuals and provide an estimate of effect (such as
relative risk) as the main measure of association. Intervention studies may
provide strong evidence for making causal inferences, as exemplified by
cessation of smoking and the subsequent decrease in risk for lung cancer.

In correlation studies, the units of investigation are usually whole populations
(e.g. in particular geographical areas or at particular times), and cancer
frequency is related to asummary measure of the exposure of the population to
the agent under study. In correlation studies, individual exposure is not
documented, which renders this kind of study more prone to confounding. In
some circumstances, however, correlation studies may be more informative than
analytical study designs (see, for example, the Monograph on arsenic in
drinking-water; IARC, 2004).

In some instances, case reports and case series have provided important
information about the carcinogenicity of an agent. These types of study
generaly arise from a suspicion, based on clinical experience, that the
concurrence of two events — that is, a particular exposure and occurrence of a
cancer — has happened rather more frequently than would be expected by
chance. Case reports and case series usually lack compl ete ascertainment of
cases in any population, definition or enumeration of the population at risk and
estimation of the expected number of cases in the absence of exposure.

The uncertainties that surround the interpretation of case reports, case series and
correlation studies make them inadequate, except in rare instances, to form the
sole basis for inferring a causal relationship. When taken together with case—
control and cohort studies, however, these types of study may add materially to
the judgement that a causal relationship exists.

Epidemiological studies of benign neoplasms, presumed preneoplastic lesions
and other end-points thought to be relevant to cancer are also reviewed. They
may, in some instances, strengthen inferences drawn from studies of cancer
itself.

(b) Quality of studies considered

It is necessary to take into account the possible roles of bias, confounding and
chance in the interpretation of epidemiological studies. Biasisthe effect of
factorsin study design or execution that lead erroneously to a stronger or weaker
association than in fact exists between an agent and disease. Confoundingisa
form of bias that occurs when the relationship with disease is made to appear
stronger or weaker than it truly is as aresult of an association between the
apparent causal factor and another factor that is associated with either an
increase or decrease in the incidence of the disease. Therole of chanceis
related to biological variability and the influence of sample size on the precision
of estimates of effect.

In evaluating the extent to which these factors have been minimized in an
individual study, consideration is given to a number of aspects of design and
analysis as described in the report of the study. For example, when suspicion of
carcinogenicity arises largely from asingle small study, careful consideration is
given when interpreting subsequent studies that included these datain an
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enlarged population. Most of these considerations apply equally to case—
control, cohort and correlation studies. Lack of clarity of any of these aspectsin
the reporting of a study can decrease its credibility and the weight giventoiit in
the final evaluation of the exposure.

Firstly, the study population, disease (or diseases) and exposure should have
been well defined by the authors. Cases of disease in the study population
should have been identified in away that was independent of the exposure of
interest, and exposure should have been assessed in away that was not related to
disease status.

Secondly, the authors should have taken into account — in the study design and
analysis — other variables that can influence the risk of disease and may have
been related to the exposure of interest. Potential confounding by such variables
should have been dealt with either in the design of the study, such as by
matching, or in the analysis, by statistical adjustment. In cohort studies,
comparisons with local rates of disease may or may not bemore appropriate than
those with national rates. Internal comparisons of frequency of disease among
individuals at different levels of exposure are also desirable in cohort studies,
since they minimize the potential for confounding related to the differencein
risk factors between an external reference group and the study population.

Thirdly, the authors should have reported the basic data on which the
conclusions are founded, even if sophisticated statistical analyses were
employed. At the very least, they should have given the numbers of exposed
and unexposed cases and controlsin a case—control study and the numbers of
cases observed and expected in a cohort study. Further tabulations by time since
exposure began and other temporal factors are also important. In a cohort study,
data on all cancer sites and all causes of death should have been given, to revea
the possibility of reporting bias. In a case—control study, the effects of
investigated factors other than the exposure of interest should have been
reported.

Finally, the statistical methods used to obtain estimates of relative risk, absolute
rates of cancer, confidence intervals and significance tests, and to adjust for
confounding should have been clearly stated by the authors. These methods
have been reviewed for case—control studies (Breslow & Day, 1980) and for
cohort studies (Breslow & Day, 1987).

(c) Meta-analyses and pooled analyses

Independent epidemiological studies of the same agent may lead to results that
aredifficult to interpret. Combined analyses of data from multiple studies are a
means of resolving this ambiguity, and well-conducted analyses can be
considered. There are two types of combined analysis. Thefirst involves
combining summary statistics such as relative risks from individual studies
(meta-analysis) and the second involves a pooled analysis of the raw data from
the individual studies (pooled analysis) (Greenland, 1998).

The advantages of combined analyses are increased precision due to increased
sample size and the opportunity to explore potential confounders, interactions
and modifying effects that may explain heterogeneity among studies in more
detail. A disadvantage of combined analyses is the possible lack of compatibility
of datafrom various studies due to differences in subject recruitment,
procedures of data collection, methods of measurement and effects of
unmeasured co-variates that may differ among studies. Despite these
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limitations, well-conducted combined analyses may provide a firmer basis than
individual studies for drawing conclusions about the potential carcinogenicity of
agents.

IARC may commission a meta-analysis or pooled analysis that is pertinent to a
particular Monograph (see Part A, Section 4). Additionally, as a means of
gaining insight from the results of multiple individual studies, ad-hoc
calculations that combine data from different studies may be conducted by the
Working Group during the course of a Monograph meeting. The results of such
original calculations, which would be specified in the text by presentation in
sguare brackets, might involve updates of previously conducted analyses that
incorporate the results of more recent studies or de-novo analyses. Irrespective
of the source of data for the meta-analyses and pooled analyses, it isimportant
that the same criteriafor data quality be applied as those that would be applied
to individual studies and to ensure also that sources of heterogeneity between
studies be taken into account.

(d) Temporal effects

Detailed analyses of both relative and absolute risks in relation to temporal
variables, such as age at first exposure, time since first exposure, duration of
exposure, cumulative exposure, peak exposure (when appropriate) and time
since cessation of exposure, are reviewed and summarized when available.
Analyses of temporal relationships may be usefulin making causal inferences.

In addition, such analyses may suggest whether a carcinogen acts early or late in
the process of carcinogenesis, although, at best, they allow only indirect
inferences about mechanisms of carcinogenesis.

(e) Use of biomarkers in epidemiological studies

Biomarkers indicate molecular, cellular or other biological changes and are
increasingly used in epidemiological studies for various purposes (IARC, 1991,
Vainio et al., 1992; Toniolo et al., 1997; Vineiset al., 1999; Buffler et al.,
2004). These may include evidence of exposure, of early effects, of cellular,
tissue or organism responses, of individual susceptibility or host responses, and
inference of amechanism (see Part B, Section 4b). Thisisarapidly evolving
field that encompasses devel opments in genomics, epigenomics and other
emerging technologies.

Molecular epidemiological datathat identify associations between genetic
polymorphisms and interindividual differencesin susceptibility to the agent(s)
being evaluated may contribute to the identification of carcinogenic hazardsto
humans. If the polymorphism has been demonstrated experimentally to modify
the functional activity of the gene product in a manner that is consistent with
increased susceptibility, these data may be useful in making causal inferences.
Similarly, molecular epidemiological studies that measure cell functions,
enzymes or metabolites that are thought to be the basis of susceptibility may
provide evidence that reinforces biological plausibility. It should be noted,
however, that when data on genetic susceptibility originate from multiple
comparisons that arise from subgroup analyses, this can generate fal se-positive
results and inconsistencies across studies, and such data therefore require careful
evaluation. If the known phenotype of a genetic polymorphism can explain the
carcinogenic mechanism of the agent being evaluated, data on this phenotype
may be useful in making causal inferences.
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(f) Criteria for causality

After the quality of individual epidemiological studies of cancer has been
summarized and assessed, a judgement is made concerning the strength of
evidence that the agent in question is carcinogenic to humans. In making its
judgement, the Working Group considers several criteriafor causality (Hill,
1965). A strong association (e.g. alargerelativerisk) is more likely to indicate
causality than aweak association, although it is recognized that estimates of
effect of small magnitude do not imply lack of causality and may be important if
the disease or exposure is common. Associations that are replicated in several
studies of the same design or that use different epidemiological approaches or
under different circumstances of exposure are more likely to represent a causal
relationship than isolated observations from single studies. If there are
inconsistent results among investigations, possible reasons are sought (such as
differences in exposure), and results of studies that are judged to be of high
quality are given more weight than those of studies that are judged to be
methodologically less sound.

If the risk increases with the exposure, this is considered to be a strong
indication of causality, athough the absence of a graded response is not
necessarily evidence against a causal relationship. The demonstration of a
declinein risk after cessation of or reduction in exposurein individualsor in
whole populations also supports a causal interpretation of the findings.

A number of scenarios may increase confidence in acausal relationship. On the
one hand, an agent may be specific in causing tumours at one site or of one
morphological type. On the other, carcinogenicity may be evident through the
causation of multiple tumour typesTemporality, precision of estimates of effect,
biological plausibility and coherence of the overall database are considered.
Data on biomarkers may be employed in an assessment of the biological
plausibility of epidemiological observations.

Although rarely available, results from randomized trials that show different
rates of cancer among exposed and unexposed individuals provide particularly
strong evidence for causality.

When several epidemiological studies show little or no indication of an
association between an exposure and cancer, ajudgement may be made that, in
the aggregate, they show evidence of lack of carcinogenicity. Such ajudgement
requires firstly that the studies meet, to a sufficient degree, the standards of
design and analysis described above. Specifically, the possibility that bias,
confounding or misclassification of exposure or outcome could explain the
observed results should be considered and excluded with reasonable certainty.
In addition, al studiesthat are judged to be methodologically sound should (a)
be consistent with an estimate of effect of unity for any observed level of
exposure, (b) when considered together, provide a pooled estimate of relative
risk that is at or near to unity, and (c) have a narrow confidence interval, due to
sufficient population size. Moreover, no individua study nor the pooled results
of al the studies should show any consistent tendency that the relative risk of
cancer increases with increasing level of exposure. It isimportant to note that
evidence of lack of carcinogenicity obtained from several epidemiological
studies can apply only to the type(s) of cancer studied, to the dose levels
reported, and to the intervals between first exposure and disease onset observed
in these studies. Experience with human cancer indicates that the period from
first exposure to the development of clinical cancer is sometimes longer than 20
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years, latent periods substantially shorter than 30 years cannot provide evidence
for lack of carcinogenicity.

3. Studies of cancer in experimental animals

All known human carcinogens that have been studied adequately for
carcinogenicity in experimental animals have produced positive resultsin one or
more animal species (Wilbourn et al., 1986; Tomatiset al., 1989). For severa
agents (e.g. aflatoxins, diethylstilbestrol, solar radiation, vinyl chloride),
carcinogenicity in experimental animals was established or highly suspected
before epidemiological studies confirmed their carcinogenicity in humans
(Vainioetal., 1995). Although this association cannot establish that all agents
that cause cancer in experimental animals also cause cancer in humans, itis
biologically plausible that agents for which there is sufficient evidence of
carcinogenicity in experimental animals (see Part B, Section 6b) also present a
carcinogenic hazard to humans. Accordingly, in the absence of additional
scientific information, these agents are considered to pose a carcinogenic hazard
to humans. Examples of additional scientific information are data that
demonstrate that a given agent causes cancer in animals through a species-
specific mechanism that does not operate in humans or data that demonstrate
that the mechanism in experimental animals also operates in humans (see Part B,
Section 6).

Consideration is given to all available long-term studies of cancer in
experimental animals with the agent under review (see Part A, Section 4). Inall
experimental settings, the nature and extent of impurities or contaminants
present in the agent being evaluated are given when available. Animal species,
strain (including genetic background where applicable), sex, numbers per group,
age at start of treatment, route of exposure, dose levels, duration of exposure,
survival and information on tumours (incidence, latency, severity or multiplicity
of neoplasms or preneoplastic lesions) are reported. Those studiesin
experimental animals that are judged to be irrelevant to the evaluation or judged
to be inadequate (e.g. too short aduration, too few animals, poor survival; see
below) may be omitted. Guidelinesfor conducting long-term carcinogenicity
experiments have been published (e.g. OECD, 2002).

Other studies considered may include: experiments in which the agent was
administered in the presence of factors that modify carcinogenic effects (e.g.
initi ation—promotion studies, co-carcinogenicity studies and studiesin
genetically modified animals); studies in which the end-point was not cancer but
a defined precancerous lesion; experiments on the carcinogenicity of known
metabolites and derivatives; and studies of cancer in non-laboratory animals
(e.g. livestock and companion animals) exposed to the agent.

For studies of mixtures, consideration is given to the possibility that changesin
the physicochemical properties of the individual substances may occur during
collection, storage, extraction, concentration and delivery. Another
consideration isthat chemical and toxicological interactions of componentsin a
mixture may alter dose-response relationships. The relevance to human
exposure of the test mixture administered in the animal experiment is also
assessed. This may involve consideration of the following aspects of the
mixture tested: (i) physical and chemical characteristics, (ii) identified
constituents that may indicate the presence of aclass of substances and (iii) the
results of genetic toxicity and related tests.
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The relevance of results obtained with an agent that is analogous (e.g. similar in
structure or of asimilar virus genus) to that being evaluated is also considered.
Such results may provide biological and mechanistic information that is relevant
to the understanding of the process of carcinogenesisin humans and may
strengthen the biological plausibility that the agent being evaluated is
carcinogenic to humans (see Part B, Section 2f).

(a) Qualitative aspects

An assessment of carcinogenicity involves severa considerations of qualitative
importance, including (i) the experimental conditions under which the test was
performed, including route, schedule and duration of exposure, species, strain
(including genetic background where applicable), sex, age and duration of
follow-up; (ii) the consistency of the results, for example, across species and
target organ(s); (iii) the spectrum of neoplastic response, from preneoplastic
lesions and benign tumours to malignant neoplasms; and (iv) the possible role of
modifying factors.

Considerations of importance in the interpretation and evaluation of a particular
study include: (i) how clearly the agent was defined and, in the case of mixtures,
how adequately the sample characterization was reported; (ii) whether the dose
was monitored adequately, particularly in inhalation experiments; (iii) whether
the doses, duration of treatment and route of exposure were appropriate; (iv)
whether the survival of treated animals was similar to that of contrals; (v)
whether there were adequate numbers of animals per group; (vi) whether both
male and femal e animals were used; (vii) whether animals were allocated
randomly to groups; (Viii) whether the duration of observation was adequate;
and (ix) whether the data were reported and analysed adequately.

When benign tumours (a) occur together with and originate from the same cell
type as malignant tumoursin an organ or tissue in a particular study and (b)
appear to represent a stage in the progression to malignancy, they are usually
combined in the assessment of tumour incidence (Huff ., 1989). The occurrence
of lesions presumed to be preneoplastic may in certain instances aid in assessing
the biological plausibility of any neoplastic response observed. If an agent
induces only benign neoplasms that appear to be end-points that do not readily
undergo transition to malignancy, the agent should nevertheless be suspected of
being carcinogenic and requires further investigation.

(b) Quantitative aspects

The probability that tumours will occur may depend on the species, sex, strain,
genetic background and age of the animal, and on the dose, route, timing and
duration of the exposure. Evidence of an increased incidence of neoplasms with
increasing levels of exposure strengthens the inference of a causal association
between the exposure and the devel opment of neoplasms.

The form of the dose—response relationship can vary widely, depending on the
particular agent under study and the target organ. Mechanisms such as
induction of DNA damage or inhibition of repair, altered cell division and cell
death rates and changesin intercellular communication are important
determinants of dose—response relationships for some carcinogens. Since many
chemicals require metabolic activation before being converted to their reactive
intermediates, both metabolic and toxicokinetic aspects are important in
determining the dose—response pattern. Saturation of steps such as absorption,
activation, inactivation and elimination may produce non-linearity in the dose—
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response relationship (Hoel et al., 1983; Gart et al., 1986), as could saturation of
processes such as DNA repair. The dose—response relationship can also be
affected by differencesin survival among the treatment groups.

(c) Statistical analyses

Factors considered include the adequacy of the information given for each
treatment group: (i) number of animals studied and number examined
histologically, (ii) number of animals with a given tumour type and (iii) length
of survival. The statistical methods used should be clearly stated and should be
the generally accepted techniques refined for this purpose (Peto et al., 1980;
Gart et al., 1986; Portier & Bailer, 1989; Bieler & Williams, 1993). The choice
of the most appropriate statistical method requires consideration of whether or
not there are differencesin survival among the treatment groups; for example,
reduced survival because of non-tumour-related mortality can preclude the
occurrence of tumours later in life. When detailed information on survival is not
available, comparisons of the proportions of tumour-bearing animals among the
effective number of animals (alive at the time the first tumour was discovered)
can be useful when significant differencesin survival occur before tumours
appear. The lethality of the tumour also requires consideration: for rapidly fatal
tumours, the time of death provides an indication of the time of tumour onset
and can be assessed using life-table methods; non-fatal or incidental tumours
that do not affect survival can be assessed using methods such as the Mantel-
Haenzel test for changes in tumour prevalence. Because tumour lethality is
often difficult to determine, methods such as the Poly-K test that do not require
such information can also be used. When results are available on the number
and size of tumours seen in experimental animals (e.g. papillomas on mouse
skin, liver tumours observed through nuclear magnetic resonance tomography),
other more complicated statistical procedures may be needed (Sherman et al.,
1994; Dunson et al., 2003).

Formal statistical methods have been developed to incorporate historical control
datainto the analysis of data from a given experiment. These methods assign an
appropriate weight to historical and concurrent controls on the basis of the
extent of between-study and within-study variability: lessweight isgiven to
historical controls when they show a high degree of variability, and greater
weight when they show little variability. It isgenerally not appropriate to
discount a tumour response that is significantly increased compared with
concurrent controls by arguing that it falls within the range of historical controls,
particularly when historical controls show high between-study variability and
are, thus, of little relevance to the current experiment. In analysing results for
uncommon tumours, however, the analysis may be improved by considering
historical control data, particularly when between-study variability islow.
Historical controls should be selected to resemble the concurrent controls as
closely as possible with respect to species, gender and strain, as well as other
factors such as basal diet and general laboratory environment, which may affect
tumour-response rates in control animals (Haseman et al., 1984; Fung et al.,
1996; Greim et al., 2003).

Although meta-analyses and combined analyses are conducted less frequently
for animal experiments than for epidemiological studies due to differencesin
animal strains, they can be useful aids in interpreting animal data when the
experimental protocols are sufficiently similar.
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4, Mechanistic and other relevant data

Mechanistic and other relevant data may provide evidence of carcinogenicity
and also help in assessing the relevance and importance of findings of cancer in
animals and in humans. The nature of the mechanistic and other relevant data
depends on the biological activity of the agent being considered. The Working
Group considers representative studies to give a concise description of the
relevant data and issues that they consider to be important; thus, not every
available study is cited. Relevant topics may include toxicokinetics,
mechanisms of carcinogenesis, susceptible individuals, populations and life-
stages, other relevant data and other adverse effects. When data on biomarkers
are informative about the mechanisms of carcinogenesis, they areincluded in
this section.

These topics are not mutually exclusive; thus, the same studies may be discussed
in more than one subsection. For example, a mutation in a gene that codes for
an enzyme that metabolizes the agent under study could be discussed in the
subsections on toxicokinetics, mechanisms and individual susceptibility if it also
exists as an inherited polymorphism.

(a) Toxicokinetic data

Toxicokinetics refers to the absorption, distribution, metabolism and elimination
of agentsin humans, experimental animals and, where relevant, cellular systems.
Examples of kinetic factors that may affect dose—response relationships include
uptake, deposition, biopersistence and half-life in tissues, protein binding,
metabolic activation and detoxification. Studies that indicate the metabolic fate
of the agent in humans and in experimental animals are summarized briefly, and
comparisons of data from humans and animals are made when possible.
Comparative information on the relationship between exposure and the dose that
reaches the target site may be important for the extrapolation of hazards between
species and in clarifying the role of in-vitro findings.

(b) Data on mechanisms of carcinogenesis

To provide focus, the Working Group attempts to identify the possible
mechanisms by which the agent may increase the risk of cancer. For each
possible mechanism, a representative selection of key data from humans and
experimental systemsis summarized. Attention isgiven to gapsin the data and
to data that suggests that more than one mechanism may be operating. The
relevance of the mechanism to humans is discussed, in particular, when
mechanistic data are derived from experimental model systems. Changesin the
affected organs, tissues or cells can be divided into three non-exclusive levels as
described below. (i) Changes in physiology

Physiological changes refer to exposure-related modifications to the physiology
and/or response of cells, tissues and organs. Examples of potentially adverse
physiological changes include mitogenesis, compensatory cell division, escape
from apoptosis and/or senescence, presence of inflammation, hyperplasia,
metaplasia and/or preneoplasia, angiogenesis, aterations in cellular adhesion,
changes in steroidal hormones and changes in immune surveillance.
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(i) Functional changes at the cellular level

Functional changes refer to exposure-related alterations in the signalling
pathways used by cells to manage critical processes that are related to increased
risk for cancer. Examples of functional changes include modified activities of
enzymes involved in the metabolism of xenobiotics, aterationsin the expression
of key genes that regulate DNA repair, aterationsin cyclin-dependent kinases
that govern cell cycle progression, changes in the patterns of post-translational
modifications of proteins, changes in regulatory factors that alter apoptotic rates,
changes in the secretion of factors related to the stimulation of DNA replication
and transcription and changes in gap—unction-mediated intercellular
communication.

(iii) Changes at the molecular level

Molecular changes refer to exposure-related changesin key cellular structures at
the molecular level, including, in particular, genotoxicity. Examples of
molecular changes include formation of DNA adducts and DNA strand breaks,
mutations in genes, chromosomal aberrations, aneuploidy and changesin DNA
methylation patterns. Greater emphasisis given to irreversible effects.

The use of mechanistic datain the identification of a carcinogenic hazard is
specific to the mechanism being addressed and is not readily described for every
possible level and mechanism discussed above.

Genotoxicity data are discussed here to illustrate the key issuesinvolved in the
evaluation of mechanistic data.

Tests for genetic and related effects are described in view of the relevance of
gene mutation and chromosomal aberration/aneupl oidy to carcinogenesis
(Vainio et al., 1992; McGregor et al., 1999). The adequacy of the reporting of
sample characterization is considered and, when necessary, commented upon;
with regard to complex mixtures, such comments are similar to those described
for animal carcinogenicity tests. The available data are interpreted critically
according to the end-points detected, which may include DNA damage, gene
mutation, sister chromatid exchange, micronucleus formation, chromosomal
aberrations and aneuploidy. The concentrations employed are given, and
mention is made of whether the use of an exogenous metabolic system in vitro
affected the test result. These data are listed in tabular form by phylogenetic
classification.

Positive results in tests using prokaryotes, lower eukaryotes, insects, plants and
cultured mammalian cells suggest that genetic and related effects could occur in
mammals. Results from such tests may aso give information on the types of
genetic effect produced and on the involvement of metabolic activation. Some
end-points described are clearly genetic in nature (e.g. gene mutations), while
others are associated with genetic effects (e.g. unscheduled DNA synthesis). In-
vitro tests formay be sensitive to changes that are not necessarily the result of
genetic alterations but that may have specific relevance to the process of
carcinogenesis. Critical appraisals of these tests have been published
(Montesano et al., 1986; McGregor et al., 1999).

Genetic or other activity manifest in humans and experimental mammalsis
regarded to be of greater relevance than that in other organisms. The
demonstration that an agent can induce gene and chromosomal mutationsin
mammalsin vivo indicates that it may have carcinogenic activity. Negative
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results in tests for mutagenicity in selected tissues from animals treated in vivo
provide less weight, partly because they do not exclude the possibility of an
effect in tissues other than those examined. Moreover, negative results in short-
term tests with genetic end-points cannot be considered to provide evidence that
rules out the carcinogenicity of agents that act through other mechanisms (e.g.
receptor-mediated effects, cellular toxicity with regenerative cell division,
peroxisome proliferation) (Vainio et al., 1992). Factors that may give
misleading results in short-term tests have been discussed in detail elsewhere
(Montesano et al., 1986; McGregor et al., 1999).

When thereis evidence that an agent acts by a specific mechanism that does not
involve genotoxicity (e.g. hormonal dysregulation, immune suppression, and
formation of calculi and other deposits that cause chronic irritation), that
evidenceis presented and reviewed critically in the context of rigorous criteria
for the operation of that mechanism in carcinogenesis (e.g. Capen et al., 1999).

For biological agents such as viruses, bacteria and parasites, other data relevant
to carcinogenicity may include descriptions of the pathology of infection,
integration and expression of viruses, and genetic alterations seen in human
tumours. Other observations that might comprise cellular and tissue responses
to infection, immune response and the presence of tumour markers are al'so
considered.

For physical agents that are forms of radiation, other datarelevant to
carcinogenicity may include descriptions of damaging effects at the
physiological, cellular and molecular level, as for chemical agents, and
descriptions of how these effects occur. ‘Physical agents' may also be
considered to comprise foreign bodies, such as surgical implants of various
kinds, and poorly soluble fibres, dusts and particles of various sizes, the
pathogenic effects of which are aresult of their physical presencein tissues or
body cavities. Other relevant data for such materials may include
characterization of cellular, tissue and physiological reactions to these materials
and descriptions of pathological conditions other than neoplasia with which they
may be associated.

(c) Other data relevant to mechanisms

A description is provided of any structure—activity relationships that may be
relevant to an evaluation of the carcinogenicity of an agent, the toxicological
implications of the physical and chemical properties, and any other data relevant
to the evaluation that are not included elsewhere.

High-output data, such as those derived from gene expression microarrays, and
high-throughput data, such as those that result from testing hundreds of agents
for asingle end-point, pose a unique problem for the use of mechanistic datain
the evaluation of a carcinogenic hazard. In the case of high-output data, there is
the possibility to overinterpret changesin individual end-points (e.g. changesin
expression in one gene) without considering the consistency of that finding in
the broader context of the other end-points (e.g. other geneswith linked
transcriptional control). High-output data can be used in assessing mechanisms,
but all end-points measured in a single experiment need to be considered in the
proper context. For high-throughput data, where the number of observations far
exceeds the number of end-points measured, their utility for identifying common
mechanisms across multiple agentsis enhanced. These data can be used to
identify mechanisms that not only seem plausible, but also have a consistent
pattern of carcinogenic response across entire classes of related compounds.
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(d) Susceptibility data

Individuas, populations and life-stages may have greater or lesser susceptibility
to an agent, based on toxicokinetics, mechanisms of carcinogenesis and other
factors. Examples of host and genetic factors that affect individual susceptibility
include sex, genetic polymorphisms of genesinvolved in the metabolism of the
agent under evauation, differences in metabolic capacity due to life-stage or the
presence of disease, differencesin DNA repair capacity, competition for or
alteration of metabolic capacity by medications or other chemical exposures,
pre-existing hormonal imbalance that is exacerbated by a chemical exposure, a
suppressed immune system, periods of higher-than-usual tissue growth or
regeneration and genetic polymorphisms that |ead to differences in behaviour
(e.g. addiction). Such data can substantially increase the strength of the evidence
from epidemiological data and enhance the linkage of in-vivo and in-vitro
laboratory studies to humans.

(e) Data on other adverse effects

Data on acute, subchronic and chronic adverse effects relevant to the cancer
evaluation are summarized. Adverse effects that confirm distribution and
biological effects at the sites of tumour development, or alterationsin
physiology that could lead to tumour development, are emphasized. Effects on
reproduction, embryonic and fetal survival and development are summarized
briefly. The adequacy of epidemiological studies of reproductive outcome and
genetic and related effects in humansis judged by the same criteria as those
applied to epidemiological studies of cancer, but fewer details are given.

5. Summary

This section isa summary of data presented in the preceding sections.
Summaries can be found on the Monographs programme website
(http://monographs.iarc.fr).

(a) Exposure data

Data are summarized, as appropriate, on the basis of elements such as
production, use, occurrence and exposure levels in the workplace and
environment and measurements in human tissues and body fluids. Quantitative
data and time trends are given to compare exposures in different occupations
and environmental settings. Exposure to biological agentsis described in terms
of transmission, prevalence and persistence of infection.

(b) Cancer in humans

Results of epidemiological studies pertinent to an assessment of human
carcinogenicity are summarized. When relevant, case reports and correlation
studies are also summarized. The target organ(s) or tissue(s) in which an
increase in cancer was observed isidentified. Dose-response and other
guantitative data may be summarized when available.

(c) Cancer in experimental animals
Data relevant to an evaluation of carcinogenicity in animals are summarized.

For each animal species, study design and route of administration, it is stated
whether an increased incidence, reduced latency, or increased severity or
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multiplicity of neoplasms or preneoplastic lesions were observed, and the
tumour sites are indicated. 1f the agent produced tumours after prenatal
exposure or in single-dose experiments, thisis also mentioned. Negative
findings, inverse relationships, dose—response and other quantitative data are
also summarized.

(d) Mechanistic and other relevant data

Data relevant to the toxicokinetics (absorption, distribution, metabolism,
elimination) and the possible mechanism(s) of carcinogenesis (e.g. genetic
toxicity, epigenetic effects) are summarized. In addition, information on
susceptible individuals, populations and life-stages is summarized. This section
also reports on other toxic effects, including reproductive and developmental
effects, aswell as additional relevant data that are considered to be important.

6. Evaluation and rationale

Evaluations of the strength of the evidence for carcinogenicity arising from
human and experimental animal data are made, using standard terms. The
strength of the mechanistic evidence is also characterized.

It is recognized that the criteria for these evaluations, described below, cannot
encompass all of the factors that may be relevant to an evaluation of
carcinogenicity. In considering al of the relevant scientific data, the Working
Group may assign the agent to a higher or lower category than a strict
interpretation of these criteriawould indicate.

These categories refer only to the strength of the evidence that an exposureis
carcinogenic and not to the extent of its carcinogenic activity (potency). A
classification may change as new information becomes available.

An evauation of the degree of evidenceislimited to the materials tested, as
defined physically, chemically or biologically. When the agents evaluated are
considered by the Working Group to be sufficiently closely related, they may be
grouped together for the purpose of a single evaluation of the degree of
evidence.

(a) Carcinogenicity in humans

The evidence relevant to carcinogenicity from studiesin humansis classified
into one of the following categories:

Sufficient evidence of carcinogenicity: The Working Group considers that a
causal relationship has been established between exposure to the agent and
human cancer. That is, a positive relationship has been observed between the
exposure and cancer in studies in which chance, bias and confounding could be
ruled out with reasonable confidence. A statement that there is sufficient
evidence isfollowed by a separate sentence that identifies the target organ(s) or
tissue(s) where an increased risk of cancer was observed in humans.
Identification of a specific target organ or tissue does not preclude the possibility
that the agent may cause cancer at other sites.

Limited evidence of carcinogenicity: A positive association has been observed
between exposure to the agent and cancer for which a causal interpretation is
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considered by the Working Group to be credible, but chance, bias or
confounding could not be ruled out with reasonable confidence.

Inadequate evidence of carcinogenicity: The available studies are of
insufficient quality, consistency or statistical power to permit a conclusion
regarding the presence or absence of a causal association between exposure and
cancer, or no data on cancer in humans are available.

Evidence suggesting lack of carcinogenicity: There are several adequate
studies covering the full range of levels of exposure that humans are known to
encounter, which are mutually consistent in not showing a positive association
between exposure to the agent and any studied cancer at any observed level of
exposure. The results from these studies alone or combined should have narrow
confidence intervals with an upper limit close to the null value (e.g. arelative
risk of 1.0). Biasand confounding should be ruled out with reasonable
confidence, and the studies should have an adequate length of follow-up. A
conclusion of evidence suggesting lack of carcinogenicity isinevitably limited to
the cancer sites, conditions and levels of exposure, and length of observation
covered by the available studies. In addition, the possibility of avery small risk
at the levels of exposure studied can never be excluded.

In some instances, the above categories may be used to classify the degree of
evidence related to carcinogenicity in specific organs or tissues.

When the available epidemiological studies pertain to a mixture, process,
occupation or industry, the Working Group seeks to identify the specific agent
considered most likely to be responsible for any excessrisk. The evaluationis
focused as narrowly as the available data on exposure and other aspects permit.

(b) Carcinogenicity in experimental animals

Carcinogenicity in experimental animals can be evaluated using conventional
bioassays, bioassays that employ genetically modified animals, and other in-
Vivo bioassays that focus on one or more of the critical stages of carcinogenesis.
In the absence of datafrom conventional long-term bioassays or from assays
with neoplasia as the end-point, consistently positive resultsin several models
that address several stages in the multistage process of carcinogenesis should be
considered in evaluating the degree of evidence of carcinogenicity in
experimental animals.

The evidence relevant to carcinogenicity in experimental animalsis classified
into one of the following categories:

Sufficient evidence of carcinogenicity: The Working Group considers that a
causal relationship has been established between the agent and an increased
incidence of malignant neoplasms or of an appropriate combination of benign
and malignant neoplasmsin (&) two or more species of animals or (b) two or
more independent studies in one species carried out at different timesor in
different laboratories or under different protocols. An increased incidence of
tumours in both sexes of asingle speciesin awell-conducted study, ideally
conducted under Good L aboratory Practices, can aso provide sufficient
evidence.

A single study in one species and sex might be considered to provide sufficient
evidence of carcinogenicity when malignant neoplasms occur to an unusual
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degree with regard to incidence, site, type of tumour or age at onset, or when
there are strong findings of tumours at multiple sites.

Limited evidence of carcinogenicity: The data suggest a carcinogenic effect but
are limited for making a definitive evaluation because, e.g. (a) the evidence of
carcinogenicity is restricted to a single experiment; (b) there are unresolved
questions regarding the adequacy of the design, conduct or interpretation of the
studies; (c) the agent increases the incidence only of benign neoplasms or
lesions of uncertain neoplastic potentia; or (d) the evidence of carcinogenicity is
restricted to studies that demonstrate only promoting activity in a narrow range
of tissues or organs.

Inadequate evidence of carcinogenicity: The studies cannot be interpreted as
showing either the presence or absence of a carcinogenic effect because of major
gualitative or quantitative limitations, or no data on cancer in experimental
animals are available.

Evidence suggesting lack of carcinogenicity: Adequate studiesinvolving at
least two species are available which show that, within the limits of the tests
used, the agent is not carcinogenic. A conclusion of evidence suggesting lack of
carcinogenicity isinevitably limited to the species, tumour sites, age at
exposure, and conditions and levels of exposure studied.

(c) Mechanistic and other relevant data

Mechanistic and other evidence judged to be relevant to an evaluation of
carcinogenicity and of sufficient importance to affect the overal evaluation is
highlighted. This may include data on preneoplastic lesions, tumour pathology,
genetic and related effects, structure—activity relationships, metabolism and
toxicokinetics, physicochemical parameters and analogous biological agents.

The strength of the evidence that any carcinogenic effect observed isdueto a
particular mechanism is evaluated, using terms such as ‘weak’, ‘moderate’ or
‘strong’. The Working Group then assesses whether that particular mechanism
islikely to be operative in humans. The strongest indications that a particular
mechanism operates in humans derive from data on humans or biological
specimens obtained from exposed humans. The data may be considered to be
especialy relevant if they show that the agent in question has caused changesin
exposed humans that are on the causal pathway to carcinogenesis. Such data
may, however, never become available, becauseit is at least conceivable that
certain compounds may be kept from human use solely on the basis of evidence
of their toxicity and/or carcinogenicity in experimental systems.

The conclusion that a mechanism operatesin experimental animalsis
strengthened by findings of consistent resultsin different experimental systems,
by the demonstration of biological plausibility and by coherence of the overall
database. Strong support can be obtained from studies that challenge the
hypothesized mechanism experimentally, by demonstrating that the suppression
of key mechanistic processes |eads to the suppression of tumour development.
The Working Group considers whether multiple mechanisms might contribute to
tumour development, whether different mechanisms might operate in different
dose ranges, whether separate mechanisms might operate in humans and
experimental animals and whether a unique mechanism might operatein a
susceptible group. The possible contribution of alternative mechanisms must be
considered before concluding that tumours observed in experimental animals are
not relevant to humans. An uneven level of experimental support for different

AX1-41 DRAFT-DO NOT QUOTEOR CITE



co~NOUIRhW N

March 2008

mechanisms may reflect that disproportionate resources have been focused on
investigating a favoured mechanism.

For complex exposures, including occupational and industrial exposures, the
chemical composition and the potential contribution of carcinogens known to be
present are considered by the Working Group in its overall evaluation of human
carcinogenicity. The Working Group also determines the extent to which the
materials tested in experimental systems are related to those to which humans
are exposed.

(d) Overall evaluation

Finally, the body of evidenceis considered asawhole, in order to reach an
overall evaluation of the carcinogenicity of the agent to humans.

An evaluation may be made for a group of agents that have been evaluated by
the Working Group. In addition, when supporting data indicate that other related
agents, for which there is no direct evidence of their capacity to induce cancer in
humans or in animals, may also be carcinogenic, a statement describing the
rationale for this conclusion is added to the evaluation narrative; an additional
evaluation may be made for this broader group of agentsif the strength of the
evidence warrantsiit.

The agent is described according to the wording of one of the following
categories, and the designated group is given. The categorization of an agent is
amatter of scientific judgement that reflects the strength of the evidence derived
from studies in humans and in experimental animals and from mechanistic and
other relevant data.

Group 1: The agent is carcinogenic to humans.

This category is used when there is sufficient evidence of carcinogenicity in
humans. Exceptionally, an agent may be placed in this category when evidence
of carcinogenicity in humansis less than sufficient but thereis sufficient
evidence of carcinogenicity in experimental animals and strong evidence in
exposed humans that the agent acts through a relevant mechanism of
carcinogenicity.

Group 2.

This category includes agents for which, at one extreme, the degree of evidence
of carcinogenicity in humansis almost sufficient, as well asthose for which, at
the other extreme, there are no human data but for which there is evidence of
carcinogenicity in experimental animals. Agents are assigned to either Group
2A (probably carcinogenic to humans) or Group 2B (possibly carcinogenic to
humans) on the basis of epidemiological and experimenta evidence of
carcinogenicity and mechanistic and other relevant data. The terms probably
carcinogenic and possibly carcinogenic have no quantitative significance and
are used simply as descriptors of different levels of evidence of human
carcinogenicity, with probably carcinogenic signifying a higher level of
evidence than possibly carcinogenic.
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Group 2A: The agent is probably carcinogenic to humans.

This category is used when there is limited evidence of carcinogenicity in
humans and sufficient evidence of carcinogenicity in experimental animals. In
some cases, an agent may be classified in this category when there is inadequate
evidence of carcinogenicity in humans and sufficient evidence of carcinogenicity
in experimental animals and strong evidence that the carcinogenesis is mediated
by a mechanism that also operatesin humans. Exceptionally, an agent may be
classified in this category solely on the basis of limited evidence of
carcinogenicity in humans. An agent may be assigned to this category if it
clearly belongs, based on mechanistic considerations, to a class of agents for
which one or more members have been classified in Group 1 or Group 2A.

Group 2B: The agent is possibly carcinogenic to humans.

This category is used for agents for which thereis limited evidence of
carcinogenicity in humans and less than sufficient evidence of carcinogenicity in
experimental animals. It may also be used when there is inadequate evidence of
carcinogenicity in humans but there is sufficient evidence of carcinogenicity in
experimental animals. In some instances, an agent for which there is inadequate
evidence of carcinogenicity in humans and less than sufficient evidence of
carcinogenicity in experimental animals together with supporting evidence from
mechanistic and other relevant data may be placed in this group. An agent may
be classified in this category solely on the basis of strong evidence from
mechanistic and other relevant data.

Group 3: The agent is not classifiable as to its carcinogenicity to humans.

This category is used most commonly for agents for which the evidence of
carcinogenicity is inadequate in humans and inadequate or limited in
experimental animals.

Exceptionally, agents for which the evidence of carcinogenicity isinadequate in
humans but sufficient in experimental animals may be placed in this category
when there is strong evidence that the mechanism of carcinogenicity in
experimental animals does not operate in humans.

Agentsthat do not fall into any other group are also placed in this category.

An evauation in Group 3 is not a determination of non-carcinogenicity or
overall safety. It often means that further research is needed, especially when
exposures are widespread or the cancer data are consistent with differing
interpretations.

Group 4: The agent is probably not carcinogenic to humans.

This category is used for agents for which there is evidence suggesting lack of
carcinogenicity in humans and in experimental animals. In some instances,
agents for which there is inadequate evidence of carcinogenicity in humans but
evidence suggesting lack of carcinogenicity in experimental animals,
consistently and strongly supported by a broad range of mechanistic and other
relevant data, may be classified in this group.
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(e) Rationale

The reasoning that the Working Group used to reach its evaluation is presented
and discussed. This section integrates the major findings from studies of cancer
in humans, studies of cancer in experimental animals, and mechanistic and other
relevant data. It includes concise statements of the principal line(s) of argument
that emerged, the conclusions of the Working Group on the strength of the
evidence for each group of studies, citations to indicate which studies were
pivotal to these conclusions, and an explanation of the reasoning of the Working
Group in weighing data and making evaluations. When there are significant
differences of scientific interpretation among Working Group Members, a brief
summary of the alternative interpretations is provided, together with their
scientific rationale and an indication of the relative degree of support for each
alternative.

AX1.4.2.6 National Toxicology Program Criteria

The criteriafor listing an agent, substance, mixture, or exposure circumstance in the

National Toxicology Program’s Report on Carcinogens (NTP, 2005) are as follows:

March 2008

Known To Be Human Carcinogen:

Thereis sufficient evidence of carcinogenicity from studies in humans*, which
indicates a causal relationship between exposure to the agent, substance, or
mixture, and human cancer.

Reasonably Anticipated To Be Human Carcinogen:

Thereis limited evidence of carcinogenicity from studies in humans*, which
indicates that causal interpretation is credible, but that alternative explanations,
such as chance, bias, or confounding factors, could not adequately be excluded,

or

there is sufficient evidence of carcinogenicity from studiesin experimental
animals, which indicates there is an increased incidence of malignant and/or a
combination of malignant and benign tumors (1) in multiple species or at
multiple tissue sites, or (2) by multiple routes of exposure, or (3) to an unusual
degree with regard to incidence, site, or type of tumor, or age at onset,

or

there isless than sufficient evidence of carcinogenicity in humans or laboratory
animals; however, the agent, substance, or mixture belongs to a well-defined,
structurally related class of substances whose members are listed in a previous
Report on Carcinogens as either known to be a human carcinogen or reasonably
anticipated to be a human carcinogen, or thereis convincing relevant
information that the agent acts through mechanisms indicating it would likely
cause cancer in humans.

Conclusions regarding carcinogenicity in humans or experimental animals are
based on scientific judgment, with consideration given to all relevant
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information. Relevant information includes, but is not limited to, dose response,
route of exposure, chemical structure, metabolism, pharmacokinetics, sensitive
sub-populations, genetic effects, or other data relating to mechanism of action or
factors that may be unique to a given substance. For example, there may be
substances for which there is evidence of carcinogenicity in laboratory animals,
but there are compelling data indicating that the agent acts through mechanisms
which do not operate in humans and would therefore not reasonably be
anticipated to cause cancer in humans.

*This evidence can include traditional cancer epidemiology studies, datafrom
clinical studies, and/or data derived from the study of tissues or cells from
humans exposed to the substance in question that can be useful for evaluating
whether arelevant cancer mechanism is operating in people.
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TABLE AX1.3-1. LITERATURE SEARCH STRATEGY FOR EPIDEMIOLOGIC
STUDIES: EXAMPLES OF KEYWORDS
Search engines used include: MEDLINE, BIOSYS, ...
Search Key Word Examples:

Nitrogen Oxides or Nitric Acid or Nitrous Oxide or Nitrogen Dioxide or Nitrogen Tetroxide or Nitrogen Trioxide
or NOy or NO, or HNO; or Peroxyacetyl Nitrate or HNO,4 or NO3z or N,Os or Pan or ChsCOOONO, or HNO, or
HONO or Organic Nitrate or Peroxynitric Acid or Nitrogen Pentoxide or Nitrous Acid

Mortality or Epidemiologic Studies or Hospitals

Asthmaor Bronchial Hyperactivity or Lung Diseases, Obstructive or Respiratory Hypersensitivity and
Immunology, Respiratory Tract Diseases or Respiratory Tract Infections, Lung Infection or Respiratory Disease
or Respiratory System

Neoplasm or Neoplastic or Cancer or Carcinogen, Mutation or Chromosome Aberrations or Mutagenicity Tests

Pregnancy Complication or Prenatal Exposure or Delayed Effects or Teratogens

TABLE AX1.3-2. LITERATURE SEARCH STRATEGY FOR THE
ATMOSPHERIC SCIENCES

Search Engine: Web of Knowledge

Search Key Words:

Exposure and (NO, or NO or Nitrogen Dioxide or Nitrogen Oxide(s) or Nitrous Oxide or Oxide(s) of Nitrogen or
HNO; or HONO or Nitric Acid or Nitrous Acid or PAN(s) or Nitro-PAH(s) or NO; Radical)

Indoor and (NO, or NO or Nitrogen Dioxide or Nitrogen Oxide(s) or Nitrous Oxide or Oxide(s) of Nitrogen or
HNO; or HONO or Nitric Acid or Nitrous Acid or PAN(s) or Nitro-PAH(s) or NO; Radical)

(Source Apportionment or Source(s) or PMF or CMB or Receptor Model) and (NO, or NO or Nitrogen Dioxide
or Nitrogen Oxide(s) or Nitrous Oxide or Oxide(s) of Nitrogen or HNO3; or HONO or Nitric Acid or Nitrous Acid
or PAN(s) or Nitro-PAH(s) or NOs Radical)

(Traffic or Street Canyon) and (NO, or NO or Nitrogen Dioxide or Nitrogen Oxide(s) or Nitrous Oxide or
Oxide(s) of Nitrogen or HNO3; or HONO or Nitric Acid or Nitrous Acid or PAN(s) or Nitro-PAH(s) or NO3
Radical)

Sampler and (NO, or NO or Nitrogen Dioxide or Nitrogen Oxide(s) or Nitrous Oxide or Oxide(s) of Nitrogen or
HNO; or HONO or Nitric Acid or Nitrous Acid or PAN(s) or Nitro-PAH(s) or NO; Radical)
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AX2. CHAPTER 2 ANNEX - ATMOSPHERIC
CHEMISTRY OF NITROGEN AND SULFUR OXIDES

AX2.1 INTRODUCTION

Nitrogen oxides (NOyx) along with volatile organic compounds (VOCSs) including
anthropogenic and biogenic hydrocarbons, aldehydes, etc. and carbon monoxide (CO) serve as
precursors in the formation of ozone (O3) and other elements of photochemical smog. Nitrogen
oxides are defined here as nitric oxide (NO) and nitrogen dioxide (NO,), the latter of whichisa
U.S. EPA Air Pollutant; similarly, oxides of sulfur (SOx) are defined here to be sulfur monoxide
(SO), sulfur dioxide (SO,), the largest component of SOx and also aU.S. EPA Criteria Air
Pollutant, and sulfur trioxide (SOs). SOs rapidly reacts with water vapor to form H,SO,, and
only SO, is present in the atmosphere at detectable levels.

Nitrogen dioxide is an oxidant and can further react to form other photochemical
oxidants, in particular the organic nitrates, including peroxy acetyl nitrates (PAN) and higher
PAN analogues. It can also react with toxic compounds such as polycyclic aromatic
hydrocarbons (PAHSs) to form nitro-PAHSs, which may be even more toxic than the precursors.
Nitrogen dioxide together with sulfur dioxide (SO,), another U.S. EPA criteria air pollutant, can
be oxidized to the strong mineral acids, nitric acid (HNO3) and sulfuric acid (H2SO,), which
contribute to the acidity of cloud, fog, and rainwater, and can form ambient particles.

Therole of NOx in Oz formation was reviewed in Chapter 2 (Section 2.2) of the latest
AQCD for Ozone and Other Photochemical Oxidants (U.S. Environmental Protection Agency,
2006 CDO06), and in numerous texts (e.g., Seinfeld and Pandis, 1998; Jacob, 2000; Jacobson,
2002). Mechanisms for transporting Os precursors, the factors controlling the efficiency of Os
production from NOx, methods for calculating O3 from its precursors, and methods for
measuring NOx were al reviewed in Section 2.6 of CD06. The main points from those
discussionsin CDO06 and updates, based on new materials will be presented here. Ammonia
(NHs) isincluded here because its oxidation can be a source of NOx, and it is a precursor for
ammonium ions (NH,"), which play akey rolein neutralizing acidity in ambient particles and in
cloud, fog, and rain water. Ammoniais aso involved in the ternary nucleation of new particles,

and it reacts with gaseous HNO3 to form ammonium nitrate (NH4NO3), which isamajor
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constituent of ambient Particulate Matter (PM) in many areas. Ammoniaisalso involved in over
nitrification of aqueous and terrestrial ecosystems and participates in the N cascade (Galloway
et al., 2003)

The atmospheric chemistry of NOy is discussed in Section AX2.2, and of SO, in Section
AX2.3. Mechanisms for the formation of agueous-phase sulfate (SO,%) and nitrate (NO3 ') are
reviewed in Section AX2.4. Sources and emissions of NOx, NH3, and SO, are discussed in
Section AX2.5. Modeling methods used to cal cul ate the atmospheric chemistry, transport, and
fate of NOx and SO, and their oxidation products are presented in Section AX2.6. Measurement
techniques for the nitrogen-containing compounds and for SO, nitrates, sulfates, and ammonium
ion are discussed in Section AX2.8. Estimates of policy-relevant background concentrations of
NOx and SOy are given in Section AX2.9. An overall review of key pointsin this chapter is
givenin Section AX2.11.

The overall chemistry of reactive nitrogen compounds in the atmosphere is summarized
in Figure AX2.2-1 and is described in greater detail in the following sections. Nitrogen oxides
are emitted primarily as NO with smaller quantities of NO,. Emissions of NOy are spatially
distributed vertically with some occurring at or near ground level and others aloft asindicated in
Figure AX2.2-1. Because of atmospheric chemical reactions, the relative abundance of different
compounds contributed by different sources varies with location. Both anthropogenic and
natural (biogenic) processes emit NOx. In addition to gas phase reactions, multiphase processes

are important for forming aerosol-phase pollutants, including aerosol NOs .

AX2.2 CHEMISTRY OF NITROGEN OXIDES IN THE TROPOSPHERE

AX2.2.1 Basic Chemistry
Thereis arapid photochemical cycle in the troposphere that involves photolysis of NO,
by solar UV-A radiation to yield NO and a ground-state oxygen atom, O(P)

NO»+hv—NO+O(P) (AX2.2-1)

This ground-state oxygen atom can then combine with molecular oxygen (O,) to form Os; and,
colliding with any molecule from the surrounding air (M = N, O,, etc.), the newly formed O3
molecule, transfers excess energy and is stabilized
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Figure AX2.2-1. Schematic diagram of the cycle of reactive nitrogen species in the
atmosphere. MPP refers to multi-phase process; hv to a photon of
solar energy.

3
O( P)+02+M—)03+M (AX22-2)

where M = N, O,. Reaction AX2.2-2 isthe only significant reaction forming Oz in the
troposphere.
NO and Os react to reform NO-

NO +03—)’NO2+ 02 (AX22-3)

Reaction AX2.2-3 isresponsible for Oz decreases and NO increases found near sources of NO
(e.g., highways), especially at night when the actinic flux is 0. Oxidation of reactive VOCs leads
to the formation of reactive radical speciesthat allow the conversion of NO to NO, without the
participation of Oz (asin Reaction AX2.2-3)
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Ozone, therefore, can accumulate as NO, photolyzes as in Reaction AX2.2-1, followed
by Reaction AX2.2-2. Specific mechanisms for the oxidation of a number of VOCs were
discussed in the O3 AQCD (U.S. Environmental Protection Agency, 2006).

It is often convenient to speak about families of chemical species defined in terms of
members that interconvert rapidly among themselves on time scales that are shorter than those
for formation or destruction of the family asawhole. For example, an “odd oxygen” (Ox)
family can be defined as

0,=X(0(P) + O(ID) + O3 + NO,) (AX2.2-5)

In much the same way, NOy is sometimes referred to as “odd nitrogen”. Hence, we see that
production of Ox occurs by the schematic Reaction AX2.2-4, and that the sequence of reactions
given by reactions AX2.2-1 through AX2.2-3 represents no net production of Ox. Definitions of
species families and methods for constructing families are discussed in Jacobson (1999) and
references therein. Other families that include nitrogen-containing species (and which will be
referred to later in this chapter) include:

NOx = (NO + NO,) (AX2.2-6)

One can then see that production of Ox occurs by the schematic Reaction AX2.2-4, and that the
seguence of reactions given by reactions AX2.2-1 through AX2.2-3 represents no net production
of Ox. Definitions of species families and methods for constructing families are discussed in
Jacobson (1999) and references therein. Other families that include nitrogen-containing species,
and which will be referred to later in this chapter, are: (which isthe sum of the products of the
oxidation of NOy)

NO,=3% HNO;+ HNO, + NO;3 + 2NO,O5 + PAN(CH3;CHO - OO - NO;) + other
organic nitrates + halogen nitrates + particulate nitrate)

NO}/: NOX+ NOZ+ HONO,

— +
and NHy = NH;+ NH, (AX22.7)
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The reaction of NO, with O leads to the formation of NOs™ radical

N02+ 03—>NO2+ 02 (AX22-8)

However, because the NO3 radical photolyzes rapidly (lifetime of ~5 s during the
photochemically most active period of the day around local solar noon (Atkinson et al., 1992),

NO;3+hv — NO + Oy199) (AX2.2-93)

NO, + OCP) 9% (AX2.2-9b)

its concentration remains low during daylight hours, but can increase after sunset to nighttime
concentrations of <5 x 10 to 1 x 10" molecules cm 3 (<2 to 430 parts per trillion (ppt)) over
continental areas influenced by anthropogenic emissions of NOx (Atkinson et al., 1986). At
night, NOs, rather than the hydroxyl radical (OH), is the primary oxidant in the system.
Nitrate radicals can combine with NO, to form dinitrogen pentoxide (N2Os)

M
NO_; +N02 (—>N205 (AX2.2-10)

and N,Os both photolyzes and thermally decomposes back to NO, and NO3 during the day;
however, N,Os concentrations ([N2Os]) can accumulate during the night to parts per billion (ppb)
levelsin polluted urban atmospheres.

The tropospheric chemical removal processes for NOyx include reaction of NO, with the
OH radical and hydrolysis of N,Os in agueous aerosol solutions if there is no organic coating.
Both of these reactions produce HNO:s.

OH +NO, —2 > HNO;§ (AX2.2-11)

H,0(1)
N20s > HNO; (AX2.2-12)

The gas-phase reaction of the OH radical with NO; (Reaction AX2.2-11) initiates one of
the major and ultimate removal processes for NOy in the troposphere. This reaction removes
OH and NO,, radicals and competes with hydrocarbons for OH radicals in areas characterized by
high NOx concentrations, such as urban centers (see Section AX2.2.2). Thetimescale (1) for

conversion of NOx to HNOg in the planetary boundary layer at 40 N latitude ranges from about
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4 hoursin July to about 16 hoursin January. The corresponding rangeint at 25 N latitudeis
between 4 and 5 hours, while at 50 N latitude, HNOj3 1 ranges from about 4 to 20 hours (Martin
et a., 2003). In addition to gas-phase HNOg3, Golden and Smith (2000) have shown on the basis
of theoretical studies that pernitrous acid (HOONO) is also produced by the reaction of NO, and
OH radicals. However, this channel of production most likely represents a minor yield
(approximately 15% at the surface) (Jet Propulsion Laboratory, 2003). Pernitrous acid will also
thermally decompose and can photolyze. Gas-phase HNO; formed from Reaction AX2.2-11
undergoes wet and dry deposition to the surface, and uptake by ambient aerosol particles.
Reaction AX2.2-11 limits NOy t to arange of hoursto days.

In addition to the uptake of HNOg3 on particles and in cloud drops, it photolyzes and
reacts with OH radicals via

HNOj; + hv - OH + NO, (AX2.2-13)

and

HN03+OH—> N03+H20 (AX22-14)

The lifetime of HNO3 with respect to these two reactionsis long enough for HNO; to act asa
reservoir species for NOx during long-range transport, contributing in thisway to NO, levels and
to O3 formation in areas remote from the source region of the NOy that formed this HNOs.

Geyer and Platt (2002) concluded that Reaction AX2.2-12 constituted about 10% of the
removal of NOx at asite near Berlin, Germany during spring and summer. However, other
studies found alarger contribution to HNO;3; production from Reaction AX2.2-12. Dentener and
Crutzen (1993) estimated 20% in summer and 80% of HNO3 production in winter isfrom
Reaction AX2.2-12. Tonnesen and Dennis (2000) found between 16 to 31% of summer HNO3
production was from Reaction AX2.2-12. The contribution of Reaction AX2.2-12 to HNOs
formation is highly uncertain during both winter and summer. The importance of Reaction
AX2.2-12 could be much higher during winter than during summer because of the much lower
concentration of OH radicals and the enhanced stability of N,Os due to lower temperatures and
less sunlight. Note that Reaction AX2.2-12 proceeds as a heterogeneous reaction. Recent work
in the northeastern United States indicates that this reaction is proceeds at a faster rate in power
plant plumes than in urban plumes (Brown et a., 2006a,b; Frost et al., 2006).
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OH radicals also can react with NO to produce nitrous acid (HONO or HNOy)

M
OH + NO—=—HNO; (AX2.2-15)

In the daytime, HNO; is rapidly photolyzed back to the original reactants
HNO; + hv — OH + NO (AX2.2-16)

Reaction AX2.2-15 is, however, a negligible source of HONO, which isformed mainly
by multiphase processes (see Section AX2.2.3). At night, heterogeneous reactions of NO, in
aerosols or at the earth’s surface result in accumulation of HONO (Lammel and Cape, 1996;
Jacob, 2000; Sakamaki et al., 1983; Pitts et al., 1984; Svensson et al., 1987; Jenkin et al., 1988;
Lammel and Perner, 1988; Notholt et al., 1992a,b). Harriset al. (1982) (e.g.) suggested that
photolysis of this HNO, at sunrise could provide an important early-morning source of OH
radicalsto drive Oz formation.

Hydroperoxy (HO,) radicals can react with NO; to produce pernitric acid (HNOy)

HO;+ NOy + M — HNO,4+ M (AX2.2-17)

which then can thermally decompose and photolyze back to its original reactants. The acids
formed in these gas-phase reactions are all water soluble. Hence, they can be incorporated into
cloud drops and in the aqueous phase of particles.

Although the lifetimes of HNO,4 and N,Os are short (minutes to hours) during typical
summer conditions, they can be much longer at the lower temperatures and darkness found
during the polar night. Under these conditions, species such as PAN, HNOs, HNO,4, and N2Os
serve as NOx reservoirs that can liberate NO, upon the return of sunlight during the polar spring.
A broad range of organic nitrogen compounds can be directly emitted by combustion sources or
formed in the atmosphere from NOyx emissions. Organic nitrogen compounds include the PANS,
nitrosamines, nitro-PAHSs, and the more recently identified nitrated organics in the quinone
family. Oxidation of VOCs produces organic peroxy radicals (RO), as discussed in the latest
AQCD for Ozone and Other Photochemical Oxidants (U.S. Environmental Protection Agency,
2006). Reaction of RO, radicals with NO and NO, produces organic nitrates (RONO,) and
peroxynitrates (RO,NO,)
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RO, + NO—— RONO, (AX2.2-18)

RO, +NO, —_, RO,NO, (AX2.2-19)

Reaction (AX2.2-18) isaminor branch for the reaction of RO, with NO. The mgjor
branch produces RO and NO,, as discussed in the next section; however, the organic nitrate yield
increases with carbon number (Atkinson, 2000).

The most important of these organic nitratesis PAN, the dominant member of the
broader family of peroxyacylnitrates which includes peroxypropionyl nitrate (PPN) of
anthropogenic origin and peroxymethacrylic nitrate (MPAN) produced from isoprene oxidation.
The PANs are formed by the combination reaction of acetyl peroxy radicals with NO,

CH3;C(0)-00 + NO, - CH;C(0)OONO, (AX2.2-20)

where the acetyl peroxy radicals are formed mainly during the oxidation of ethane (C;Hg).
Acetaldehyde (CH3CHO) isformed as an intermediate species during the oxidation of ethane.
Acetaldehyde can be photolyzed or react with OH radicals to yield acetyl radicals

CH;~C(O)H + hv — CH3~C(0) + H

(AX2.2-21)
CH;-C(O)H + OH — CH;—C(0O) + H,0 (AX2.2-22)

Acetyl radicals then react with O, to yield acetyl peroxy radicals
CH;-C(0O) + O, + M — CH;C(O)-00 + M (AX2.2-23)

However, acetyl peroxy radicals will react with NO in areas of high NO concentrations

CH;3;(CO)-00 + NO — CH3(CO)-0 + NO, (AX2.2-24)

and the acetyl-oxy radicals will then decompose

CH3(CO)-0 — CH;3 + CO; (AX2.2-25)

Thus, the formation of PAN isfavored at conditions of high ratios of NO, to NO, which are most
typically found under low NOx conditions. The PANs both thermally decompose and photolyze
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back to their reactants on timescales of afew hours during warm sunlit conditions, with lifetimes
with respect to thermal decomposition ranging from ~1 hour at 298 K to ~2.5 days at 273 K, up
to several weeks at 250 K. Thus, they can provide an effective sink of NOx at cold temperatures
and high solar zenith angles, allowing release of NO, as air masses warm, in particular by
subsidence. The PANSs are also removed by uptake to vegetation (Sparks et al., 2003;
Teklemariam and Sparks, 2004).

The organic nitrates may react further, depending on the functionality of the R group, but
they will typically not return NOy and can therefore be viewed mainly as a permanent sink for
NOx, as alkyl nitrates are sparingly soluble and will photolyze. Thissink isusually small
compared to HNOj3 formation, but the formation of isoprene nitrates may be a significant sink for
NOx in the United Statesin summer (Liang et al., 1998).

The peroxynitrates produced by AX2.2-19 are thermally unstable and most have very
short lifetimes (less than afew minutes) owing to thermal decomposition back to the original
reactants. They are thus not effective sinks of NOx.

AX2.2.2 Nonlinear Relations between Nitrogen Oxide Concentrations and
Ozone Formation

Ozone is unlike some other species whose rates of formation vary directly with the
emissions of their precursors in that O3 production (P(Os)) changes nonlinearly with the
concentrations of its precursors. At the low NOyx concentrations found in most environments,
ranging from remote continental areas to rural and suburban areas downwind of urban centers,
the net production of Oz increases with increasing NOx. At the high NOx concentrations found
in downtown metropolitan areas, especially near busy streets and roadways, and in power plant
plumes, there is net destruction of O3 by (titration) reaction with NO. Between these two
regimesis atransition stage in which Oz shows only aweak dependence on NOy concentrations.
In the high NOx regime, NO, scavenges OH radicals which would otherwise oxidize VOCs to
produce peroxy radicals, which in turn would oxidize NO to NO,. Inthe low NOx regime, VOV
(VOC) oxidation generates, or at least does not consume, free radicals, and O3 production varies
directly with NOx. Sometimes the terms ‘VOC-limited’ and ‘NOx-limited’ are used to describe
these two regimes. However, there are difficulties with this usage because: (1) VOC
measurements are not as abundant as they are for NOy, (2) rate coefficients for reaction of

individual VOCswith free radicals vary over an extremely wide range, and (3) consideration is
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not given to CO nor to reactions that can produce free radicals without invoking VOCs. The
terms NOx-limited and NOx-saturated (used by, e.g., Jaeglé et a., 2001) will be used wherever
possible to describe these two regimes more adequately. However, the terminology used in
original articleswill also be kept. The chemistry of OH radicals, which are responsible for
initiating the oxidation of hydrocarbons, shows behavior similar to that for Oz with respect to
NOx concentrations (Hameed et al., 1979; Pinto et al., 1993; Poppe et al., 1993; Zimmerman and
Poppe, 1993). These considerations introduce a high degree of uncertainty into attemptsto relate
changes in O3z concentrations to emissions of precursors. It should also be noted at the outset that
in aNOx-limited (or NOx-sensitive) regime, Oz formation is not insensitive to radical production
or the flux of solar UV photons, just that Oz formation is more sensitive to NOx. For example,
global tropospheric O3 is sensitive to the concentration of CH,4 even though the troposphereis
predominantly NOx-limited.

Various analytical techniques have been proposed that use ambient NOx and VOC
measurements to derive information about O3 production and Oz-NOx-VOC sensitivity.
Previoudly (e.g., National Research Council, 1991), it was suggested that Oz formation in
individual urban areas could be understood in terms of measurements of ambient NOx and VOC
concentrations during the early morning. In this approach, the ratio of summed (unweighted by
chemical reactivity) VOC to NOx concentrations is used to determine whether conditions are
NOx-sensitive or VOC sensitive. Thistechnique is inadequate to characterize O3 formation
because it omits many factors recognized as important for P(Os), including: the effect of
biogenic VOCs (which are not present in urban centers during early morning); important
individual differencesin the ability of VOCs to generate free radicals, rather than just from total
VOC concentration and other differences in Os-forming potential for individual VOCs (Carter,
1995); the effect of multiday transport; and general changes in photochemistry as air moves
downwind from urban areas (Milford et al., 1994).

Jacob et al. (1995) used a combination of field measurements and a chemical transport
model (CTM) to show that the formation of O3 changed from NOx-limited to NOx-saturated as
the season changed from summer to fall at a monitoring site in Shenandoah National Park, VA.
Photochemical production of Oz generally occurs together with production of various other

species including HNOs, organic nitrates, and hydrogen peroxide (H2O;). The relative rates of
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P(O3) and the production of other species varies depending on photochemical conditions, and can
be used to provide information about Os-precursor sensitivity.

There are no hard and fast rules governing the levels of NOy at which the transition from
NOx-limited to NOx-saturated conditions occurs. The transition between these two regimesis
highly spatially and temporally dependent. In the upper troposphere, responses to NOx additions
from commercial aircraft have been found which are very similar to these in the lower
troposphere (Brihl et al., 2000). Brihl et al. (2000) found that the NOx levels for Oz production
versus loss are highly sensitive to the radical sources included in model calculations. They found
that inclusion of only CH, and CO oxidation leads to a decrease in net O3 production in the
North Atlantic flight corridor due to NO emissions from aircraft. However, the additional
inclusion of acetone photolysis was found to shift the maximum in O3z production to higher NOx
mixing ratios, thereby reducing or eliminating areas in which O3z production rates decreased due
to aircraft emissions.

Trainer et a. (1993) suggested that the slope of the regression line between O; and
summed NOy oxidation products (NOz, equal to the difference between measured total reactive
nitrogen, NOy, and NOx) can be used to estimate the rate of P(O3) per NOx (also known as the
O3 production efficiency, or OPE). Ryerson et al. (1998, 2001) used measured correlations
between Oz and NO; to identify different rates of Os; production in plumes from large point
Sources.

Sillman (1995) and Sillman and He (2002) identified several secondary reaction products
that show different correlation patterns for NOx-limited conditions and NOx-saturated
conditions. The most important correlations are for Oz versus NOy, O3 versus NOz, O3 versus
HNOs, and H,O, versus HNOs. The correlations between O3 and NOy, and Oz and NOz are
especially important because measurements of NOy and NOyx are widely available. Measured O3
versus NO;z (Figure AX2.2-2) shows distinctly different patternsin different locations. In rural
areas and in urban areas such as Nashville, TN, Oz shows a strong correlation with NOz and a
relatively steep slope to the regression line. By contrast, in Los Angeles Oz also increases with
NOg, but the rate of increase of Oz with NO; islower and the O3 concentrations for a given NO;

value are generally lower.
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Figure AX2.2-2. Measured values of O3 and NOz (NOy — NOx) during the afternoon at
rural sites in the eastern United States (gray circles) and in urban
areas and urban plumes associated with Nashville, TN (gray dashes),
Paris, FR (black diamonds) and Los Angeles, CA (X’s)

The difference between NOx-limited and NOx-saturated regimesis also reflected in
measurements of H,O,. Formation of H,O, takes place by self-reaction of photochemically
generated HO; radicals, so that thereis large seasonal variation of H,O, concentrations, and
valuesin excess of 1 ppb are mainly limited to the summer months when photochemistry is more
active (Kleinman, 1991). Hydrogen peroxide is produced in abundance only when Oz is
produced under NOx-limited conditions. When the photochemistry is NOx-saturated, much less
H,0O; is produced. In addition, increasing NOx tends to slow the formation of H,O, under NOx-
limited conditions. Differences between these two regimes are also related to the preferential
formation of sulfate during summer and to the inhibition of sulfate and hydrogen peroxide during
winter (Stein and Lamb, 2003). Measurements in the rural eastern United States (Jacob et al.,
1995), at Nashville (Sillman et al., 1998), and at L os Angeles (Sakugawa and Kaplan, 1989)
show large differencesin H,O, concentrations likely due to differencesin NOx availability at

these locations.
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AX2.2.3 Multiphase Chemistry Involving NOx

Recent laboratory studies on sulfate and organic aerosols indicate that the reaction
probability yN2Os isin the range of 0.01 to 0.05 (Kane et al., 2001; Hallquist et al., 2003;
Thornton et a., 2003). Tieet al. (2003) found that a value of 0.04 in their global model gave the
best simulation of observed NOx concentrations over the Arctic in winter.

Using aircraft measurements over the northeastern United States, Brown et al. (2006b)
found that the uptake coefficient for N,Os, YN2Os, on the surfaces of particles depends strongly
on their sulfate content. They found that yN>Os was highest (0.017) in regions where the aerosol
sulfate concentration was highest and lower elsewhere (<0.0016). This result contrasts with that
of Dentener and Crutzen (1993) who concluded that yN,Os would be independent of aerosol
composition, based on avalue for yN,Os of 0.1, implying that the heterogeneous hydrolysis of
N>Os would be saturated for typical ambient aerosol surface areas. The importance of this
reaction to tropospheric chemistry depends on the value of yN2Os. If it is0.01 or lower, there
may be difficulty in explaining the loss of NOy and the formation of aerosol nitrate, especially
during winter. A decrease in N,Os slows down the removal of NOx by leaving more NO,
available for reaction and thus increases O3 production. Based on the consistency between
measurements of NOy partitioning and gas-phase models, Jacob (2000) considersit unlikely that
HNO;s isrecycled to NOx in the lower troposphere in significant concentrations. However, only
one of the reviewed studies (Schultz et al., 2000) was conducted in the marine troposphere and
none was conducted in the MBL. An investigation over the equatorial Pacific reported
discrepancies between observations and theory (Singh et al., 1996) which might be explained by
HNO;s recycling. It isimportant to recognize that both Schultz et al. (2000) and Singh et al.
(1996) involved aircraft sampling at altitude which, in the MBL, can significantly under-
represent sea salt aerosols and thus most total NO3 (defined to be HNO3; + NO3 ) and large
fractions of NOy in marine air (e.g., Huebert et al., 1996). Consequently, some caution is
warranted when interpreting constituent ratios and NOy budgets based on such data.

Recent work in the Arctic has quantified significant photochemical recycling of NOs™ to
NOx and attendant perturbations of OH chemistry in snow (Honrath et a., 2000; Dibb et al.,
2002; Dominé and Shepson, 2002) which suggest the possibility that similar multiphase
pathways could occur in aerosols. As mentioned above, NOs is photolytically reduced to NO,
(Zafiriou and True, 1979) in acidic sea salt solutions (Anastasio et al., 1999). Further photolytic
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reduction of NO, to NO (Zafiriou and True, 1979) could provide a possible mechanism for
HNO; recycling. Early experiments reported production of NOx during the irradiation of
artificial seawater concentrates containing NOs ™ (Petriconi and Papee, 1972). Based on the
above, HNOg3 recycling in sea salt aerosols is potentially important and warrants further
investigation. Other possible recycling pathways involving highly acidic aerosol solutions and
soot are reviewed by Jacob (2000).

Stemmler et a. (2006) studied the photosensitized reduction of NO, to HONO on humic
acid films using radiation in the UV-A through the visible spectral regions. They also found
evidence for reduction occurring in the dark, reactions which may occur involving surfaces
containing partly oxidized aromatic structures. For example, Simpson et al. (2006) found that
aromatic compounds constituted ~20% of organic films coating windows in downtown Toronto.
They calculated production rates of HONO that are compatible with observations of high HONO
levelsin avariety of environments. The photolysis of HONO formed this way could account for
up to 60% of the integrated source of OH radicalsin the inner planetary boundary layer. A
combination of high NO, levels and surfaces of soil and buildings and other man-made structures
exposed to diesel exhaust would then be conducive to HONO formation and, hence, to high
[OH].

Ammann et al. (1998) reported the efficient conversion of NO, to HONO on fresh soot
particlesin the presence of water. They suggest that interaction between NO, and soot particles
may account for high mixing ratios of HONO observed in urban environments. Conversion of
NO, to HONO and subsequent photolysis and HONO to NO + OH would constitute a NOx’
catalyzed O3 sink involving snow. High concentrations of HONO can lead to the rapid growth in
OH concentrations shortly after sunrise, giving a“jump start” to photochemical smog formation.
Prolonged exposure to ambient oxidizing agents appears to deactivate this process. Broske et al.
(2003) studied the interaction of NO, on secondary organic aerosols and concluded that the
uptake coefficients were too low for this reaction to be an important source of HONO in the
troposphere.

Choi and Leu (1998) evaluated the interactions of HNO3; on model black carbon soot
(FW2), graphite, hexane, and kerosene soot. They found that HNO3; decomposed to NO, and
H,0 at higher HNOj3 surface coverages, i.e., P((HNOs) =10 Torr. None of the soot models used
were reactive at low HNO; coverages, at P(HNO3) = 5 x 107" Torr or at temperatures below 220

March 2008 AX2-14 DRAFT-DO NOT QUOTEOR CITE



© 00 N o 0o b~ WN P

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

K. They conclude that it is unlikely that aircraft soot in the upper troposphere/lower stratosphere
reduces HNO:s.

Heterogeneous production on soot at night is believed to be the mechanism by which
HONO accumulates to provide an early morning source of HOx in high NOx environments
(Harrison et al., 1996; Jacob, 2000). HONO has been frequently observed to accumulate to
levels of several ppb overnight, and this has been attributed to soot chemistry (Harris et al., 1982;
Calvert et a., 1994; Jacob, 2000).

Longfellow et al. (1999) observed the formation of HONO when methane, propane,
hexane, and kerosene soots were exposed to NO,. They suggested that this reaction may account
for some part of the unexplained high levels of HONO observed in urban areas. They comment
that without details about the surface area, porosity, and amount of soot available for this
reaction, reactive uptake values cannot be estimated reliably. They comment that soot and NO,
are produced in close proximity during combustion, and that large quantities of HONO have
been observed in aircraft plumes.

Saathoff et al. (2001) studied the heterogeneous loss of NO,, HNO3, NO3/N2Os,
HO,/HO,NO, on soot aerosol using alarge aerosol chamber. Reaction periods of up to several
days were monitored and results used to fit a detailed model. Saathoff et al. derived reaction
probabilities at 294 K and 50% RH for NO,, NO3, HO,, and HO,NO, deposition to soot; HNO3
reduction to NO,; and N,Os hydrolysis. When these probabilities were included in
photochemical box model calculations of a4-day smog event, the only noteworthy influence of
soot was a 10% reduction in the second day Os maximum, for a soot loading of 20 ugm=, i.e.,
roughly afactor of 10 times observed black carbon loadings seenin U.S. urban areas, even
during air pollution episodes.

Mufioz and Rossi (2002) conducted Knudsen cell studies of HNO; uptake on black and
grey decane soot produced in lean and rich flames, respectively. They observed HONO as the
main species released following HNO;3; uptake on grey soot, and NO and traces of NO, from
black soot. They conclude that these reactions would only have relevance in special situationsin

urban settings where soot and HNO; are present in high concentrations simultaneously.
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Formation of Nitro PAHs

Nitro-polycyclic aromatic hydrocarbons (nitro-PAHS) (see Figure AX2.2-3 for some
example nitro-PAHS) are generated from incomplete combustion processes through electrophilic
reactions of polycyclic aromatic hydrocarbons (PAHS) in the presence of NO-, (International
Agency for Research on Cancer [IARC], 1989; World Health Organization [WHO], 2003).
Among combustion sources, diesel emissions have been identified as the major source of nitro-
PAHsin ambient air (Bezabeh et al., 2003; Gibson, 1983; Schuetzle, 1983; Tokiwa and Ohnishi,
1986). Direct emissionsof NPAHsin PM vary with type of fuel, vehicle maintenance, and
ambient conditions (Zielinska et al., 2004).

NO,

‘O g‘
N, NO,

2-nitronaphthalene  9-nitroanthracene 2-nitrofluoranthene  6-nitrobenzo(a)pyrene

Figure AX2.2-3. Structures of nitro-polycyclic aromatic hydrocarbons.

In addition to being directly emitted, nitro-PAHs can also be formed from both gaseous
and heterogeneous reactions of PAHs with gaseous nitrogenous pollutants in the atmosphere
(Arey et a., 1986, 1989, Arey, 1998; Perrini, 2005; Pitts, 1987; Sasaki et al., 1997; Zielinska
et a., 1989). Different isomers of nitro-PAHSs are formed through different formation processes.
For example, the most abundant nitro-PAH in diesel particlesis 1-nitropyene (INP), followed by
3-nitrofluoranthene (3NF) and 8-nitrofluoranthene (8NF) (Bezabeh et al., 2003; Gibson, 1983;
Schuetzle, 1983; Tokiwa and Ohnishi, 1986). However, in ambient particulate organic matter
(POM), 2-nitrofluoranthene (2NF) is the dominant compound, followed by 1INP and 2-
nitropyrene (2NP) (Arey et al., 1989; Bamford et al., 2003; Reisen and Arey, 2005; Zielinska
et a., 1989), although 2NF and 2NP are not directly emitted from primary combustion
emissions. The reaction mechanisms for the different nitro-PAH formation processes have been

well documented and are presented in Figure AX2.2-3.
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The dominant process for the formation of nitro-PAHs in the atmosphere is gas-phase
reaction of PAHs with OH radicalsin the presence of NOx (Arey et al., 1986, Arey, 1998;
Atkinson and Arey, 1994; Ramdahl et al., 1986; Sasaki et al., 1997). Hydroxy! radicals can be
generated photochemically or at night through ozone-alkene reactions, (Finlayson-Pitts and Pitts,
2000). The postulated reaction mechanism of OH with PAHs involves the addition of OH at the
site of highest electron density of the aromatic ring, for example, the 1-position for pyrene (PY)
and the 3-position for fluoranthene (FL). Thisreaction isfollowed by the addition of NO, to the
OH-PAH adduct and elimination of water to form the nitroarenes (Figure AX2.2-4) (Arey et al.,
1986; Atkinson et al., 1990; Pitts, 1987). After formation, nitro-PAHs with low vapor pressures
(such as 2NF and 2NP) immediately migrate to particles under ambient conditions (Fan et al.,
1995; Feilberg et al., 1999). The second order rate-constants for the reactions of OH with most
PAHSs range from 10 % to 10 ** cm®molecule s * at 298 K with the yields ranging from ~0.06 to
~5% (Atkinson and Arey, 1994). 2NF and 2NP have been found as the most abundant nitro-
PAHSs formed viareactions of OH with gaseous PY and FL, respectively in ambient air.

10 1 H, OH

Figure AX2.2-4. Formation of 2-nitropyrene (2NP) from the reaction of OH with
gaseous pyrene (PY).
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The second important process for the formation of nitro-PAHs in the aamosphereisthe
nitration of PAHs by NO3™ in the presence of NOx at night (Atkinson et al., 1990; Atkinson and
Arey, 1994; Sasaki et al., 1997). Nitrate radicals can be generated by reaction of ozone (Oz) with
NO, in the atmosphere by Reaction AX2.2-26

O3+ NO, > NO3 + O, (AX2.2-26)

Similar to the mechanism of OH reactions with PAHs, NOgs initially adds to the PAH ring
to form an NO3s-PAH adduct, followed by loss of HNO; to form nitro-PAHs (Atkinson et al.,
1990; Atkinson and Arey, 1994; Sasaki et al., 1997). For example, in the mixture of naphthalene
and N20Os-NO3-NOy, the magjor products formed through the NO3 reaction are 1- and 2-nitro-
naphthalene (INN and 2NN) (Atkinson et al., 1990; Feilberg et al., 1999; Sasaki et al., 1997).
2NF and 4NP were reported as the primary products of the gas-phase reactions of FL and PY
with NOjs radical, respectively (Atkinson et a., 1990; Atkinson and Arey, 1994).

The reaction with NOgz is of minor importance in the daytime because NO;s radical is not
stable in sunlight. In addition, given the rapid reactions of NO with NO3z and with Oz in the
atmosphere (Finlayson-Pitts and Pitts 2000), concentrations of NOs at ground level are low
during daytime. However, at night, concentrations of NOs radicals formed in polluted ambient
air are expected to increase. According to Atkinson (1991), the average NOs concentration is
about 20 ppt in the lower troposphere at night and can be as high as 430 ppt. It isaso worth
noting that significant NO3 radical concentrations are found at elevated altitudes where Oz is
high but NO islow (Reissell and Arey, 2001; Stutz et a., 2004a). When NO3 reaches high
concentrations, the formation of nitro-PAHSs by the reaction of gaseous PAHs with NOz may be
of environmental significance. At 10" —10 *® cm® molecule s %, the rate constants of NO;
with most PAHs are several orders of magnitude lower than those of OH with the same PAHS;
however, the yields of nitro-PAHs from NOs reactions are generally much higher than those of
OH reactions. For example, the yields of 1-NN and 2NF are 0.3% and 3%, respectively from
OH reactions, but the yields are 17% and 24% for these two compounds generated from the NO3
radical reactions (Atkinson and Arey, 1994). Therefore, formation of nitro-PAHS viareactions
of NOs at nighttime under certain circumstances can be significant.

The third process of nitro-PAH formation in the atmosphere is nitration of PAHs by
NO,/N,Os in the presence of trace amounts of HNO3; (HNO3) in both gas and particle phases.
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This mechanism could be operative throughout the day and night (Pitts, 1983, 1985a,b; Grogean
et a., 1983; Ramdahl et al., 1984; Kamenset a., 1990). The formation of nitro-fluoranthenes
was observed when adsorbed FL was exposed to gaseous N,Os, and the distribution of product
NF isomerswas 3- > 8- > 7- > 1- NF (Pitts et a., 1985a,b). The proposed mechanism for this
reaction was an ionic electrophilic nitration by nitronium ion (NO,"). It was speculated that
N2Os became ionized prior to the reaction with FL (Zielinskaet al., 1986). Only INP was
observed for the reaction of PY with N,Os on filters (Pitts et al., 1985b). Compared to the
reactions of OH and NOjs, nitration of PAHs by NO,/N,Os is less important.

Measurements of nitro-PAHs in ambient air provide evidence for the proposed reaction
mechanism, i.e. the reactions of OH and NOs radicals with PAHs are the major sources of
nitro-PAHs (Bamford and Baker, 2003; Reisen and Arey, 2005; and references therein). 2NFis
a ubiquitous component of ambient POM, much higher than INP, itself a marker of combustion
sources. Nitro-PAH isomer ratios show strong seasonality. For instance, the mean ratios of
2NF/INP were higher in summer than in winter (Bamford et a., 2003; Reisen and Arey, 2005),
indicating that reactions of OH and NO3; with FL are the major sources of nitro-PAHs in ambient
air in summer. Theratio of 2NF/1INP was lower in winter than in summer because of lower OH
concentrations and, therefore, less production of 2NF via atmospheric reactions. A ratio of
INP/2NF greater than 1 was observed in locations with major contributions from vehicle
emissions (Dimashki et al., 2000; Feilberg et a., 2001). In addition, the ratio of 2NF/2NP was
also used to evaluate the contribution of OH and NOs initiated reactions to the ambient nitro-
PAHs (Bamford et al., 2003; Reisen and Arey, 2005).

The concentrations for most nitro-PAHs found in ambient air are much lower than
1 pg/m®, except NNs, INP, and 2NF, which can be present at several pg/m®. Theselevels are
much lower (~2 to ~1000 times lower) than their parent PAHs. However, nitro-PAHSs are much
more toxic than PAHs (Durant et al., 1996; Grosovsky et al., 1999; Salmeen et al., 1982; Tokiwa
et a., 1998; Tokiwaand Ohnishi, 1986). Moreover, most nitro-PAHSs are present in particles
with a mass median diameter <0.1 pm.

Esteve et al. (2006) examined the reaction of gas-phase NO, and OH radicals with
various PAHs adsorbed onto model diesel particulate matter (SRM 1650a, NIST). Using pseudo
second order rate coefficients, they derived lifetimes for conversion of the particle-bound PAHsS
to nitro-PAHs of afew days (for typical urban NO, levels of 20 ppb). They aso found that the
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rates of reaction of OH with the PAHs were about four orders of magnitude larger than for the
reactions involving NO,. However, since the concentrations of NO, used above are more than
four orders of magnitude larger than those for OH (10°-107/cm®), they concluded that the
pathway involving NO; is expected to be favored over that involving OH radicals. Consistent
with the importance of the gas-phase formation of NPAHS, both the mutagenic potency of PM
and the content of NPAHs in PM vary by particle size, and are higher in the submicron size
range (Xu and Lee, 2000; Kawanaka et al., 2004).

The major loss process of nitro-PAHSs is photodecomposition (Fan et a., 1996; Feilberg
et a., 1999; Feilberg and Nielsen, 2001), with lifetimes on the order of hours. However, lacking
direct UV light sources indoors, nitro-PAHSs are expected have alonger lifetimes (days) indoors
than outdoors; and may therefore pose increased health risks. Many nitro-PAHs are semi- or
nonvolatile organic compounds. As stated above, indoor environments have much greater
surface areas than outdoors. Thus, it is expected that gas/particle distribution of nitro-PAHs
indoors will be different from those in ambient air. A significant portion of nitro-PAHs will
probably be adsorbed by indoor surfaces, such as carpets, leading to different potential exposure
pathways to nitro-PAHs in indoor environments. The special characteristics of indoor
environments, which can affect the indoor chemistry and potential exposure pathways
significantly, should be taken into consideration when conducting exposure studies of nitro-
PAHSs.

Reaction with OH and NO; radicals is a major mechanism for removing gas-phase PAHS,
with OH radical initiated reactions predominating depending on season (Vione et al., 2004;
Bamford et a., 2003). Particle-bound PAH reactions occur but tend to be slower.

Nitronaphthal enes tend to remain in the vapor phase, but because phase partitioning depends on
ambient temperature, in very cold regions these species can condense (Castells et al., 2003)
while the higher molecular weight PAHs such as the nitroanthracenes, nitrophenantrenes and
nitrofluoranthenes condense in and on PM (Ciganek et a., 2004; Cecinato, 2003).

Multiphase Chemical Processes Involving Nitrogen Oxides and Halogens

Four decades of observational data on Oz in the troposphere have revealed numerous
anomalies not easily explained by gas-phase HOx-NOx photochemistry. The best-known
exampleis the dramatic depletion of ground-level O3z during polar sunrise due to multiphase
catalytic cyclesinvolving inorganic Br and Cl radicals (Barrie et a., 1988; Martinez et al., 1999;
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Foster et a., 2001). Other examples of anomalies in tropospheric O3 at lower latitudes include
low levels of O3 (<10 ppbv) in the marine boundary layer (MBL) and overlying free troposphere
(FT) at times over large portions of the tropical Pacific (Kley et a., 1996), as well as post-sunrise
O3 depletions over the western subtropical Pacific Ocean (Nagao et al., 1999), the temperate
Southern Ocean (Galbally et al., 2000), and the tropical Indian Ocean (Dickerson et a., 1999).
The observed O3 depletions in near-surface marine air are generally consistent with the model-
predicted volatilization of Bry, BrCl, and Cl, from sea salt aerosols through autocatal ytic halogen
“activation” mechanisms (e.g., Vogt et a., 1996; Von Glasow et al., 2002a) involving these

agueous phase reactions.

HOBr + Br~+ H* — Br, + H,O

(AX2.2-27)
HOCL + Br-+ H* — BrCI + H,0 (AX2.2-28)
HOCI +ClI-+ H*— Cl,+ H,0 (AX2.2-29)
In polluted marine regions at night, the heterogeneous reaction
N,O5 +CI=— CINO; + NOy (AX2.2-30)

may also be important (Finlayson-Pitts et al., 1989; Behnke et al., 1997; Erickson et al., 1999).
Diatomic bromine, BrCl, Cl,, and CINO, volatilize and photolyze in sunlight to produce atomic
Br and Cl. The acidification of sea salt aerosol viaincorporation of HNO;3 (and other acids)
leads to the volatilization of HCI (Erickson et al., 1999), e.g.

HNO; + CI~— HCI + NO; (AX2.2:31)

and the corresponding shift in phase partitioning can accel erate the deposition flux to the surface
of total NO3; (Russell et al., 2003; Fischer et al., 2006). However, Pryor and Sorensen (2000)
have shown that the dominant form of nitrate deposition is a complex function of wind speed. In
polluted coastal regions where HCI from Reaction 35 often exceeds 1 ppbv, significant
additional atomic Cl* is produced via
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HCI +OH — CI + H,0 (AX2.2-32)

(Singh and Kasting, 1988; Keene et a., 2007). Following production, Br and Cl atoms
catalytically destroy O3 via

X+0;3—>X0+0,

(AX2.2-33)
X0+ HO, - HOX + O, (AX2.2-34)
HOX+hv —> OH+ X (AX2.2-35)
where (X = Br and Cl).
Formation of Br and Cl nitrates via
XO + N02 — X}VO:; (AX2.2-36)
and the subsequent reaction of XNO3 with sea salt and sulfate aerosols via
+ —
and
XNO; +Y — XY+ NOj~ (AX2.2-38)

(whereY =Cl, Br, or |) accelerates the conversion of NOx to particulate NO3;™ and thereby
contributes indirectly to net Oz destruction (Sander et al., 1999; Vogt et a., 1999, Pszenny et a.,
2004). Most XNOj3 reacts via Reaction AX2.2-38 on sea salt whereas reaction 33 is more
important on sulfate aerosols. Partitioning of HCl on sulfate aerosols following Henry’s Law
provides Cl for Reaction AX2.2-38 to form BrCl. Product NO3™ from both Reactions AX2.2-37
and AX2.2-38 partitions with the gas-phase HNO; following Henry’s Law. Because most
aerosol size fractionsin the MBL are near equilibrium with respect to HNO3 (Erickson et al.,
1999; Keene et al., 2004), both sulfate and sea salt aerosol can sustain the catalytic removal of
NOx and re-activation of Cl and Br with no detectable change in composition. The photolytic

reduction of NO3™ in sea salt aerosol solutions recycles NOx to the gas phase (Pszenny et al.,
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2004). Halogen chemistry also impacts Oz indirectly by altering OH/HO; ratios (XO + HO, —
HOx + O, — OH + X) (e.g., Stutz et al., 1999; Bloss et al., 2005).

In addition to O3 destruction via Reaction AX2.3-3, atomic Cl oxidizes hydrocarbons
(HCs) primarily via hydrogen abstraction to form HCI vapor and organz products (Jobson et al.,
1994; Pszenny et al., 2006). The enhanced supply of odd-H radicals from HC oxidation leads to
net O3 production in the presence of sufficient NOx (Pszenny et al., 1993). Available evidence
suggeststhat Cl* radical chemistry may be a significant net source for Oz in polluted
coastal/urban air (e.g., Tanakaet al., 2003; Finley and Saltzman, 2006).

An analogous autocatalyic O3 destruction cycle involving multiphase iodine chemistry
also operates in the marine atmosphere (Alicke et a., 1999, Vogt et a., 1999; McFigganset al.,
2000; Ashworth et al., 2002). In this case, the primary source of | is believed to be either
photolysis of CH.l», other I-containing gases (Carpenter et al., 1999; Carpenter, 2003), and/or
perhaps |, (McFiggans et al., 2004; Saiz-Lopez and Plane, 2004; McFiggans, 2005) emitted by
micro-and macro flora. Sea salt and sulfate aerosols provide substrates for multiphase reactions
that sustain the catalytic I-1O cycle. ThelO radical has been measured by long-path (LP) and/or
multi axis (MAX) differential optical absorption spectroscopy (DOAS) at Mace Head, Ireland,;
Tenerife, Canary Islands; Cape Grim, Tasmania; and coastal New England, USA; having
average daytime levels of about 1 ppt with maximaup to 7 ppt (e.g., Allan et al., 2000; Pikelnaya
et a., 2006). Modeling suggests that up to 13% per day of O3 in marine air may be destroyed via
multiphase iodine chemistry (McFiggans et al., 2000). The reaction of 10 with NO, followed by
uptake of INO; into aerosols (analogous to Reactions AX2.2-12 through AX2.2-14) accelerates
the conversion of NOx to particulate NO3™ and thereby contributes to net Oz destruction. The
reaction IO + NO — | + NO; also influences NOx cycling.

Most of the above studies have focused on halogen-radical chemistry and related
influences on NOx cycling in coastal and urban air. However, available evidence suggests that
similar chemical transformations proceed in other halogen-rich tropospheric regimes. For
example, Cl, Br, and/or | oxides have been measured at significant concentrations in near-surface
air over the Dead Sea, Isradl, the Great Salt Lake, Utah (e.g., Hebestreit et al., 1999; Stutz et al.,
1999, 2002; Zingler and Platt, 2005), and the Salar de Uyuni salt pan in the Andes mountains
(U. Platt, unpublished data, 2006); high column densities of halogenated compounds have also
been observed from satellites over the northern Caspian Sea (Wagner et al., 2001; Hollwedel
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et a., 2004). The primary source of reactive halogens in these regions is thought to be from
activation along the lives of that in Reactions AX2.2-27 through AX2.2-29 involving
concentrated salt deposits on surface evaporite pans. High concentrations of BrO have also been
measured in volcanic plumes (Bobrowski et al., 2003, Gerlach, 2004). Although virtually
unexplored, the substantial emissions of inorganic halogens during biomass burning (L obert

et a., 1999; Keene et a., 2006) and in association with crustal dust (Keene et al., 1999; Sander
et a., 2003) may also support active halogen-radical chemistry and related transformations
involving NOx downwind of sources. Finally, observations from satellites, balloons, and aircraft
indicate that BrO is present in the free troposphere at levels sufficient to significantly influence
photochemistry (e.g., Von Glasow et al., 2004).

AX2.3 CHEMISTRY OF SULFUR OXIDES IN THE TROPOSPHERE

The four known monomeric sulfur oxides are sulfur monoxide (SO), sulfur dioxide
(SO,), sulfur trioxide (SOs), and disulfur monoxide (S;0). SO can be formed by photolysis of
SO, at wavelengths less than 220 nm, and so could only be found in the middle and upper
stratosphere (Pinto et al., 1989). SO3 can be emitted from the stacks of power plants and
factories however, it reacts extremely rapidly with H,O in the stacks or immediately after release
into the atmosphere to form H,SO,. Of the four species, only SO is present at concentrations
significant for atmospheric chemistry and human exposures.

Sulfur dioxide can be oxidized either in the gas phase, or, because it is soluble, in the aqueous
phase in cloud drops. The gas-phase oxidation of SO, proceeds through the reaction

SO2+ OH+ M— HSO_;-FM (AX23-1)

followed by
HSO;+ O,— SO;+ HO, (AX2.3-2)
SO; + H,O — H,50y (AX2.3-3)

Since H,SO;4 is extremely soluble, it will be removed rapidly by transfer to the agueous phase of
aerosol particles and cloud drops. Rate coefficients for reaction of SO, with HO, or NO3 are too
low to be significant (JPL, 2003).
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SO, is chiefly but not exclusively primary in origin; it is aso produced by the
photochemical oxidation of reduced sulfur compounds such as dimethyl sulfide (CH3-S-CH3),
hydrogen sulfide (H,S), carbon disulfide (CS;), carbonyl sulfide (OCS), methyl mercaptan
(CH3-S-H), and dimethyl disulfide (CH3-S-S-CHgz) which are all mainly biogenic in origin.
Their sources are discussed in Section AX2.5. Table AX2.3-1 lists the atmospheric lifetimes of
reduced sulfur species with respect to reaction with various oxidants. Except for OCS, whichis
lost mainly by photolysis (1~6 months), al of these species are lost mainly by reaction with OH
and NOgs radicals. Because OCS isrelatively long-lived in the troposphere, it can be transported
upwards into the stratosphere. Crutzen (1976) proposed that its oxidation serves as the major
source of sulfate in the stratospheric aerosol layer sometimes referred to the “ Junge layer,”
(Junge et a., 1961) during periods when volcanic plumes do not reach the stratosphere.
However, the flux of OCS into the stratosphere is probably not sufficient to maintain this
stratospheric aerosol layer. Myhre et al. (2004) propose instead that SO, transported upwards
from the troposphere is the most likely source, have become the upward flux of OCS s too small
to sustain observed sulfate loadings in the Junge layer. In addition, insitu measurements of the
isotopic composition of sulfur do not match those of OCS (Leung et al., 2002). Reaction with
NO; radicals at night most likely represents the major loss process for dimethy! sulfide and
methyl mercaptan. The mechanisms for the oxidation of DM S are still not completely
understood. Initial attack by NOs; and OH radicalsinvolves H atom abstraction, with a smaller
branch leading to OH addition to the S atom. The OH addition branch increases in importance as
temperatures decrease and becoming the major pathway below temperatures of 285 K
(Ravishankara, 1997). The adduct may either decompose to form methane sulfonic acid (MSA),
or undergo further reactionsin the main pathway, to yield dimethyl sulfoxide (Barnes et al.,
1991). Following H atom abstraction from DMS, the main reaction products include MSA and
SO,. Theratio of MSA to SO, is strongly temperature dependent, varying from about 0.1 in
tropical watersto about 0.4 in Antarctic waters (Seinfeld and Pandis, 1998). Excess sulfate (over
that expected from the sulfate in seawater) in marine aerosol is related mainly to the production
of SO, from the oxidation of DMS. Transformations among atmospheric sulfur compounds are

summarized in Figure AX2.3-1.
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Figure AX2.3-1. Transformations of sulfur compounds in the atmosphere.

Source: Adapted from Berresheim et al. (1995).

Multiphase Chemical Processes Involving Sulfur Oxides and Halogens

Chemical transformations involving inorganic halogenated compounds effect changesin
the multiphase cycling of sulfur oxides in ways analogous to their effects on NOx. Oxidation of
dimethylsulfide (CH3).S by BrO produces dimethylsulfoxide (CH3),SO (Barnes et al., 1991,
Toumi, 1994), and oxidation by atomic chloride leads to formation of SO, (Keene et al., 1996).
(CH3)2S0 and SO, are precursors for methanesulfonic acid (CH3SO3H) and H,SO,4. Inthe MBL,
virtually all H,SO,4 and CH3SO3H vapor condenses onto existing aerosols or cloud droplet, which
subsequently evaporate, thereby contributing to aerosol growth and acidification. Unlike
CH3SO3H, H,S0, aso has the potential to produce new particles (Korhonen et al., 1999;
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Kulmalaet a., 2000), which in marine regionsis thought to occur primarily in the free
troposphere. Saiz-Lopez et a. (2004) estimated that observed levels of BrO at Mace Head
would oxidize (CH3),S about six times faster than OH and thereby substantially increase
production rates of H,SO, and other condensible S speciesin the MBL. Sulfur dioxideisalso
scavenged by deliquesced aerosols and oxidized to H,SO, in the agueous phase by severd
strongly pH-dependent pathways (Chameides and Stelson, 1992; Vogt et al., 1996; Keeneet d.,
1998). Model calculations indicate that oxidation of S(1V) by O3 dominatesin fresh, alkaline sea
salt aerosols, whereas oxidation by hypohalous acids (primarily HOCI) dominates in moderately
acidic solutions. Additional particulate non-sea salt (nss) SO,* is generated by SO, oxidation in
cloud droplets (Clegg and Toumi, 1998). lon-balance calculations indicate that most nss SO4>
in short-lived (two to 48 hours) sea salt size fractions accumulates in acidic aerosol solutions
and/or in acidic aerosols processed through clouds (e.g., Keene et al., 2004). The production,
cycling, and associated radiative effects of S-containing aerosols in marine and coastal air are
regulated in part by chemical transformations involving inorganic halogens (Von Glasow et al.,
2002b). These transformationsinclude: dry-deposition fluxes of nss SO,* in marine air
dominated, naturally, by the sea salt size fractions (Huebert et a., 1996; Turekian et al., 2001);
HCI phase partitioning that regulates sea salt pH and associated pH-dependent pathways for
S(1V) oxidation (Keene et al., 2002; Pszenny et al., 2004); and potentially important oxidative
reactions with reactive halogens for (CH3)2S and S(1V). However, both the absolute magnitudes
and relative importance of these processesin MBL S cycling are poorly understood.

lodine chemistry has been linked to ultrafine particle bursts at Mace Head (O’ Dowd
et al., 1999, 2002). Observed bursts coincide with the elevated concentrations of 10 and are
characterized by particle concentrations increasing from background levels to up to
300,000 cm 2 on atime scale of seconds to minutes. This newly identified source of marine
aerosol would provide additional aerosol surface areafor condensation of sulfur oxides and
thereby presumably diminish the potential for nucleation pathways involving H,SO,. However,
a subsequent investigation in polluted air along the New England, USA coast found no
correlation between periods of nanoparticle growth and corresponding concentrations of | oxides
(Russell et al., 2006). The potential importance of | chemistry in aerosol nucleation and its
associated influence on sulfur cycling remain highly uncertain.
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AX24 MECHANISMS FOR THE AQUEOUS PHASE FORMATION OF
SULFATE AND NITRATE

The major species containing sulfur in clouds are HSO; and SOs%, which are derived
from the dissolution of SO, in water and are referred to as S(1V); and HSO, and SO,*, which
are referred to as S(V1). The magjor species capable of oxidizing S(1V) to S(VI) in cloud water
are O3, peroxides (either H,O, or organic peroxides), OH radicals, and ions of transition metals
such as Fe and Cu that can catalyze the oxidation of S(1V) to S(V1) by O..

The basic mechanism of the agueous phase oxidation of SO, has long been studied and
can be found in numerous texts on atmospheric chemistry, e.g., Seinfeld and Pandis (1998),
Jacob (2000), and Jacobson (2002). The steps involved in the agueous phase oxidation of SO,
can be summarized as follows (Jacobson, 2002):

Dissolution of SO,

§O2(g)®502(ag) (AX2.4-1)

The formation and dissociation of H,SO5

SO (agy H202(0g) & HySO3& H +HSO3 6 2H +S05° (AX2.4-2)

In the pH range commonly found in rainwater (2 to 6), the most important reaction converting

(V) to S(VI) is

- + 2- R
HSO3 +H,0,+H* 50 2 +H,0+2H (AX24-3)

as SO3* is much less abundant than HSO; .

Major pathways for the aqueous phase oxidation of S(1V) to S(VI) as afunction of pH are
shown in Figure AX2.4-1. For pH up to about 5.3, H,O; is seen to be the dominant oxidant;
above 5.3, Os, followed by Fe(I11) becomes dominant. Higher pHs are expected to be found
mainly in marine aerosols. However, in marine aerosols, the chloride-catalyzed oxidation of
S(1V) may be more important (Zhang and Millero, 1991; Hoppel and Caffrey, 2005). Because
NH," is so effective in controlling acidity, it affects the rate of oxidation of S(1V) to S(VI) and
the rate of dissolution of SO, in particles and cloud drops.
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Nitrogen dioxideis also taken up in cloud drops and can be oxidized to NOs ", although it
is much less soluble than SO, and this pathway is of minor importance. Instead, the uptake of
more highly soluble nitrogen-containing acids initiates aqueous-phase chemistry of NO3
formation.

Warneck (1999) constructed a box model describing the chemistry of the oxidation of
SO, and NO- including the interactions of N and S species and minor processes in sunlit cumulus
clouds. The relative contributions of different reactions to the oxidation of S(1V) speciesto
S(VI) and NO, to NO3; 10 minutes after cloud formation are given in Tables AX2.4-1a and
AX2.4-1b. Thetwo columns show the relative contributions with and without transition metal
ions. As can be seen from Table AX2.4-1a, SO, within acloud (gas + cloud drops) is oxidized
mainly by H,O, in the agueous phase, while and the gas-phase oxidation by OH radicalsis small
by comparison. A much smaller contribution in the agueous phase is made by methyl
hydroperoxide (CH3OOH) because it is formed mainly in the gas phase and its Henry’s Law
constant is several orders of magnitude smaller that of H,O,. After H,O,, HNO, is the major
contributor to S(1V) oxidation. The contribution from the gas phase oxidation of SO, to be small
by comparison to the agueous -phase reactions given above.

In contrast to the oxidation of SO,, Table AX2.4-1b shows that the oxidation of NO,
occurs mainly in the gas phase within clouds, implying that the gas phase oxidation of NO, by
OH radicals predominates. Clouds occupy about 15%, on average, of the volume of the
troposphere.

The values shown in Tables AX2.4-1aand AX2.4-1b indicate that only about 20% of
SO; is oxidized in the gas phase, but about 90% of NO, is oxidized in the gas phase. Thus, SO,
is oxidized mainly by aqueous-phase reactions, but NO; is oxidized mainly by gas phase

reactions.

Multiphase Chemical Processes Involving Sulfur Oxides and Ammonia
The phase partitioning of NH3 with deliquesced aerosol solutionsis controlled primarily
by the thermodynamic properties of the system expressed as follows:

KH Kh
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Figure AX2.4-1. Comparison of aqueous-phase oxidation paths. The rate of

conversion of S(1V) to S(VI) is shown as a function of pH. Conditions
assumed are: [SOyq)] =5 ppb; [NOyg)] =1 ppb; [H202¢)] = 1 ppb;
[Osg)] =50 ppb; [Fe(I11)@g] = 0.3 uM; [Mn(I1)@q] = 0.3 UM.

Source: Seinfeld and Pandis (1998).

where Ky and Ky, are the temperature-dependent Henry’s Law and dissociation constants

(62 M am™ %) (1.8 x 10 > M), respectively, for NHs, and K, is the ion product of water (1.0 x

10 ** M) (Chameides, 1984). It is evident that for a given amount of NHy (NH + particulate
NH,") in the system, increasing agueous concentrations of particulate H will shift the
partitioning of NH3 towards the condensed phase. Consequently, under the more polluted
conditions characterized by higher concentrations of acidic sulfate aerosol, ratios of gaseous NHz

to particulate NH4" decrease (Smith et al., 2007). It also follows that in marine air, where
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aerosol acidity varies substantially as afunction of particle size, NH3 partitions preferentially to
the more acidic sub-um size fractions (e.g., Keene et al., 2004; Smith et al., 2007).

Because the dry-deposition velocity of gaseous NH3 to the surface is substantially greater
than that for the sub-pum, sulfate aerosol size factions with which most particulate NH,4" is
associated, dry-deposition fluxes of total NH3 are dominated by the gas phase fraction (Russell
et a., 2003; Smith et a., 2007). Consequently, partitioning with highly acidic sulfate aerosols
effectively increases the atmospheric lifetime of total NH3 against dry deposition. This shift has
important consequences for NHz cycling and potential ecological effects. In coastal New
England during summer, air transported from rural eastern Canada contains relatively low
concentrations of particulate non-sea salt (nss) SO4° and total NH3 (Smith et al., 2007). Under
these conditions, the roughly equal partitioning of total NH3; between the gas and particul ate
phases sustains substantial dry-deposition fluxes of total NH3 to the coastal ocean (median of
10.7 umol m 2 day %). In contrast, heavily polluted air transported from the industrialized
midwestern United States contains concentrations of nss SO4% and total NH3 that are, about a
factory of 3 greater, based on median values. Under these conditions, most total NH3 (>85%)
partitions to the highly acidic sulfate aerosol size fractions and, consequently, the median dry-
deposition flux of total NH3 is 30% lower than that under the cleaner northerly flow regime. The
relatively longer atmospheric lifetime of total NH3 against dry deposition under more polluted
conditions implies that, on average, total NH3; would accumulate to higher atmospheric
concentrations under these conditions and also be subject to atmospheric transport over longer
distances. Consequently, the importance NHx of removal via wet deposition would also
increase. Because of the inherently sporadic character of precipitation, we might expect by
greater heterogeneity in NH3 deposition fields and any potential responses by sensitive

ecosystems downwind of major S-emission regions.

AX25 TRANSPORT OF NITROGEN AND SULFUR OXIDES IN
THE ATMOSPHERE

Major episodes of high Oz concentrations in the eastern United Sates and in Europe are
associated with slow moving high-pressure systems. High-pressure systems during the warmer
seasons are associated with subsidence, resulting in warm, generally cloudless conditions with

light winds. The subsidence results in stable conditions near the surface, which inhibit or reduce
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the vertical mixing of O3 precursors (NOx, VOCs, and CO). Photochemical activity is enhanced
because of higher temperatures and the availability of sunlight. However, it is becoming
increasingly apparent that transport of O3 and NOx and VOC from distant sources can provide
significant contributions to local [O3] even in areas where there is substantial photochemical
production. There are anumber of transport phenomena occurring either in the upper boundary
layer or in the free troposphere which can contribute to high Oz values at the surface. These
phenomena include stratospheric-tropospheric exchange (STE), deep and shallow convection,
low-level jets, and the so-called “conveyor belts’ that serve to characterize flows around frontal

systems.

Convective Transport

Crutzen and Gidel (1983), Gidel (1983), and Chatfield and Crutzen (1984) hypothesized
that convective clouds played an important role in rapid atmospheric vertical transport of trace
species and first tested simple parameterizations of convective transport in atmospheric chemical
models. At nearly the same time, evidence was shown of venting the boundary layer by shallow,
fair weather cumulus clouds (e.g., Greenhut et al., 1984; Greenhut, 1986). Field experiments
were conducted in 1985 which resulted in verification of the hypothesis that deep convective
clouds are instrumental in atmospheric transport of trace constituents (Dickerson et al., 1987).
Once pollutants are lofted to the middle and upper troposphere, they typically have a much
longer chemical lifetime and with the generally stronger winds at these altitudes, they can be
transported large distances from their source regions. Transport of NOx from the boundary layer
to the upper troposphere by convection tends to dilute the higher in the boundary layer
concentrations and extend the NOx lifetime from less than 24 hours to several days.
Photochemical reactions occur during thislong-range transport. Pickering et al. (1990)
demonstrated that venting of boundary layer NOx by convective clouds (both shallow and deep)
causes enhanced O3 production in the free troposphere. The dilution of NOx at the surface can
often increase O3 production efficiency. Therefore, convection aids in the transformation of
local pollution into a contribution to global atmospheric pollution. Downdrafts within
thunderstorms tend to bring air with less NOx from the middle troposphere into the boundary
layer. Lightning produces NO which is directly injected chiefly into the middle and upper
troposphere. The total global production of NO by lightning remains uncertain, but is on the
order of 10% of the total.
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Observations of the Effects of Convective Transport

The first unequivocal observations of deep convective transport of boundary layer
pollutants to the upper troposphere were documented by Dickerson et al. (1987).
Instrumentation aboard three research aircraft measured CO, O3, NO, NOx, NOy, and
hydrocarbons in the vicinity of an active mesoscal e convective system near the
Oklahoma/Arkansas border during the 1985 PRE-STORM experiment. Anvil penetrations about
two hours after maturity found greatly enhanced mixing ratios inside the cloud of all of the
aforementioned species compared with outside it. Nitric oxide mixing ratiosin the anvil
averaged 3 to 4 ppbv, with individual 3-min observations reaching 6 ppbv; boundary layer NOx
was typically 1.5 ppbv or less outside the cloud. Therefore, the anvil observations represent a
mixture of boundary layer NOx and NOyx contributed by lightning. Luke et al. (1992)
summarized the air chemistry datafrom all 18 flights during PRE-STORM by categorizing each
case according to synoptic flow patterns. Storms in the maritime tropical flow regime
transported large amounts of CO, O3, and NOy into the upper troposphere with the
midtroposphere remaining relatively clean. During frontal passages a combination of stratiform
and convective clouds mixed pollutants more uniformly into the middle and upper levels.

Prather and Jacob (1997) and Jaegle et a. (1997) noted that precursors of HOx are al'so
transported to the upper troposphere by deep convection, in addition to primary pollutants (e.g.,
NOx, CO, VOCs). The HOx precursors of most importance are water vapor, HCHO, H,0,,
CH3OO0H, and acetone. The hydroperoxy! radical is critical for oxidizing NO to NO; in the O
production process as described above.

Over remote marine areas, the effects of deep convection on trace gas distributions differ
from those over moderately polluted continental regions. Chemical measurements taken by the
NASA ER-2 aircraft during the Stratosphere-Troposphere Exchange Project (STEP) off the
northern coast of Australia show the influence of very deep convective events. Between 14.5
and 16.5 km on the February 2-3, 1987 flight, chemical profiles that included pronounced
maximain CO, water vapor, and CCN, and minima of NOy, and O3 (Pickering et al., 1993).
Trajectory analysis showed that these air parcels likely were transported from convective cells
800-900 km upstream. Very low marine boundary layer mixing ratios of NOy and Os in this
remote region were apparently transported upward in the convection. A similar result was noted
in Central Equatorial Pacific Experiment (CEPEX) (Kley et al., 1996) and in Indian Ocean
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Experiment (INDOEX) (DeL aat et al., 1999) where a series of ozonesonde ascents showed very
low upper tropospheric O3 following deep convection. Itislikely that similar transport of low-
ozone tropical marine boundary layer air to the upper troposphere occurs in thunderstorms along
the east coast of Florida. Deep convection occurs frequently over the tropical Pacific. Low-
ozone and low-NOx convective outflow likely will descend in the subsidence region of the
subtropical eastern Pacific, leading to some of the cleanest air that arrives at the west coast of the
United States.

The discussion above relates to the effects of specific convective events. Observations
have also been conducted by NASA aircraft in survey mode, in which the regional effects of
many convective events can be measured. The Subsonic Assessment Ozone and Nitrogen
Oxides Experiment (SONEX) field program in 1997 conducted primarily upper tropospheric
measurements over the North Atlantic. The regional effects of convection over North America
and the Western Atlantic on upper tropospheric NOx were pronounced (Crawford et al., 2000;
Allen et a., 2000). A discussion of the results of model calculations of convection and its effects
can be found in Section AX2.7.

Effects on Photolysis Rates and Wet Scavenging

Thunderstorm clouds are optically very thick, and, therefore, have major effects on
radiative fluxes and photolysis rates. Madronich (1987) provided modeling estimates of the
effects of clouds of various optical depths on photolysisrates. 1n the upper portion of a
thunderstorm anvil, photolysisislikely to be enhanced by afactor of 2 or more due to multiple
reflections off theice crystals. In the lower portion and beneath the cloud, photolysisis
substantially decreased. With enhanced photolysis rates, the NO/NO; ratio in the upper
troposphere is driven to larger values than under clear-sky conditions.

Thunderstorm updraft regions, which contain copious amounts of water, are regions
where efficient scavenging of soluble species can occur (Balkanski et al., 1993). Nitrogen
dioxideitself is not very soluble and therefore wet scavenging is not a major removal process for
it. However, amagor NOx reservoir species, HNOs is extremely soluble. Very few direct field
measurements of the amounts of specific trace gases that are scavenged in storms are available.
Pickering et al. (2001) used a combination of model estimates of soluble species that did not
include wet scavenging and observations of these species from the upper tropospheric outflow

region of amajor line of convection observed near Fiji. Over 90% of the and in the outflow air
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appeared to have been removed by the storm. About 50% of CH3;OO0H and about 80% of HCHO
had been lost.

Convective processes and small-scal e turbulence transport pollutants both upward and
downward throughout the planetary boundary layer and the free troposphere. Ozone and its
precursors (NOy, CO, and VOCs) can be transported vertically by convection into upper part of
the mixed layer on one day, then transported overnight as alayer of elevated mixing ratios,
perhaps by a nocturnal low-level jet, and then entrained into a growing convective boundary
layer downwind and brought back to the surface.

Because NO and NO; are only dlightly soluble, they can be transported over longer
distances in the gas phase than can more solubl e species which can be depleted by deposition to
moist surfaces, or taken up more readily on aqueous surfaces of particles. During transport, they
can be transformed into reservoir species such as HNOz, PANSs, and N,Os. These species can
then contribute to local NOx concentrations in remote areas. For example, it is now well
established that PAN decomposition provides a major source of NOy in the remote troposphere
(Staudt et a., 2003). PAN decomposition in subsiding air masses from Asia over the eastern
Pacific could make an important contribution to Oz and NOx enhancement in the United States
(Kotchenruther et al., 2001; Hudman et al., 2004). Further details about mechanisms for
transporting ozone and its precursors were described at length in CDO6.

AX2.6 SOURCES AND EMISSIONS OF NITROGEN OXIDES,
AMMONIA, AND SULFUR DIOXIDE

All three of the species listed in the title to this section have both natural and
anthropogenic sources. In Section AX2.6.1, interactions of NOx with the terrestrial biosphere
are discussed. Because of the tight coupling between processes linking emissions and
deposition, they are discussed together. In Section AX2.6.2, emissions of NOx, NH3, and SO,
are discussed. Field studies evaluating emissions inventories are discussed in Section AX2.6.3.

AX2.6.1 Interactions of Nitrogen Oxides with the Biosphere
Nitrogen oxides affect vegetated ecosystems, and in turn the atmospheric chemistry of
NOx isinfluenced by vegetation. Extensive research on nitrogen inputs from the atmosphere to

forests was conducted in the 1980s as part of the Integrated Forest Study, and is summarized by
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Johnson and Lindberg (1992). The following sections discuss sources of NOx from sail,
deposition of NOx to foliage, reactions with biogenic hydrocarbons, and ecological effects of

nitrogen deposition.

NOyx Sources

Soil NO

Nitric oxide NO from soil metabolism is the dominant, but not exclusive, source of
nitrogen oxides from the biosphere to the atmosphere. As noted below, our understanding of
NO, exchange with vegetation suggests that there should be emission of NO, from foliage when
ambient concentrations are less than about 1 ppb. However, Lerdau et al. (2000) have pointed
out that present understanding of the global distribution of NOx is not consistent with alarge
source that would be expected in remote forests if NO, emission was important when
atmospheric concentrations were below the compensation point.

The pathways for nitrification and denitrification include two gas-phase intermediates,
NO and N0, some of which can escape. While N,O isof interest for its greenhouse gas
potential and role in stratospheric chemistry it is not considered among the reactive nitrogen
oxides important for urban and regional air quality and will not be discussed further.
Temperature and soil moisture are critical factors that control the rates of reaction and
importantly the partitioning between NO and N,O which depend on oxygen levels. in flooded
soils where oxygen levels are low, N,O is the dominant soil nitrogen gas; as soil dries, allowing
more O, to diffuse, NO emissionsincrease. Invery dry soils microbial activity isinhibited and
emissions of both N,O and NO decrease. Nitrogen metabolism in soil is strongly dependent on
the substrate concentrations. Where nitrogen is limiting, nitrogen is efficiently retained and little
gaseous nitrogen isreleased. Where nitrogen isin excess of demand, gaseous nitrogen emissions
increase; consequently, soil NO emissions are highest in fertilized agriculture and tropical soils
(Davidson and Kingerlee, 1997; Williams et al., 1992).

Sinks
Several reactive nitrogen are species are deposited to vegetation, among them, HNOg,
NO,, PAN, and organic nitrates.
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HNO;3

Deposition of HNO; appearsto be relatively simple. Field observations based on
concentration gradients and recently using eddy covariance demonstrate rapid deposition that
approaches the aerodynamic limit (as constrained by atmospheric turbulence) in the Wesely
(1989) formulation based on analogy to resistance. Surface resistance for HNO; uptake by
vegetation is negligible. Deposition rates are independent of leaf area or stomatal conductance,
implying that deposition occurs to branches, soil, and leaf cuticle aswell asinternal leaf surfaces.

Deposition velocities (V) typically exceed 1 cm s *and exhibit adaily pattern controlled
by turbulence characteristics: midday maximum and lower values at night when thereis stable

boundary layer.

Deposition of NO,

Nitrogen dioxide interaction with vegetation is more complex. Application of *°>N-
labeled Nitrogen Dioxide demonstrates that Nitrogen Dioxide is absorbed and metabolized by
foliage (Siegwolf et a., 2001; Mocker et al., 1998; Segschneider et a., 1995; Weber, et al.,
1995). Exposure to NO, induces nitrate reductase (Weber et a., 1995, 1998), a necessary
enzyme for assimilating oxidized nitrogen. Understanding of NO, interactions with foliage is
largely based on leaf cuvette and growth chamber studies, which expose foliage or whole plants
to controlled levels of NO, and measure the fraction of NO, removed from the chamber air. A
key finding isthat the fit of NO, flux to NO, concentration, has a non-zero intercept, implying a
compensation point or internal concentration. In studies at very low NO, concentrations
emission from foliage is observed (Teklemariam and Sparks, 2006). Evidence for a
compensation point is not solely based on the fitted intercept. Nitrogen dioxide uptake rate to
foliage is clearly related to stomatal conductance. Internal resistance is variable, and may be
associated with concentrations of reactive species such as ascorbate in the plant tissue that react
with NO, (Teklemariam and Sparks, 2006). Foliar NO, emissions show some dependence on
nitrogen content (Teklemariam and Sparks, 2006). Internal NO, appears to derive from plant
nitrogen metabolism.

Two approaches to modeling NO, uptake by vegetation are the resistance-in-series
analogy which considers flux (F) as the product of concentration (C) and V4, where isrelated to
the sum of aerodynamic, boundary layer, and internal resistances (Ra, Ry, and Rg; positive fluxes
are from atmosphere to foliage)
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F=CVq (AX2.6-1)

— = -1
Vd (Ra+Rb Rc) (AX2.6-2)

Ra and Ry and controlled by turbulence in the mixed layer; R. is dependent on
characteristics of the foliage and other elements of the soil, and may be viewed as 2 combination
of resistance internal to the foliage and external on the cuticle, soils, and bark. Thisapproachis
amenable to predicting deposition in regional air quality models (Wesely, 1989). Typically, the
NO,, Vqislessthan that for O3, due to the surface’ s generally higher resistance to NO, uptake,
consistent with NO,’ s lower reactivity.

Alternatively, NO, exchange with foliage can be modeled from a physiological viewpoint
where the flux from the leaf is related to the stomatal conductance and a concentration gradient
between the ambient air and interstitial air in the leaf. This approach best describes results for
exchange with individual foliage elements, and is expressed per unit leaf (needle) area. While
this approach provides linkage to leaf physiology, it is not straightforward to scale up from the
leaf to ecosystem scale

J=g(C,-C)) (AX2.6-3)

This model implicitly associates the compensation point with afinite internal
concentration. Typically observed compensation points are around 1 ppb. Finite values of
internal NO, concentration are consistent with metabolic pathways that include oxides of
nitrogen. In thisformulation, the uptake will be linear with NO, concentration, which is
typically observed with foliar chamber studies.

Severa studies have shown the UV dependence of NO, emission, which implies some
photo-induced surface reactions that release NO,. Rather than model this as a UV -dependent
internal concentration, it would be more redlistic to add an additional term to account for
emission that is dependent on light levels and other surface characteristics

J=g(C,-C)=J,(UV) (AX2.6-4)

The mechanisms for surface emission are discussed below. Measurement of NOs flux is
confounded by the rapid interconversion of NO, NO,, and Oz (Gao et al., 1991).
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PAN Deposition

Peroxyacetyl nitrate is phytotoxic, so clearly it is absorbed at the leaf. Observations
based on inference from concentration gradients and rates of decline at night (Shepson et al.,
1992; Schrimpf et a., 1996) and leaf chamber studies (Teklemariam and Sparks, 2004) have
indicated that PAN uptake is slower than that of Os; however, recent work in coniferous canopy
with direct eddy covariance PAN flux measurements indicated aV 4 more similar to that of Os.
Uptake of PAN is under stomatal control, has a non-zero deposition at night, and is influenced by
leaf wetness (Turnipseed et al., 2006). On the other hand, flux measurements determined by
gradient methods over a grass surface showed a V¢ closer to 0.1 cm s %, with large uncertainty
(Doskey et al., 2004). A factor of 10 uncertainty remainsin V4 0.1-1 cm s * giving arange.
Whether the discrepancies are methodological or indicate intrinsic differences between different

vegetation is unknown. Uptake of PAN is smaller than its thermal decomposition in all cases.

Organic Nitrates

The biosphere also interacts with NOx through hydrocarbon emissions and their
subsequent reactions to form multi-functional organic nitrates. Isoprene nitrates are an important
class of these. Isoprene reacts with OH to form aradical that adds NO; to form a hydroxyalky!l
nitrate. The combination of hydroxyl and nitrate functional group makes these compounds
especially soluble with low vapor pressures; they likely deposit rapidly (Shepson et a., 1996;
Treveset a., 2000). Many other unsaturated hydrocarbons react by analogous routes.
Observations at Harvard Forest show a substantial fraction of total NOy not accounted for by
NO, NO, and PAN, which is attributed to the organic nitrates (Horii et al., 2006, Munger et al.,
1998). Furthermore, the total NOy flux exceeds the sum of HNOg3, NOx, and PAN, which
implies that the organic nitrates are a substantial fraction of nitrogen deposition. Other
observations that show evidence of hydoxyalkyl nitrates include those of Grossenbacher et al.
(2001) and Day et a. (2003).

Formation of the hydroxyalkyl nitrates occurs after VOC + OH reaction. In some sense,
this mechanism isjust an aternate pathway for OH to react with NOyx to form arapidly
depositing species. 1f VOC were not present, OH would be available to react with NO, when it
is present instead to form HNOs.
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HONO

Nitrous acid formation on vegetative surfaces at night has long been observed based on
measurements of positive gradients (Harrison and Kitto, 1994). Surface reactions of NO,
enhanced by moisture were proposed to explain these results. Production was evident at sites
with high ambient NO,; at low concentration, uptake of HONO exceeded the source.

Daytime observations of HONO when rapid photolysisis expected to deplete ambient
concentrations to very low levelsimplies a substantial source of photo-induced HONO formation
at avariety of forested sites where measurements have been made. Estimated source strengths
are 200-1800 pptv hr * in the surface layer (Zhou et al., 2002a, 2003), which is about 20 times
faster than all nighttime sources. Nitrous acid sources could be important to OH/HO, budgets as
HONO israpidly photolyzed by sunlight to OH and NO. Additional evidence of light-dependent
reactions to produce HONO comes from discovery of a HONO artifact in pyrex sampleinlet
lines exposed to ambient light. Either covering the inlet or washing it eliminated the HONO
formation (Zhou et al., 2002b). Similar reactions might serve to explain observations of UV-
dependent production of NOx in empty foliar cuvettes that had been exposed to ambient air (Hari
et al., 2003; Raivonen et a., 2003).

Production of HONO in the dark is currently believed to occur via a heterogeneous
reaction involving NO, on wet surfaces (Jenkin et al., 1988; Pitts et a., 1984; He et al., 2006;
Sakamaki et al., 1983), and it is proposed that the mechanism has first-order dependence in both
NO, and H,0O (Kleffmann et al., 1998; Svensson et al., 1987) despite the stoichiometry.
However, the molecular pathway of the mechanism is still under debate. Jenkin et al. (1988)
postulated a H,O-NO, water complex reacting with gas phase NO, to produce HONO, which is
inconsistent with the formation of an N,O, intermediate leading to HONO as proposed by
Finlayson-Pitts et al. (2003). Another uncertainty is whether the reaction forming HONO is
dependent on water vapor (Svensson et al., 1987; Stutz et al., 2004b) or water adsorbed on
surfaces (Kleffmann et al., 1998). Furthermore, the composition of the surface and the available
amount of surface or surface-to-volume ratio can significantly influence the HONO production
rates (Kaiser and Wu, 1977; Kleffmann et al., 1998; Svensson et al., 1987), which may explain
the difference in the rates observed between laboratory and atmospheric measurements.

There is no consensus on a chemical mechanism for photo-induced HONO production.

Photolysis of HNO3; or NO3; absorbed on ice or in surface water films has been proposed
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(Honrath et al., 2002; Ramazan et al., 2004; Zhou et al., 2001, 2003). Alternative pathways
include NO, interaction with organic surfaces such as humic substances (George et a ., 2005;
Stemmler et a., 2006). Notethat either NO3; photolysis or heterogeneous reaction of NO, are
routes for recycling deposited nitrogen oxides back to the atmosphere in an active form. Nitrate
photolysis would return nitrogen that heretofore was considered irreversibly deposited, surface
reactions between NO, and water films or organic molecules would decrease the effectiveness of
observed NO; deposition if the HONO were re-emitted.

Fast Homogeneous Reactions

Inferences from observations at Blodgett Forest (Cohen et al. in prep) suggest that
radicals from Oz + VOC react with NOx in the canopy to produce HNO3 and organic nitrates
among other species. This mechanism would contribute to canopy retention of soil NO emission
in forests with high VOC possibly more effectively than the NO to NO, conversion and foliar
uptake of NO; that has been proposed to reduce the amount of soil NO that escapes to the supra-
canopy atmosphere (Jacob and Bakwin, 1991).

Some NO, and HNOj3; Flux Data from Harvard Forest

Observations from TDL Measurements of NO,

Harvard Forest isarura sitein central Massachusetts, where ambient NOx, NOy, and
other pollutant concentrations and fluxes of total NOy have been measured since 1990 (Munger
et a., 1996). Anintensive study in 2000 utilized a Tunable Diode Laser Absorption
Spectrometer (TDLAS) to measure NO, and HNOs;. TDLAS has an inherently fast response, and
for species such as NO, and HNO; with well-characterized spectrait provides an absolute and
specific measurement. Absolute concentrations of HNO3; were measured, and the flux inferred
based on the dry deposition inferential method that uses momentum flux measurements to
compute a deposition velocity and derives an inferred flux (Wesely and Hicks, 1977; Hicks et al.,
1987). Direct eddy covariance calculations for HNO3; were not possible because the atmospheric
variations were attenuated by interaction with the inlet walls despite very short residence time
and use of fluorinated silane coatings to make the inlet walls more hydrophobic. Nitrogen Oxide
response was adequate to allow both concentration and eddy covariance flux determination.

Simultaneously, NO and NOy eddy covariance fluxes were determined with two separate O3
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chemiluminescence detectors, one equipped with a H,-gold catalyst at the inlet to convert al
reactive nitrogen compoundsto NO. Additionally, the measurements include concentration
gradientsfor NO, NO,, and O3 over several annual cyclesto examine their vertical profilesin the
forest canopy.

Overall, the results show typical NO, concentrations of 1 ppb under clean-air conditions
and mean concentrations up to 3 ppb at night and 1 ppb during daytime for polluted conditions.
Net positive fluxes (emission) of NO, were evident in the daytime and negative fluxes
(deposition) were observed at night (Figure AX2.6-1). Nitric oxide fluxes were negative during
the daytime and near zero at night.

In part the opposite NO and NO, fluxes are simply consequences of variable NO/NO;
distributions responding to vertical gradientsin light intensity and O3 concentration, which
resulted in no net flux of NOx (Gao et al., 1993). Inthe Harvard Forest situation, the NO and
NO, measurements were not at the same height above the canopy, and the resulting
differences derive at least in part from the gradient in flux magnitude between the two inlets
(Figure AX2.6-2).

At night, when NO concentrations are near 0 due to titration by ambient Oz thereisnot a
flux of NO to offset NO, fluxes. Nighttime data consistently show NO, deposition (Figure
AX2.6-3), which increases with increasing NO, concentrations. Concentrations above 10 ppb
wererare at this site, but the few high NO, observations suggest a nonlinear dependence on
concentration. The datafit amodel with V4 of —0.08 plus an enhancement term that was second
order in NO, concentration. The second order term implies that NO, deposition rates to
vegetation in polluted urban sites would be considerably larger than what was observed at this
rura site.

After accounting for the NO-NO, null cycle the net NOx flux could be derived. Overall,
there was a net deposition of NOx during the night and essentially zero flux in the day, with large
variability in the magnitude and sign of individual flux observations. For the periods with [NO;]
> 2 ppb, deposition was always observed. These canopy-scale field observations are consistent
with afinite compensation point for NO, in the canopy that offsets foliar uptake or even reverses
it when concentrations are especialy low. At concentrations above the compensation point, NOx
is absorbed by the canopy. Examination of concentration profiles corroborates the flux
measurements (Figure AX2.6-4). During daytime for low-NOx conditions, thereisalocal
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Figure AX2.6-1. Diel cycles of median concentrations (upper panels) and fluxes (lower

panels) for the Northwest clean sector, left panels) and Southwest
(polluted sector, right panels) wind sectors at Harvard Forest, April-
November, 2000, for NO, NO,, and O3/10. NO and O3 were sampled
at a height of 29 m, and NO; at 22 m. Vertical bars indicate 25th and
27th quartiles for NO and NO, measurements. NO; concentration
and nighttime deposition are enhanced under southwesterly
conditions, as are O3 and the morning NO maximum,

Source: Horii et al. (2004).

maximum in the concentration profile near the top of the canopy where O3 has alocal minimum,
which is consistent with foliar emission or light-dependent production of NOy in the upper
canopy. Depletion is evident for both NOx and O3 near the forest floor. Air reaching the ground
has passed through the canopy where uptake is efficient and the vertical exchange rates near the

ground are low. At night, the profiles generally decrease with decreasing height above the
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Figure AX2.6-2.

Source: Horii (2002).

March 2008

Simple NOx photochemical canopy model outputs. Left panel,
concentrations of NO (dashed) and NO; (solid); right, fluxes of NO
(dashed) and NO;, (solid). Symbols indicate measurement heights for
NO (29m) and NO, (22m) at Harvard Forest. The model solves the
continuity equation for NO concentration at 200 levels, d/dz(-
Kc(dNO/dz)) = PNO - LNO, where PNO = [NOJ/t1, LNO = [NOJ/t2,
and zero net deposition or emission of NOx is allowed. NOx (NO +
NO,) is normalized to 1ppb. t1 = 70s in this example. Due to the
measurement height difference, observed upward NO; flux due to
photochemical cycling alone should be substantially larger than
observed downward NO flux attributable to the same process.
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Figure AX2.6-3. Hourly (dots) and median nightly (pluses) NO, flux vs. concentration,
with results of least-squares fit on the hourly data (curve). The flux is
expressed in units of concentration times velocity (nmol mol™ cm s™)
in order to simplify the interpretation of the coefficients in the least-
squares fit. Pressure and temperature corrections have been taken
into account in the conversion from density to mixing ratio.

Source: Horii et al. (2004).
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Figure AX2.6-4.
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Averaged profiles at Harvard Forest give some evidence of some NO;
input near the canopy top from light-mediated ambient reactions, or
emission from open stomates.

Source: Horii et al. (2004).
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ground, showing only uptake. At higher concentrations, the daytime NOyx concentrations are
nearly constant through the canopy; no emission is evident from the sunlit leaves.

Figure AX2.6-5 compares observed fluxes of all the observed species. The measured
NOx and estimated PAN fluxes are small relative to the observed total NOy flux. In clean air,
HNO; accounts for nearly all the NOy flux and the sum of al measured speciesis about equal to
the NOy concentration. However, in polluted conditions, unmeasured species are up to 25% of
the NOy, and HNO; fluxes cannot account for al the total NOy flux observed. Likely these
unmeasured NOy species are hydroxyalkyl nitrates and similar compounds and are rapidly
deposited. Although NO- uptake may be important to the plant, because it is an input directly to
the interior of foliage that can be used immediately in plant metabolism, it is evidently not a
significant part of overall nitrogen deposition to rural sites. The deposition of HNO3 and
multifunctional organic nitrates are the largest elements of the nitrogen dry deposition budget.
Two key areas of remaining uncertainty are the production of HONO over vegetation and the
role of very reactive biogenic VOCs. HONO isimportant because its photolysisis a source of
OH radicals, and its formation may represent an unrecognized mechanism to regenerate
photochemically active NOy from nitrate that had been considered terminally removed from the
atmosphere.

Ecosystem Effects

In addition to the contribution to precipitation acidity, atmospheric nitrogen oxides have
ecological effects. Total loading by both and wet and dry deposition is the relevant metric for
considering ecosystem impacts. At low inputs, nitrogen deposition adds essential nutrients to
terrestrial ecosystems. Most temperate forests are nitrogen limited; thus the inputs stimulate
growth. Anthropogenic nitrogen may influence some plant species different and alter the
distribution of plant species (cf. Wedin and Tilman, 1996). At high nitrogen loading, where
nitrogen inputs exceed nutrient requirements, deleterious effects including forest decline
associated with ‘nitrogen saturation’ are seen (Aber at a., 1998; Driscoll et a., 2003). In aguatic
ecosystems, however, nitrogen is may or may not be limiting, but in brackish waters atmospheric
deposition of anthropogenic nitrogen is suspected of contributing to eutrophication of some
coastal waters and lakes (see Bergstrom and Jansson, 2006; Castro and Driscoll, 2002).
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Figure AX2.6-5.

Summer (June-August) 2000 median concentrations (upper panels),

fractions of NOy (middle panels), and fluxes (lower panels) of NOvy
and component species separated by wind direction (Northwest on the
left and Southwest on the right). Vertical lines in the flux panels show
25th and 75th quartiles of F(NOy) and F(HNO3); negative fluxes
represent deposition; F(NOx) is derived from eddy covariance F(NO)
and F(NO,) measurements (corrected for photochemical cycling),
F(HNO;) is inferred, and F(NOy) was measured by eddy covariance.
The sum of NOx, HNO3, and PAN accounts for all of the NOy
concentration and flux for Northwesterly (unpolluted background)
flows, whereas up to 50% of NOy and F(NOy) under Southwesterly
flows are in the form of reactive nitrogen species whose fluxes are not
measured or estimated here.

Source: Horii et al. (2006).
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AX2.6.2 Emissions of NOyx, NH;, and SO,

Emissions of NOx

Estimated annual emissions of NOx, NH3, and SO, for 2002 (U.S. Environmental
Protection Agency, 2006) are shown in Table AX2.6-1. Methods for estimating emissions of
criteria pollutants, quality assurance procedures, and examples of emissions calculated by using
dataare given in U.S. Environmental Protection Agency (1999). Discussions of uncertaintiesin
current emissions inventories and strategies for improving them can be found in NARSTO
(2005).

As can be seen from the table, combustion by stationary sources, such as electrical
utilities and various industries, accounts for roughly half of total anthropogenic emissions of
NOx. Mobile sources account for the other half, with highway vehicles representing the major
mobile source component. Approximately half the mobile source emissions are contributed by
diesel engines, the remainder are emitted by gasoline-fueled vehicles and other sources.

Emissions of NOx associated with combustion arise from contributions from both fuel
nitrogen and atmospheric nitrogen. Combustion zone temperatures greater than about 1300 K

are required to fix atmospheric N2

N, +O,—> 2NO (AX2.6-5)
Otherwise, NO can be formed from fuel N according to this reaction
C,HON;+ O, > xCO, + yH,0 + zNO (AX2.6-6)

In addition to NO formation by the schematic reactions given above, some NO, and CO
are also formed depending on temperatures, concentrations of OH and HO; radicals and O
levels. Fuel nitrogenis highly variable in fossil fuels, ranging from 0.5 to 2.0 percent by weight
(wt %) in coal to 0.05% in light distillates (e.g., diesel fuel), to 1.5 wt % in heavy fuel oils (UK
AQEG, 2004). Theratio of NO, to NOx in primary emissions ranges from 3to 5 % from
gasoline engines, 5 to 12% from heavy-duty diesal trucks, 5 to 10% from vehicles fueled by
compressed natural gas and from 5 to 10% from stationary sources. In addition to NOx, motor
vehicles also emit HONO, with ratios of HONO to NOx ranging from 0.3% in the Caldecott
Tunnel, San Francisco Bay (Kirchstetter and Harley, 1996) to 0.5 to 1.0% in studiesin the

March 2008 AX2-49 DRAFT-DO NOT QUOTEOR CITE



O N o W N B

W W W N DN N DN DN DN DN DN DNNDNND P PP PR R PP R
N P O © 0 N OO0 O A W NP O O 0WONO Ol B WO N+, O

United Kingdom (UK AQEG, 2004). The NO, to NOx ratios in emissions from turbine jet
engines are as high as 32 to 35 % during taxi and takeoff (CD93). Sawyer et al. (2000) have
reviewed the factors associated with NOx emissions by mobile sources. Marine transport
represents aminor source of NOy, but it constitutes alarger source in the EU whereitis
expected to represent about two-thirds of land-based sources (UK AQEG, 2004).

NOyx Emissions from Natural Sources (Soil, Wild Fires, and Lightning)

Soil

Emission rates of NO from cultivated soil depend mainly on fertilization levels and soil
temperature. About 60% of the total NOx emitted by soils occurs in the central corn belt of the
United States. The oxidation of NH3, emitted mainly by livestock and soils, leads to the
formation of NO, also NH," and NOs™ fertilizers lead to NO emissions from soils. Estimates of
emissions from natural sources are less certain than those from anthropogenic sources. On a
global scale, the contribution of soil emissions to the oxidized nitrogen budget is on the order of
10% (Van Aardenne et a., 2001; Finlayson-Pitts and Pitts, 2000; Seinfeld and Pandis, 1998), but
NOx emissions from fertilized fields are highly variable. Soil NO emissions can be estimated
from the fraction of the applied fertilizer nitrogen emitted as NOx, but the flux varies strongly
with land use and temperature. Estimated globally averaged fractional applied nitrogen loss as
NO varies from 0.3% (Skiba et al., 1997) to 2.5% (Yienger and Levy, 1995). Variability within
biomes to which fertilizer is applied, such as shortgrass versus tallgrass prairie, accounts for a
factor of threein uncertainty (Williams et al., 1992; Yienger and Levy, 1995; Davidson and
Kingerlee, 1997).

Thelocal contribution can be much greater than the global average, particularly in
summer and especialy where corn is grown extensively. Williams et al. (1992) estimated that
contributions to NO budgets from soilsin Illinois are about 26% of the emissions from industrial
and commercial processes in that State. In lowa, Kansas, Minnesota, Nebraska, and South
Dakota, al states with smaller human populations, soil emissions may dominate the NO budget.
Conversion of NH3 to NOs (nitrification) in aerobic soils appears to be the dominant pathway to
NO. The mass and chemical form of nitrogen (reduced or oxidized) applied to soils, the
vegetative cover, temperature, soil moisture, and agricultural practices such astillage all

influence the amount of fertilizer nitrogen released as NO.

March 2008 AX2-50 DRAFT-DO NOT QUOTEOR CITE



O N o 0o WO N P

I N T e N e =
O O 00 N O o A WO N - O

N N
N

W W W N N N DN N NN
N P O © 0 N OO U1 b W

Emissions of NO from soils peak in summer when O3 formation is also at a maximum.
An NRC panel report (NRC, 2002) outlined the role of agriculture in emissions of air pollutants
including NO and NH3. That report recommends immediate implementation of best
management practices to control these emissions, and further research to quantify the magnitude
of emissions and the impact of agriculture on air quality. Civerolo and Dickerson (1998) report
that use of the no-till cultivation technique on afertilized cornfield in Maryland reduced NO

emissions by afactor of seven.

NOx from Biomass Burning

During biomass burning, nitrogen is derived mainly from fuel nitrogen and not from
atmospheric N, since temperatures required to fix atmospheric N, are likely to be found only in
the flaming crowns of the most intense boreal forest fires. Nitrogen is present mainly in plants as
amino (NH2) groupsin amino acids. During combustion, nitrogen is released mainly in
unidentified forms, presumably as N, with very little remaining in fuel ash. Apart from N, the
most abundant species in biomass burning plumesis NO. Emissions of NO account for only
about 10 to 20% relative to fuel N (Lobert et al., 1991). Other species such as NOy, nitriles,
ammonia, and other nitrogen compounds account for asimilar anount. Emissions of NOy are
about 0.2 to 0.3% relative to total biomass burned (e.g., Andreae, 1991; Radke et al., 1991).
Westerling et al. (2006) have noted that the frequency and intensity of wildfiresin the western
United States have increased substantially since 1970.

Lightning Production of NO

Annual global production of NO by lightning is the most uncertain source of reactive
nitrogen. In the last decade, literature values of the global average production rate range from
21020 Tg N per year. However, the most likely range isfrom 3to 8 Tg N per year, because the
majority of the recent estimates fall in thisrange. The large uncertainty stems from several
factors: (1) alarge range of NO production rates per meter of flash length (as much as two
orders of magnitude); (2) the open question of whether cloud-to-ground (CG) flashes and
intracloud flashes (IC) produce substantially different amounts of NO; (3) the global flash rate;
and (4) theratio of the number of |1C flashes to the number of CG flashes. Estimates of the
amount of NO produced per flash have been made based on theoretical considerations (e.g.,
Price et al., 1997), laboratory experiments (e.g., Wang et al., 1998); field experiments (e.g., Stith
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et a., 1999; Huntrieser et al., 2002, 2007) and through a combination of cloud-resolving model
simulations, observed lightning flash rates, and anvil measurements of NO (e.g., DeCariaet al.,
2000, 2005; Ott et a., 2007). The latter method was also used by Pickering et al. (1998), who
showed that only ~5 to 20% of the total NO produced by lightning in a given storms exists in the
boundary layer at the end of athunderstorm. Therefore, the direct contribution to boundary layer
O3 production by lightning NO is thought to be small. However, lightning NO production can
contribute substantially to O3z production in the middle and upper troposphere. DeCariaet al.
(2005) estimated that up to 10 ppbv of ozone was produced in the upper troposphere in the first
24 hours following a Colorado thunderstorm due to the injection of lightning NO. A series of
midlatitude and subtropical thunderstorm events have been simulated with the model of DeCaria
et a. (2005), and the derived NO production per CG flash averaged 500 moles/flash while
average production per | C flash was 425 moles/flash (Ott et al., 2006).

A major uncertainty in mesoscale and global chemical transport modelsisthe
parameterization of lightning flash rates. Model variables such as cloud top height, convective
precipitation rate, and upward cloud mass flux have been used to estimate flash rates. Allen and
Pickering (2002) have evaluated these methods against observed flash rates from satellite, and
examined the effects on ozone production using each method.

Uses of Satellite Data to Derive Emissions

Satellite data have been shown to be useful for optimizing estimates of emissions of NO,.
(Leueet al., 2001; Martin et al., 2003; Jaeglé et a., 2005). Satellite-borne instruments such as
Global Ozone Monitoring Experiment (GOME) (Martin et al., 2003; and references therein) and
Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY)
(Bovensmann et al., 1999) retrieve tropospheric columns of NO,, which can then be combined
with model-derived chemical lifetimes of NOx to yield emissions of NOx.

Top-down inference of NOx emission inventory from the satellite observations of NO,
columns by mass balance requires at minimum three pieces of information: the retrieved
tropospheric NO, column, the ratio of tropospheric NOx to NO, columns, and the NOx lifetime
against loss to stable reservoirs. A photochemical model has been used to provide information
on the latter two pieces of information. The method is generally applied exclusively to land
surface emissions, excluding lightning. Tropospheric NO, columns are insensitive to lightning

NOyx emissions since most of the lightning NOy in the upper troposphere is present as NO at the
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local time of the satellite measurements (Ridley et a., 1996), owing to the slower reactions of
NO with O3 there.

Jaeglé et al. (2005) applied additional information on the spatial distribution of emissions
and on fire activity to partition NOx emissions into sources from fossil fuel combustion, soils,
and biomass burning. Global a posteriori estimates of soil NOx emissions are 68% larger than
the apriori estimates. Large increases are found for the agricultural region of the western United
States during summer, increasing total U.S. soil NOy emissions by afactor of 2t0 0.9 Tg N yr .
Bertram et al. (2005) found clear signalsin the SCIAMACHY observations of short intense NOx
pulses following springtime fertilizer application and subsequent precipitation over agricultural
regions of the western United States. For the agricultural region in North-Central Montana, they
calculate ayearly SCIAMACHY top-down estimate that is 60% higher than a commonly used
model of soil NOx emissions by Yienger and Levy (1995).

Martin et a. (2006) retrieved tropospheric nitrogen dioxide (NO,) columns for
May 2004 to April 2005 from the SCIAMACHY satellite instrument to derive top-down NOx
emissions estimates viainverse modeling with a global chemical transport model (GEOS-Chem).
The top-down emissions were combined with a priori information from a bottom-up emission
inventory with error weighting to achieve an improved a posteriori estimate of the global
distribution of surface NOx emissions. Their aposteriori inventory improves the GEOS-Chem
simulation of NOx, PAN, and HNO3 with respect to airborne in situ measurements over and
downwind of New York City. Their aposteriori inventory shows lower NOx emissions from the
Ohio River valley during summer than during winter, reflecting recent controls on NOx
emissions from electric utilities. Their a posteriori inventory is highly consistent (R* = 0.82,
bias = 3%) with the NEI99 inventory for the United States. In contrast, their a posteriori
inventory is 68% larger than arecent inventory by Streets et al. (2003) for East Asiafor the
year 2000.

Emissions of NH3

Emissions of NH3 show a strikingly different pattern from those of NOx. Three-way
catalysts used in motor vehicles emit small amounts of NH3 as a byproduct during the reduction
of NOyx. Stationary combustion sources make only a small contribution to emissions of NH3

because efficient combustion favors formation of NOx and, NH3 from combustion is produced
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mainly by inefficient, low temperature fuel combustion. For these reasons, most emissions of
NH; arise from fertilized soils and from livestock.

Theinitial step in the oxidation of atmospheric NH3 to NO is by reaction with OH
radicals. However, the lifetime of NH3 from this pathway is sufficiently long (~1-2 months
using typical OH values 1-2 x 10%cm®) that it isa small sink compared to uptake of NH3 by
cloud drops, dry deposition, and aerosol particles. Thus, the gas-phase oxidation of NH3; makes a
very small contribution as a source of NO. Holland et al. (2005) estimated wet and dry
deposition of NHy, based on measurements over the continental United States, and found that
emissions of NH3 in the National Emissions Inventory are perhaps underestimated by about a
factor of two to three. Reasons for thisimbalance include under-representation of deposition
monitoring sites in populated areas and the neglect of off-shore transport in their estimate. The
use of fixed deposition velocities that do not reflect local conditions at the time of measurement

introduces additional uncertainty into their estimates of dry deposition.

Emissions of SO,

As can be seen from Table AX2.6-1, emissions of SO, are due mainly to the combustion
of fossil fuels by electrical utilities and industry. Transportation related sources make only a
minor contribution. Asaresult, most SO, emissions originate from point sources. Since sulfur
isavolatile component of fuels, it isamost quantitatively released during combustion and
emissions can be calculated on the basis of the sulfur content of fuels to greater accuracy than for
other pollutants such as NOx or primary PM.

The major natural sources of SO, are volcanoes and biomass burning and DM S oxidation
over the oceans. SO, constitutes arelatively minor fraction (0.005% by volume) of volcanic
emissions (Holland, 1978). Theratio of H,Sto SO, is highly variable in volcanic gases. Itis
typically much less than one, asin the Mt. Saint Helen’s eruption (Turco et al., 1983). However,
in addition to being degassed from magma, H,S can be produced if ground waters, especially
those containing organic matter, come into contact with volcanic gases. In this case, the ratio of
H,Sto SO, can be greater than one. H,S produced this way would more likely be emitted
through side vents than through eruption columns (Pinto et al., 1989). Primary particulate sulfate
isacomponent of marine aerosol and is also produced by wind erosion of surface soils.

Volcanic sources of SO, are limited to the Pacific Northwest, Alaska, and Hawaii. Since
1980, the Mount St. Helens volcano in the Washington Cascade Range (46.20 N, 122.18 W,
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summit 2549 m adl) has been avariable source of SO,. Its mgor effects came in the explosive
eruptions of 1980, which primarily affected the northern part of the mountainous western half of
the United States. The Augustine volcano near the mouth of the Cook Inlet in southwestern
Alaska (59.363 N, 153.43 W, summit 1252 m adl) has had variable SO, emission since its last
major eruptionsin 1986. Volcanoes in the Kamchatka peninsula of eastern region of Siberian
Russia do not significantly effect surface SO, concentrations in northwestern North America.
The most serious effects in the United States from volcanic SO, occurs on the island of Hawaii.
Nearly continuous venting of SO, from Mauna Loa and Kilauea produces SO, in such large
amounts that >100 km downwind of the island SO, concentrations can exceed 30 ppbv
(Thornton and Bandy, 1993). Depending on wind direction, the west coast of Hawaii (Kona
region) has had significant deleterious effects from SO, and acidic sulfate aerosols for the past
decade.

Emissions of SO, from burning vegetation are generally in the range of 1 to 2% of the
biomass burned (see e.g., Levineet al., 1999). Sulfur isbound in amino acids in vegetation.
This organically bound sulfur is released during combustion. However, unlike nitrogen, about
half of the sulfur initially present in vegetation is found in the ash (Delmas, 1982). Gaseous
emissions are mainly in the form of SO, with much smaller amounts of H,S and OCS. Theratio
of gaseous nitrogen to sulfur emissions is about 14, very close to their ratio in plant tissue
(Andreae, 1991). Theratio of reduced nitrogen and sulfur species such as NH3 and H,S to their
more oxidized forms, such as NO and SO,, increases from flaming to smoldering phases of
combustion, as emissions of reduced species are favored by lower temperatures and O, reduced
availability.

Emissions of reduced sulfur species are associated typically with marine organismsliving
either in pelagic or coastal zones and with anaerobic bacteriain marshes and estuaries.
Mechanisms for their oxidation were discussed in Section AX2.2. Emissions of dimethyl sulfide
(DMS) from marine plankton represent the largest single source of reduced sulfur speciesto the
atmosphere (e.g., Berresheim et al., 1995). Other sources such as wetlands and terrestria plants
and soils probably account for less than 5% of the DM S global flux, with most of this coming
from wetlands.

The coastal and wetland sources of DM S have a dormant period in the fall/winter from
senescence of plant growth. Marshes die back in fall and winter, so dimethyl sulfide emissions
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from them are lower, reduced light levelsin winter at mid to high latitudes reduce cut
phytoplankton growth which also tends to reduce DM S emissions. Western coasts at mid to high
latitudes have reduced levels of the light that drive photochemical production and oxidation of
DMS. Freezing at mid and high latitudes affects the rel ease of biogenic sulfur gases, particularly
in the nutrient-rich regions around Alaska. Transport of SO, from regions of biomass burning
seems to be limited by heterogeneous |osses that accompany convective processes that ventilate
the surface layer and the lower boundary layer (Thornton et al., 1996, TRACE-P data archive).
However, it should be noted that reduced sulfur species are also produced by industry.
For example, DM Sis used in petroleum refining and in petrochemical production processes to
control the formation of coke and carbon monoxide. In addition, it isused to control dusting in
steel mills. Itisalso used in arange of organic syntheses. It aso has ause asafood flavoring
component. It can also be oxidized by natural or artificial means to dimethyl sulfoxide (DM SO),

which has several important solvent properties.

AX2.6.3 Field Studies Evaluating Emissions Inventories

Comparisons of emissions model predictions with observations have been performed in a
number of environments. A number of studies of ratios of concentrations of CO to NOx and
NMOC to NOx during the early 1990s in tunnels and ambient air (summarized in Air Quality
Criteriafor Carbon Monoxide (U.S. Environmental Protection Agency, 2000)) indicated that
emissions of CO and NMOC were systematically underestimated in emissions inventories.
However, the results of more recent studies have been mixed in thisregard, with many studies
showing agreement to within £50% (U.S. Environmental Protection Agency, 2000).
Improvements in many areas have resulted from the process of emissions model development,
evaluation, and further refinement. It should be remembered that the conclusions from these
reconciliation studies depend on the assumption that NOx emissions are predicted correctly by
emissions factor models. Roadside remote sensing data indicate that over 50% of NMHC and
CO emissions are produced by less than about 10% of the vehicles (Stedman et al., 1991). These
“super-emitters’ are typically poorly maintained vehicles. Vehicles of any age engaged in off-
cycle operations (e.g., rapid accelerations) emit much more than if operated in normal driving
modes. Bishop and Stedman (1996) found that the most important variables governing CO
emissions are fleet age and owner maintenance.
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Emissions inventories for North America can be evaluated by comparison to measured
long-term trends and or ratios of pollutantsin ambient air. A decadal field study of ambient CO
at arural sitein the eastern United States (Hallock-Waters et al., 1999) indicates a downward
trend consistent with the downward trend in estimated emissions over the period 1988 to 1999
(U.S. Environmental Protection Agency, 1997), even when agloba downward trend is
accounted for. Measurements at two urban areas in the United States confirmed the decreasein
CO emissions (Parrish et al., 2002). That study also indicated that the ratio of CO to NOx
emissions decreased by almost a factor of three over 12 years (such a downward trend was noted
in AQCD 96). Emissions estimates (U.S. Environmental Protection Agency, 1997) indicate a
much smaller decrease in this ratio, suggesting that NOx emissions from mobile sources may be
underestimated and/or increasing. Parrish et al. (2002) conclude that O3 photochemistry in U.S.
urban areas may have become more NOx-limited over the past decade.

Pokharel et a. (2002) employed remotely sensed emissions from on-road vehicles and
fuel use data to estimate emissionsin Denver. Their calculations indicate a continual decreasein
CO, HC, and NO emissions from mobile sources over the 6-year study period. Inventories based
on the ambient data were 30 to 70% lower for CO, 40% higher for HC, and 40 to 80% lower for
NO than those predicted by the MOBILEG model.

Stehr et al. (2000) reported simultaneous measurements of CO, SO,, and NOy at an East
Coast site. By taking advantage of the nature of mobile sources (they emit NOx and CO but
little SO,) and power plants (they emit NOx and SO, but little CO), the authors evaluated
emissions estimates for the eastern United States. Results indicated that coal combustion
contributes 25 to 35% of the total NOx emissions in rough agreement with emissions inventories
(U.S. Environmental Protection Agency, 1997).

Parrish et al. (1998) and Parrish and Fehsenfeld (2000) proposed methods to derive
emission rates by examining measured ambient ratios among individual VOC, NOx and NOy.
Thereistypically astrong correlation among measured values for these species because emission
sources are geographically collocated, even when individual sources are different. Correlations
can be used to derive emissions ratios between species, including adjustments for the impact of
photochemical aging. Investigations of this type include correlations between CO and NOy (e.g.,
Parrish et ., 1991), between individual VOC species and NOy (Goldan et al., 1995, 1997, 2000)
and between various individual VOC (Goldan et a., 1995, 1997; McKeen and Liu, 1993;
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McKeen et a., 1996). Buhr et al. (1992) derived emission estimates from principal component
analysis (PCA) and other statistical methods. Many of these studies are summarized in Trainer
et a. (2000), Parrish et a. (1998), and Parrish and Fehsenfeld (2000). Goldstein and Schade
(2000) al'so used species correlations to identify the relative impacts of anthropogenic and
biogenic emissions. Chang et a. (1996, 1997) and Mendoza-Dominguez and Russell (2000,
2001) used the more quantative technique of inverse modeling to derive emission rates, in

conjunction with results from chemistry-transport models.

AX2.7 METHODS USED TO CALCULATE CONCENTRATIONS OF
NITROGEN OXIDES AND THEIR CHEMICAL
INTERACTIONS IN THE ATMOSPHERE

Atmospheric chemistry and transport models are the major tools used to calculate the
relations among O3, other oxidants, and their precursors, the transport and transformation of air
toxics, the production of secondary organic aerosol, the evolution of the particle size distribution,
and the production and deposition of pollutants affecting ecosystems. Chemical transport
models are driven by emissions inventories for primary species such as the precursors for Oz and
PM and by meterological fields produced by other numerical models. Emissions of precursor
compounds can be divided into anthropogenic and natural source categories. Natural sources can
be further divided into biotic (vegetation, microbes, animals) and abiotic (biomass burning,
lightning) categories. However, the distinction between natural sources and anthropogenic
sources is often difficult to make as human activities affect directly, or indirectly, emissions from
what would have been considered natural sources during the preindustrial era. Emissions from
plants and animals used in agriculture have been referred to as anthropogenic or natural in
different applications. Wildfire emissions may be considered to be natural, except that forest
management practices may have led to the buildup of fuels on the forest floor, thereby altering
the frequency and severity of forest fires. Needed meteorological quantities such aswinds and
temperatures are taken from operational analyses, reanalyses, or circulation models. In most
cases, these are off-line analyses, i.e., they are not modified by radiatively active species such as
O3 and particles generated by the model.

A brief overview of atmospheric chemistry-transport modelsis given in Section AX2.7.1.

A discussion of emissions inventories of precursors used by these modelsis given in Section
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AX2.7.2. Uncertainties in emissions estimates have also been discussed in Air Quality Criteria
for Particulate Matter (U.S. Environmental Protection Agency, 2004). Chemistry-transport
model evaluation and an evaluation of the reliability of emissions inventories are presented in
Section AX2.7.4.

AX2.7.1 Chemistry-Transport Models

Atmospheric CTMs have been devel oped for application over awide range of spatial
scales ranging from neighborhood to global. Regional scale CTMs are used: (1) to obtain better
understanding of the processes controlling the formation, transport, and destruction of gas-and
particle-phase criteria and hazardous air pollutants; (2) to understand the relations between O3
concentrations and concentrations of its precursors such as NOx and VOCs, the factors leading to
acid deposition, and hence to possible damage to ecosystems; and (3) to understand relations
among the concentration patterns of various pollutants that may exert adverse health effects.
Chemistry Transport Models are also used for determining control strategies for O3 precursors.
However, this application has met with varying degrees of success because of the highly
nonlinear relations between Oz and emissions of its precursors, and uncertainties in emissions,
parameterizations of transport, and chemical production and loss terms. Uncertaintiesin
meteorol ogical variables and emissions can be large enough to lead to significant errorsin
developing control strategies (e.g., Russell and Dennis, 2000; Sillman et al., 1995).

Global scale CTMs are used to address i ssues associated with climate change,
stratospheric ozone depletion, and to provide boundary conditions for regional scale models.
CTMsinclude mathematical (and often simplified) descriptions of atmospheric transport, the
transfer of solar radiation through the atmosphere, chemical reactions, and removal to the surface
by turbulent motions and precipitation for pollutants emitted into the model domain. Their upper
boundaries extend anywhere from the top of the mixing layer to the mesopause (about 80 kmin
height), to obtain more realistic boundary conditions for problems involving stratospheric
dynamics. Thereisatrade-off between the size of the modeling domain and the grid resolution
used in the CTM that isimposed by computational resources.

There are two mgjor formulations of CTMs in current use. In the first approach, grid-
based, or Eulerian, air quality models, the region to be modeled (the modeling domain) is
subdivided into a three-dimensional array of grid cells. Spatial derivativesin the species
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continuity equations are cast in finite-difference there are also some finite-element models, but
not many applications form over this grid, and a system of equations for the concentrations of all
the chemical speciesin the model are solved numerically at each grid point. Time dependent
continuity (mass conservation) equations are solved for each species including terms for
transport, chemical production and destruction, and emissions and deposition (if relevant), in
each cell. Chemical processes are smulated with ordinary differential equations, and transport
processes are simulated with partial differential equations. Because of a number of factors such
asthe different time scales inherent in different processes, the coupled, nonlinear nature of the
chemical process terms, and computer storage limitations, all of the termsin the equations are
not solved simultaneously in three dimensions. Instead, operator splitting, in which termsin the
continuity equation involving individual processes are solved sequentially, isused. In the second
CTM formulation, trajectory or Lagrangian models, alarge number of hypothetical air parcels
are specified as following wind tragjectories. In these models, the original system of partial
differential equationsis transformed into a system of ordinary differential equations.

A less common approach isto use a hybrid Lagrangian/Eulerian model, in which certain
aspects of atmospheric chemistry and transport are treated with a Lagrangian approach and
others are treaded in an Eulerian manner (e.g., Stein et al., 2000). Each approach hasits
advantages and disadvantages. The Eulerian approach is more general in that it includes
processes that mix air parcels and allows integrations to be carried out for long periods during
which individual air parcels lose their identity. There are, however, techniques for including the
effects of mixing in Lagrangian models such as FLEXPART (e.g., Zaniset a., 2003), ATTILA
(Reithmeier and Sausen, 2002), and CLaM S (McKennaet al., 2002).

Regional Scale Chemistry Transport Models

Major modeling efforts within the U.S. Environmental Protection Agency center on the
Community Multiscale Air Quality modeling system (CMAQ) (Byun and Ching, 1999; Byun
and Schere, 2006). A number of other modeling platforms using Lagrangian and Eulerian
frameworks have been reviewed in the 96 AQCD for O3 (U.S. Environmental Protection
Agency, 1997), and in Russell and Dennis (2000). The capabilities of a number of CTMs
designed to study local- and regional-scale air pollution problems are summarized by Russell and
Dennis (2000). Evauations of the performance of CMAQ are given in Arnold et al. (2003), Eder
and Yu (2005), Appel et a. (2005), and Fuentes and Raftery (2005). The domain of CMAQ can
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extend from several hundred km to the hemispherical scale. In addition, both of these classes of
models allow the resolution of the calculations over specified areasto vary. CMAQ is most
often driven by the MM5 mesoscal e meteorol ogical model (Seaman, 2000), though it may be
driven by other meteorological models (e.g., RAMS). Simulations of O3 episodes over regional
domains have been performed with a horizontal resolution aslow as 1 km, and smaller
calculations over limited domains have been accomplished at even finer scales. However,
simulations at such high resolutions require better parameterizations of meteorological processes
such as boundary layer fluxes, deep convection and clouds (Seaman, 2000), and finer-scale
emissions. Finer spatial resolution is necessary to resolve features such as urban heat island
circulations; sea, bay, and land breezes, mountain and valley breezes, and the nocturnal low-level
jet.

The most common approach to setting up the horizontal domain isto nest afiner grid
within alarger domain of coarser resolution. However, there are other strategies such asthe
stretched grid (e.g., Fox-Rabinovitz et al., 2002) and the adaptive grid. In astretched grid, the
grid’ s resolution continuously varies throughout the domain, thereby eliminating any potential
problems with the sudden change from one resolution to another at the boundary. Caution
should be exercised in using such a formulation, because certain parameterizations that are valid
on arelatively coarse grid scale (such as convection) may not be valid on finer scales. Adaptive
grids are not fixed at the start of the simulation, but instead adapt to the needs of the smulation
asit evolves (e.g., Hansen et a., 1994). They have the advantage that they can resolve processes
at relevant spatial scales. However, they can be very slow if the situation to be modeled is
complex. Additionally, if adaptive grids are used for separate meteorological, emissions, and
photochemical models, there is no reason a priori why the resolution of each grid should match,
and the gains realized from increased resolution in one model will be wasted in the transition to
another model. The use of finer horizontal resolution in CTMs will necessitate finer-scale
inventories of land use and better knowledge of the exact paths of roads, |ocations of factories,
and, in general, better methods for locating sources and estimating their emissions.

The vertical resolution of these CTMs s variable, and usually configured to have higher
resolution near the surface and decreasing aloft. Because the height of the boundary layer is of
critical importance in simulations of air quality, improved resolution of the boundary layer height
would likely improve air quality smulations. Additionally, current CTMs do not adequately
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resolve fine scale features such as the nocturnal low-level jet in part because little is known about
the nighttime boundary layer.

CTMs require time-dependent, three-dimensional wind fields for the period of
simulation. The winds may be either generated by a model using initial fields alone or with four-
dimensional data assimilation to improve the model’ s performance, fields (i.e., model equations
can be updated periodically or “nudged”, to bring results into agreement with observations.
Modeling efforts typically focus on simulations of several days duration, the typical time scale
for individual O3 episodes, but there have been several attempts at modeling longer periods. For
example, Kasibhatla and Chameides (2000) simulated a four-month period from May to
September of 1995 using MAQSIP. The current trend in modeling applicationsis towards
annual simulations. Thistrend is driven in part by the need to better understand observations of
periods of high wintertime PM (e.g., Blanchard et al., 2002) and the need to simulate O3 episodes
occurring outside of summer.

Chemical kinetics mechanisms (a set of chemical reactions) representing the important
reactions occurring in the atmosphere are used in CTMs to estimate the rates of chemical
formation and destruction of each pollutant smulated as afunction of time. Unfortunately,
chemical mechanismsthat explicitly treat the reactions of each individual reactive species are too
computationally demanding to be incorporated into CTMs. For example, a master chemical
mechanism includes approximately 10,500 reactions involving 3603 chemical species (Derwent
et a., 2001). Instead, “lumped” mechanisms, that group compounds of similar chemistry
together, are used. The chemical mechanisms used in existing photochemical Oz models contain
significant uncertainties that may limit the accuracy of their predictions; the accuracy of each of
these mechanismsis also limited by missing chemistry. Because of different approaches to the
lumping of organic compounds into surrogate groups, chemical mechanisms can produce
somewhat different results under similar conditions. The CB-IV chemical mechanism (Gery
et a., 1989), the RADM Il mechanism (Stockwell et al., 1990), the SAPRC (e.g., Wang et al.,
2000a,b; Carter, 1990) and the RACM mechanisms can be used in CMAQ. Jimenez et al. (2003)
provide brief descriptions of the features of the main mechanismsin use and they compared
concentrations of several key species predicted by seven chemical mechanismsin abox model
simulation over 24 h. The average deviation from the average of al mechanism predictions for
Oz and NO over the daylight period was less than 20%, and was 10% for NO, for all
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mechanisms. However, much larger deviations were found for HNOs, PAN, HO,, H,O5,, CoHy,
and CsHg (isoprene). An analysisfor OH radicals was not presented. The large deviations
shown for most speciesimply differences between the calculated lifetimes of atmospheric
species and the assignment of model simulations to either NOx-limited or radical quantity
limited regimes between mechanisms. Gross and Stockwell (2003) found small differences
between mechanisms for clean conditions, with differences becoming more significant for
polluted conditions, especially for NO, and organic peroxy radicals. They caution modelersto
consider carefully the mechanismsthey are using. Fargji et al. (2005) found differences of 40%
inpeak 1 h Osin the Houston-Galveston-Brazoria area between simulations using SAPRAC and
CB4. They attributed differences in predicted O; concentrations to differences in the
mechanisms of oxidation of aromatic hydrocarbons.

CMAQ and other CTMs (e.g., PM-CAMX) incorporate processes and interactions of
aerosol-phase chemistry (Mebust et al., 2003). There have also been several attempts to study
the feedbacks of chemistry on atmospheric dynamics using meteorological models, like MM5
(e.g., Grell et al., 2000; Liu et a., 2001a; Lu et al., 1997; Park et al., 2001). Thiscouplingis
necessary to simulate accurately feedbacks such as may be caused by the heavy aerosol loading
found in forest fire plumes (Lu et a., 1997; Park et a., 2001), or in heavily polluted areas.
Photolysis ratesin CMAQ can now be calculated interactively with model produced O3, NO,,
and aerosol fields (Binkowski et al., 2007).

Spatial and temporal characterizations of anthropogenic and biogenic precursor emissions
must be specified asinputsto a CTM. Emissions inventories have been compiled on grids of
varying resolution for many hydrocarbons, adehydes, ketones, CO, NH3, and NOx. Emissions
inventories for many species require the application of some algorithm for calculating the
dependence of emissions on physical variables such as temperature and to convert the
inventories into formatted emission files required by aCTM. For example, preprocessing of
emissions datafor CMAQ is done by the Spare-Matrix Operator Kernel Emissions (SMOKE)
system. For many species, information concerning the temporal variability of emissionsis
lacking, so long-term (e.g., annual or Oz-season) averages are used in short-term, episodic
simulations. Annual emissions estimates are often modified by the emissions model to produce
emissions more characteristic of the time of day and season. Significant errorsin emissions can
occur if an inappropriate time dependence or adefault profileisused. Additional complexity
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arisesin model cal culations because different chemical mechanisms are based on different
species, and inventories constructed for use with another mechanism must be adjusted to reflect
these differences. This problem also complicates comparisons of the outputs of these models
because one chemical mechanism may produce some species not present in another mechanism
yet neither may agree with the measurements.

In addition to wet deposition, dry deposition (the removal of chemical speciesfrom the
atmosphere by interaction with ground-level surfaces) is an important removal process for
pollutants on both urban and regional scales and must be included in CTMs. The genera
approach used in most models is the resistance in series method, in which where dry deposition
is parameterized with a Vg, which is represented as vy = (ra+ 1, + o) > wherery, rp, and .
represent the resistance due to atmospheric turbulence, transport in the fluid sublayer very near
the elements of surface such as leaves or soil, and the resistance to uptake of the surface itself.
This approach works for arange of substances, although it isinappropriate for species with
substantial emissions from the surface or for species whose deposition to the surface depends on
its concentration at the surface itself. The approach is also modified somewhat for aerosols: the
terms rp, and r are replaced with a surface V4 to account for gravitational settling. Intheir
review, Wesely and Hicks (2000) point out several shortcomings of current knowledge of dry
deposition. Among those shortcomings are difficulties in representing dry deposition over
varying terrain where horizontal advection plays a significant role in determining the magnitude
of raand difficultiesin adequately determining a V4 for extremely stable conditions such as
those occurring at night (e.g., Mahrt, 1998). Under the best of conditions, when amodel is
exercised over arelatively small area where dry deposition measurements have been made,
models still commonly show uncertainties at least as large as +30% (e.g., Massman et al., 1994;
Brook et a., 1996; Padro, 1996). Wesely and Hicks (2000) state that an important result of these
comparisonsisthat the current level of sophistication of most dry deposition modelsisrelatively
low, and that deposition estimates therefore must rely heavily on empirical data. Still larger
uncertainties exist when the surface features in the built environment are not well known or
when the surface comprises a patchwork of different surface types, asis common in the eastern
United States.

Theinitial conditions, i.e., the concentration fields of all species computed by a model,
and the boundary conditions, i.e., the concentrations of species along the horizontal and upper
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boundaries of the model domain throughout the simulation must be specified at the beginning of
the simulation. It would be best to specify initial and boundary conditions according to
observations. However, datafor vertical profiles of most species of interest are sparse. The
results of model simulations over larger, preferably global, domains can also be used. Asmay be
expected, the influence of boundary conditions depends on the lifetime of the species under
consideration and the time scales for transport from the boundaries to the interior of the model
domain (Liu et a., 2001b).

Each of the model components described above has an associated uncertainty, and the
relative importance of these uncertainties varies with the modeling application. The largest
errorsin photochemical modeling are still thought to arise from the meteorological and
emissions inputs to the model (Russell and Dennis, 2000). Within the model itself, horizontal
advection algorithms are still thought to be significant source of uncertainty (e.g., Chock and
Winkler, 1994), though more recently, those errors are thought to have been reduced (e.g.,
Odman and Ingram, 1996). There are also indications that problems with mass conservation
continue to be present in photochemical and meteorological models (e.g., Odman and Russell,
1999); these can result in significant simulation errors. The effects of errorsin initial conditions
can be minimized by including several days “spin-up” time in asimulation to allow the model to
be driven by emitted species before the simulation of the period of interest begins.

While the effects of poorly specified boundary conditions propagate through the model’s
domain, the effects of these errors remain undetermined. Because many meteorological
processes occur on spatial scales which are smaller than the model grid spacing (either
horizontally or vertically) and thus are not calculated explicitly, parameterizations of these
processes must be used and these introduce additional uncertainty.

Uncertainty also arises in modeling the chemistry of Oz formation becauseit is highly
nonlinear with respect to NOx concentrations. Thus, the volume of the grid cell into which
emissions are injected isimportant because the nature of Oz chemistry (i.e., O3 production or
titration) depends in a complicated way on the concentrations of the precursors and the OH
radical asnoted earlier. The use of ever-finer grid spacing allows regions of Os titration to be
more clearly separated from regions of O3 production. The use of grid spacing fine enough to
resolve the chemistry in individual power-plant plumesistoo demanding of computer resources
for this to be attempted in most simulations. Instead, parameterizations of the effects of sub-
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grid-scale processes such as these must be devel oped; otherwise serious errors can result if
emissions are allowed to mix through an excessively large grid volume before the chemistry step
inamodel calculation is performed. In light of the significant differences between atmospheric
chemistry taking place inside and outside of a power plant plume (e.g., Ryerson et al., 1998 and
Sillman, 2000), inclusion of a separate, meteorological module for treating large, tight plumesis
necessary. Because the photochemistry of Oz and many other atmospheric speciesis nonlinear,
emissions correctly modeled in atight plume may be incorrectly modeled in a more dilute plume.
Fortunately, it appears that the chemical mechanism used to follow a plume’s development need
not be as detailed as that used to simulate the rest of the domain, as the inorganic reactions are
the most important in the plume see (e.g., Kumar and Russell, 1996). The need to include
explicitly plume-in-