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Abstract

Existing postcensal estimates of poverty and income &
the courty level are mnsidered inadequate for various
reasons. The Censusisrapidly dated andthe March CPS
is nat sufficiently reliable, especialy for those courties
which are not sampled by CPS The goal of The Small

Arealncome and Poverty Estimates (SAIPE) projed isto
formthese estimates. We model ed the number of poarin
various age caegories and median howsehold income &
afunction d various variablestaken from administrative
records. Wereaognizetwo sourcesof "error” -- sampling
error and model error -- and apply a shrinkage estimator
to oltain estimates of number of poa or median income
by courty. Finally, a ratio adjustment is used to make
estimates consistent with the SAIPE state estimates. We
describe the methods used to oltain these estimates and
their standard errors and pesent some empiricd

evaluations of the models.

0. Introduction

Existing postcensal estimates of poverty and income &
the courty level are mnsidered inadequate for various
reasons, includingthefaa that the Censusisrapidly dated
andthe March CPSisnat sufficiently reliable, espedally
for those wurties which are nat sampled by CPS The
goa of The Small Arealncome and Poverty Estimates
(SAIPE) projed isto formthese estimates. We modeled
the number of poar in various age cdegories and median
househddincome asafunction o variousvariablestaken
fromadministrativerecords. Of particular interest to this
paper are number of poar, espedally those aged 5to 17
yeas. We remgnize two sources of "error”, sampling
error andmodel error, and apply a shrinkage estimator to
obtain estimates of number of poar or income by courty.
To form the necessary estimates of the variance
comporents, we use aBest Linea Unbiased predictor,
estimated with a modificaion o the MINQUE(0)
estimator. Finally, aratio adjustment is used to make
estimates consistent with the SAIPE state estimates,
derived independently.

We describe the methods used to oltain these estimates
and their standard errors and present some empiricd
evaluations of the models. The mode was used to

“predict” numbers of poar in 1990. We then compared
the results to those from the 1990Census to evaluate our
model. The results of the comparisons are presented.

Sedion 1 describes some aspeds of the data. Sedion 2
describes the small area etimation model we used.
Sedion 3 describes the methods we used to form the
courty level estimates. Sedion 4 dscusssthe estimation
of the variance mmporents, sedion 5 dscribes the
cdculation of standard errors and confidence intervals,
sedion 6 the raking and the necessary adjustment to the
variance, and sedion 7 describes the model evaluations.
We oncludein sedion 8.

1. Data

Weform estimates of poverty for every courty inthe US.
The approach is to use CPSestimates of the number of
poa at the county level as the resporse variable in a
regression equation with administrative records data &
predictors. The CPShas samplein orly about athird of
the courntiesintheUS. We form parameter estimates on
the basis of those wurties, then apply the estimated
model to the remaining counties. Once we have the
regressonpredictions, weformthe Empiricd Bayes(EB)
estimator by taking aweighted average of the CPSdired
estimate and the regresson prediction. Thisway we can
make use of theinformationin theindividual CPScourty
estimates.

The data we get diredly from the CPS neal some
modificaion. First, the primary sampling units (PJs) in
the CPSdesign include mlledions of courties or minor
civil divisions; these PSJs are dhasen from one or more
inthestrata. Theweightsfor observationsin CPSinclude
afador for the inverse of the probability of seledion o
the PJ. When we form courty-level aggregates, then,
we nedal to multi ply by the probability of seledion d the
appropriate PSJ so these aygregates are goproximately
unbiased at the county level. For details of the CPS
design, see(Bureau o the Census, 1996.

In an eff ort to reducethe variance of the resporsein our
regresson model, wetook athreeyea weighted average
of observationsin the wmurty, weighted by the number of
houwsing units with children 5to 17 years old in the
poverty universe. Thisaso had the dfed of increasing
the number of courties with any sample caes at all.



Spedficdly, if C;is the court of interviewed hoising
units in which at least one person age 5-17 is foundin
courty i inyea j, U;isthe estimated number of related
persons age 5-17 in the poverty universe in courty i in
yea j, ohtained using the CP Ssampli ng weights adj usted
to represent courties, and D;; is the similarly estimated
number of related personsage5-17infamiliesin poverty
in courty i in yea j, then the value of the poverty rate
with which county i is charaderized in the regressonsis
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The number of personsin the poverty universein courty
iis

T > GiYy
i i

andthe number of related personsage5-17infamiliesin
poverty with which courty i is charaderized is

P, = ST, .

2. The Modd

Wemodeled thelog of the 3-yea average of CPSnumber
of poa as a linea function d the logs of variables
derived from administrative records data: food stamps,
number of poa from tax forms, number of exemptions,
popuation, and the last census number of poa. Put
ancther way, we assume the regresson model with two
sources of “error”, one aciated with the deviation o
the “true” courty log humber of poa from the mean
regresson curve and ore aciated with sampling in
CPS We will refer to the former as the murty randam
effed or model error andthe latter as sampling error.

We use abest linea unbiased predictor (BLUP) with a
few modficdions. In the usua BLUP case, we can
estimate the variance of the error comporents provided
some assumptions abou the cvariance structures are
satisfied. These asaumptions are satisfied here, bu we
thought the Censuscould provide someinformationabout
the fit of the model itself, that is, the magnitude of the
random effeds variance We therefore modeled the
Census using the same methods, assuming a common
variance on the random effeds. Then we estimated the
randam eff eds variance from the Census of the model.

A.CPSMode

We asaumethe vedor of CPSestimates of |og number of
poa persons for the courties has sampling properties

Ycll"lcN N[uclvoe]

which shoud beread asanormal distributionwith mean
vedor |, and covariancematrix V... We ssuumeV_ is
diagonal. The mean vedor has the distribution

B~ NIX BV ]

The covariance matrix V, has the form v,l, for some
scdar v,. Here we asaume that the randam effeds
varianceis constant acosscourties.

We can expressthis as alinea modd!:

Yc:Xch+uc+ec’

where u~N[0,V ] and €~N[O,V.] . The X3, term
containsthe explanatory variablesincluding information
from the administrative records. The secondterm isthe
randam effed. The last term represents the sampling
error.

The asauimption d normality of the log number of poa,
equivalent to an assuumption d lognormality of the
number of poa at the cournty level, is necessary only
insofar as it justifies ouwr cdculation d variances,
described below. Itisalso helpful for testsof hypotheses,
but those ae not our primary concern.

B. Census M odel

Thetermsin the CPSmodel above aeidentifiable when
the covariancestructures V,andV . arediff erent, bu we
thought that the Census might haveinformationabou the
randam aff eds variance; indeed we thought the randam
effeds variances might be the same, so we a&saume the
same model halds for the Census and that the randam
effed varianceV ,isthe samefor CensusandCPS Then
we estimated the randam effeds variance from the
Census data. The hope was that the Census, with its
much higher predsion,wouldyield better estimatesof V.
The hope seems to have been bane out; seethe results
sedion.

We asaume aCensus model similar to the CPS model.
We asamethe vedor of Census estimates of log number
of poa personsfor the amurties has sampling properties



Yd||.,ld~ N[I"ldlvde]

Again, V. is diagonal. The mean vedor has the

distribution
My~ N[Xdﬁd,vu]-

The covariancematrix V ,iscommonwiththat inthe CPS
model.

Wecan expressthisasalinea model just aswedidinthe
CPSmode!:

Yg=XBytUgt€q

where u,~N[O,V ] and €,~N[O,V.]. The X34 term
containsthe explanatory variablesto describethe Census
resporses. The secondtermisthe randam effedsterm
with variance ®mmonto theoneinthe CPSmodel. The
last term represents the sampling error and is estimated
with Generalized Variance Functions (GVFs) in the
Census model. See(Bureau of the Census, 1993 Note
the census part of the model is gmilar to the Fay-
Herriot(1979 model.

3. Estimation

The shrinkage estimator has the form
Y=Y +(1-a)(Y,-Y).

where Qi isthe estimated mean, Xp and Y, is the direct
estimate, when it is available. The variable aisaweight
which depends ontherelative sizes or the variances of u
ande. Anexpressonfor theweightsisgiven below. The
variable g is chasen to minimize the expeded squared
diff erence between the estimator and the true courty log
number of poa ;.

Theruledefined by avalue athat minimizesthe expeded
diff erence between Qi and |, is the best linea unkbased
predictor and the arrespondng valuefor a is

\Y/
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a1:

\?i is estimated by performing a weighted least squares

procedure with weights equal to

weight for county i=

(V, V)

The etimation o \7u and Vei is discus=d in the next
sedion.

4.Variance Component Estimation

It remainsto estimate the variancesV ,and V.. First we
estimate the randam effeds variance V,.  This
information comes from the Census, which we assume
has the same randam eff eds variance & CPS We aply
the same basic form of this model to the Census as we
apply to the CPS

The GVF variances we had for the Census were for the
number of poa. We nealed to transform these to
variancesfor thelog number poar. Recdl we ssaumethe
number poa in courty iislognormal. That is, if W, isthe
number of poar in cournty i and

Y =In(W)),

Yi "Ji ~ N(Hi 1V€i)

and

WilurLN(ﬁi,ﬂzi)-

We estimate % with Census GVFs and solve for V..

If we fit either the CPS or the Census regresson with
ordinary least squares, we have

E(SSE)=E(Y'M 'MY)=E(Y'MY)

=) Vv tr(Mdiag(e))+Y_ V_ tr(Mdiag(e))

where g isthei™ column of the identity matrix and M =I-
X(X'X) X",

Now let m. bethe i diagonal of the projedionmatrix | -

X(X'X)*X"' or one minus the leverage of the i"
observation. In ou application,wehaveV =V forali,
so

E(SSE)=V df+ 3 Vmy,



and

e it

E(MSE)-V,+~ Y V.m
df,

If the V. have unkiased estimators V., an unbiased

estimator for V,, is

€ir

See(Fay andHerriot, 1979 or Christiansen (1987). This
isjust the MINQUE(Q) (Christiansen, (1987 estimator
with V given.

If wefit OLS to the CPSmodd,

1
E(MMSE)=V,+—-)_ V,;m;.
df,

We make the asumption that V., = o°d, where d, is
known. Here, d=1/n, Wheren, isthe CPSsamplesizein
courty i. Note this is approximately equivaent to the
asaumption that cv3(W,)=0%n,. Some other models for d
are examined in sedion 7. The equationis

M

2
EMSE)=V +2}"
df 4

Solving for g yields

df E(MSE) -df V/,
——,
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Now we ca write our estimator for V in CPSfor log
number of poa :

| SSE-dfY,

m
niz _u
j

n

V_=6%n

Ce

Thisestimator isan unbased quedratic estimator for V.
(Reference?)

5. Standard Err orsand Confidencelntervals

The expeded squared error for the EB estimator, if we
ignore the varianceof the &'s, is

R-a%V(V)+aV,

SeeHenderson(1979. In many situations, the variance
of the a@'s can be pretty important in that the variance
contributed by the estimation d the EB weights may not
be negligible compared to the other variances. One
example is the Fay-Herriot model, which is very similar
to the one a&ove, except the sampling varianceis known
and the randam eff eds varianceis estimated. (Fay and
Herriot, 1979 Inthat case,- the estimator abovetendsto
nonregligibly underestimate the total variance In ou
case, the CPS sampling variance is estimated from the
data and, at this writing, the cenxsus sampling varianceis
asumed known. In this case, the underestimation of
variance, as measured with the method described by
Prasad & Rao(1990, seamsto be negligible.

It's not obvious from the eguation above, bu when the
a’'sare doseto 1,the variances of thefinal estimates are
close to that of the \?i’s. In ou applicaion, then, the
variances of the estimatesin the log scde ae somewhat
uniform, so the CV’ s of the estimated number of poar are
somewhat uniform.

5.1 Transformations of Estimates badk to ‘Number of
Poor’.

It remainsto convert our estimates of log number of poar
to estimatesfor number of poar. To convert the estimates
themselves, we notethe mean of alognormal distribution
is exp(u +0%2), where u and o are the mean and
variance, respedively, of the rrespondng normal
distribution. We form the same transformation with o=
Ve

The variance estimates also neal to be formed for the
number of poa. We do this smply by recognizing that
var(log(w))=cvi(w), which is an approximation that
works well when the right hand side of that equationis
small.



5.2 ConfidenceIntervals

We follow the mnmon padice of forming our
confidenceintervals thus:

~ ” o 12
(Yi-Z,,R7" Yz ,R™),

where z,,, is the 1-a/2 quentile of the standard normal
distribution. SeeMorris(1983. Thisgivesus ymmetric
confidence intervals, which are not completely
appropriate for the lognormally distributed number of
poa.

6. Raking

One of therequirementsof our estimatorsisthat they sum
to the State estimates (Fay 97). They arenot constrained
to this in the estimation, so ratio adjustment step was
included to ensure that they do. Courty j in state i is
multi plied by theratio of the state estimate of poa to the
sum of the county estimates of poar. That is,

1

W YTj iJ',
i

|j:iz i

1

whereW,; isthe so-cal ed raked estimator of poar in state
j, courty i, Y isthe estimate of poar in statej, and Y is
the estimate for courty i in statej. The variance on this
estimator is different from the unraked estimator. The
new variance is approximated with a Taylor expansion
abou the expedations of the threefadors in the dove
equation. Unfortunately, this depends onthe mvariance
of the county- and state-based estimates, which has not
been estimated.

7.Some Evaluation Notes

Itwould never doto consider amodel with noalternatives
andnat evaluate any of the asumptions. It isalso niceto
consider some dternatives with resped to the estimation
procedure itself. In this ®dion we examine some of
these topics.

7.10ther Models
We have alist of aternative models, some suggested by

our colleagues at the National Academy of Science In
this paper we consider the estimates made for 199Q for

the purpose of comparison to the Census, and for 1994,
and make comparisons to two ather models. Thefirst is
based on the assumption that the county shares within
eadt state ae the same @ at the previous Census; the
Census courts, then, are simply raked to the state-based
estimates of Fay. We will refer to this estimate as U1.
The secndestimator is based onthe assumptionthat the
courty ratios, poa/popuation, are the same & at the
previouscensus; theratiosfromtheprevious Censusare
multi plied by the aurrent popuation estimate and raked
the resulting numbers to the state estimate. We refer to
this model as U2.

Another model modification poposed by the panel
(NRC, 1997 modelsthelog of theraterather thanthelog
number poor but keeps the set of dependent variables
described above. We present it here because it looks
competitive with the SAIPE model where anumber of
other propasals have turned ou not to be & interesting.
Werefer to this model asD.

A minimum requirement for our estimates is that they
perform better than the Census. Models U1 and U2
sean like very straightforward improvements over the
Census, and we would like our model to do letter than
they do.

7.1.1.Numericd Results

We have several criteriafor the evaluation o the models
and estimates, including the traditional regresson
diagnostics and comparisons to the Censusin 1990. We
content ourselves with Table 1, which shows the mean
relative diff erence and mean absolute relative diff erence
between the estimates andthe Census number of poar for
children 5to 17yeasold for eat o the threemodels.
Therdative differenceis

model estimate of number of poor
census estimate of number of poor

Note the numbers in Table 1 are reported for the raked
estimates, sincethe models U1 and U2 are by definition
raked.



Table1.
Measure of Comparison to the Census
for some Models.

Mean Mean Absolute
Relative Relative Difference
Difference

Ul 17.%% 29.3

u2 15.6%%0 27.0%

SAIPE 2.%% 15.®%

Model

D 1.7 17.1%

Clealy the SAIPE model andthe D model are better than
Ul or U2, a least as we measure it here. We chose the
SAIPE model over the D model partly for its improved
performance with the mean absolute relative diff erence
There was also the ansideration that the estimated rates
inthe D model would nead to be mnverted into anumber
of poa, that being our parameter of interest, and in so
doing, we would need to multiply by an estimate of a
popuation. We were not able to evaluate the quality of
the popuation estimates, so we were not sure what
contribution they would make to either the variance or
bias of the final estimates.

8. Conclusion

Weformulated amodel to estimate the number of poar at
the courty level by forming the regresson o CPSdireda
estimates on administrative reards data. We suggested
some criteria by which we @uld judge the model and
showed that the model performs better by these aiteria
than some of the more obvious aternatives. We dso
examined some variations one some of our methods and
assumptions and we saw that we did nd do too badly
compared to them, although we saw how we might make
someimprovements. In particular, we may use aslightly
diff erent model for the variances and we may replacethe
constrained MINQUE(0O) estimator with the MLE.

We did na consider other modelsin this paper. Severa
have been suggested, particularly somewhichmodel rates
as afunction d administrative records data. That has
been left for anather paper.
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