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Foreword

The Federal Information Processing Standards Publication Series of the National Institute of Standards and Technology (NIST) is
the official series of publications relating to standards and guidelines adopted and promulgated under the provisions of Section
5131 of the Information Technology Management Reform Act of 1996 (Public Law 104-106) and the Computer Security Act of
1987 (Public Law 100-235). These mandates have given the Secretary of Commerce and NIST important responsibilities for
improving the utilization and management of computer and related telecommunications systems in the Federal government. The
NIST, through its Information Technology Laboratory, provides leadership, technical guidance, and coordination of government
efforts in the development of standards and guidelinesin these aress.

Comments concerning Federal Information Processing Standards Publications are welcomed and should be addressed to the
Director, Information Technology Laboratory, National Institute of Standards and Technology, 100 Bureau Drive, Stop 8900,
Gaithersburg, MD 20899-8900.

William Mehuron, Director
Information Technology L aboratory

Abstract

The selective application of technological and related procedural safeguards is an important responsibility of every Federal
organization in providing adequate security in its computer and telecommunication systems. This publication provides a standard
that will be used by Federal organizations when these organizations specify that cryptographic-based security systems are to be
used to provide protection for sensitive or valuable data. Protection of a cryptographic module within a security system is
necessary to maintain the confidentiality and integrity of the information protected by the module. This standard specifies the
security requirements that will be satisfied by a cryptographic module. The standard provides four increasing, qualitative levels
of security intended to cover a wide range of potential applications and environments. The security requirements cover areas
related to the secure design and implementation of a cryptographic module. These areas include cryptographic module
specification; cryptographic module ports and interfaces; roles, services, and authentication; finite state model; physical security;
operational environment; cryptographic key management; electromagnetic interference/electromagnetic compatibility
(EMI/EMC); self-tests; design assurance; and mitigation of other attacks.

Key words: computer security, telecommunication security, cryptography, cryptographic modules, Federal Information
Processing Standard (FIPS).
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SECURITY REQUIREMENTSFOR CRYPTOGRAPHIC MODULES

Federal Information Processing Standards Publications (FIPS PUBS) are issued by the National Institute of
Standards and Technology (NIST) after approval by the Secretary of Commerce pursuant to Section 5131
of the Information Technology Management Reform Act of 1996 (Public Law 104-106) and the Computer
Security Act of 1987 (Public Law 100-235).

1. Nameof Standard. Security Regquirementsfor Cryptographic Modules (FIPS PUB 140-2).
2. Category of Standard. Computer Security Standard, Cryptography.

3. Explanation. This standard specifies the security requirements that will be satisfied by a cryptographic
module utilized within a security system protecting sensitive but unclassified information (hereafter
referred to as sensitive information). The standard provides four increasing, qualitative levels of security:
Level 1, Level 2, Level 3, and Level 4. These levels are intended to cover the wide range of potential
applications and environments in which cryptographic modules may be employed. The security
requirements cover areas related to the secure design and implementation of a cryptographic module.
These areas include cryptographic module specification, cryptographic module ports and interfaces; roles,
services, and authentication; finite state model; physical security; operational environment; cryptographic
key management; electromagnetic interference/electromagnetic compatibility (EMI/EMC); self-tests;
design assurance; and mitigation of other attacks. This standard supersedes FIPS 140-1, Security
Requirements for Cryptographic Modules, in its entirety.

The Cryptographic Module Validation Program (CMVP) validates cryptographic modules to Federal
Information Processing Standard (FIPS) 140-2 and other cryptography based standards. The CMVP is a
joint effort between NIST and the Communications Security Establishment (CSE) of the Government of
Canada. Products validated as conforming to FIPS 140-2 are accepted by the Federal agencies of both
countries for the protection of sensitive information (United States) or Designated Information (Canada).
The goal of the CMVP is to promote the use of validated cryptographic modules and provide Federal
agencies with a security metric to use in procuring equipment containing validated cryptographic modules.

In the CMVP, vendors of cryptographic modules use independent, accredited testing laboratories to have
their modules tested. National Voluntary Laboratory Accreditation Program (NVLAP) accredited
laboratories perform cryptographic module compliance/conformance testing.

4. Approving Authority. Secretary of Commerce.

5. Maintenance Agency. Department of Commerce, National Institute of Standards and Technology,
Information Technology Laboratory (ITL).

6. Crosslndex.

FIPS PUB 46-3, Data Encryption Standard.

FIPS PUB 74, Guidelines for Implementing and Using the NBS Data Encryption Standard.
FIPS PUB 81, DES Modes of Operation.

FIPS PUB 113, Computer Data Authentication.
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FIPS PUB 171, Key Management Using ANSI X9.17.

FIPS PUB 180-1, Secure Hash Standard.

FIPS PUB 186-2, Digital Signature Standard.

Special Publication 800-2, Public Key Cryptography.

Specia Publication 800-20, Modes of Operation Validation System for the Triple Data Encryption
Algorithm (TMOV S): Requirements and Procedures
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These documents may be found at the CMVP URL http://www.nist.gov/cmvp. Other NIST publications
may be applicable to the implementation and use of this standard. A list (NIST Publications List 91) of
currently available computer security publications, including ordering information, can be obtained from
NIST.

7. Applicability. Thisstandard is applicableto all Federal agencies that use cryptographic-based security
systems to protect sensitive information in computer and telecommunication systems (including voice
systems) as defined in Section 5131 of the Information Technology Management Reform Act of 1996,
Public Law 104-106. This standard shall be used in designing and implementing cryptographic modules
that Federal departments and agencies operate or are operated for them under contract. Cryptographic
modules that have been approved for classified use may be used in lieu of modules that have been validated
against this standard. The adoption and use of this standard is available to private and commercial
organizations.

8. Applications. Cryptographic-based security systems may be utilized in various computer and
telecommunication applications (e.g., data storage, access control and persona identification, network
communications, radio, facsimile, and video) and in various environments (e.g., centralized computer
facilities, office environments, and hostile environments). The cryptographic services (e.g., encryption,
authentication, digital signature, and key management) provided by a cryptographic module are based on
many factors that are specific to the application and environment. The security level to which a
cryptographic module is validated must be chosen to provide a level of security appropriate for the security
requirements of the application and environment in which the module will be utilized and the security
services that the module will provide. The security requirements for a particular security level include both
the security requirements specific to that level and the security requirements that apply to al modules
regardless of the level.

9. Specifications. Federa Information Processing Standard (FIPS) 140-2, Security Requirements for
Cryptographic Modules (affixed).

10. Implementations. This standard covers implementations of cryptographic modules including, but not
limited to, hardware components or modules, software/firmware programs or modules or any combination
thereof. Cryptographic modules that are validated under the CMVP will be considered as conforming to
this standard. Information about the CMV P can be obtained from the

a. Nationa Institute of Standards and Technology, Information Technology Laboratory, 100 Bureau
Drive, Stop 8900, Gaithersburg, MD 20899-8900.

b. Communications Security Establishment, ITS Client Services, 1500 Bronson Ave., Ottawa, ON
K1G 3z4.

c. CMVPURL http://www.nist.gov/cmvp.

11. Approved Security Functions. Cryptographic modules that conform to this standard shall employ
Approved security functions such as cryptographic algorithms, cryptographic key management techniques,
and authentication techniques that have been approved for protecting Federal government sensitive
information. Approved security functions include those that are either:

a. specifiedin a Federal Information Processing Standard (FIPS),

b. adopted in a FIPS and specified either in an appendix to the FIPS or in a document referenced by
the FIPS, or

c. specifiedinthelist of Approved security functions.
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12. Interpretation. Questions concerning the content and specifications of this standard should be
addressed to: Director, Information Technology Laboratory, ATTN: FIPS 140-2 Interpretation, National
Ingtitute of Standards and Technology, 100 Bureau Drive, Stop 8900, Gaithersburg, MD 20899-8900.
Resolution of questions regarding this standard will be provided by the validation authorities at NIST and
CSE.

13. Export Control. Certain cryptographic devices and technical data regarding them are subject to
Federal export controls and exports of cryptographic modules implementing this standard and technical
data regarding them must comply with these Federal regulations and be licensed by the Bureau of Export
Administration of the U.S. Department of Commerce. Applicable Federal government export controls are
specified in Title 15, Code of Federal Regulations (CFR) Part 740.17; Title 15, CFR Part 742; and Title 15,
CFR Part 774, Category 5, Part 2.

14. Implementation Schedule. This standard becomes effective six months after approval by the
Secretary of Commerce. A transition period from November 25, 2001 until six months after the effective
date is provided to enable all agencies to develop plans for the acquisition of products that are compliant
with FIPS 140-2. Agencies may retain and use FIPS 140-1 validated products that have been purchased
before the end of the transition period. After the transition period, modules will no longer be tested against
the FIPS 140-1 requirements. After the transition period, al previous validations against FIPS 140-1 will
still be recognized. Figure 1 summarizes the FIPS 140-2 implementation schedule.
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Figure 1. FIPS 140-2 Implementation Schedule

15. Qualifications. The security requirements specified in this standard are based upon information
provided by many sources within the Federal government and private industry. The requirements are
designed to protect against adversaries mounting cost-effective attacks on sensitive government or
commercial data (e.g., hackers, organized crime, and economic competitors). The primary goa in
designing an effective security system isto make the cost of any attack greater than the possible payoff.



While the security requirements specified in this standard are intended to maintain the security provided by
a cryptographic module, conformance to this standard is not sufficient to ensure that a particular module is
secure. The operator of a cryptographic module is responsible for ensuring that the security provided by a
module is sufficient and acceptable to the owner of the information that is being protected and that any
residual risk is acknowledged and accepted.

Similarly, the use of a validated cryptographic module in a computer or telecommunications system does
not guarantee the security of the overall system. The responsible authority in each agency shall ensure that
the security of the system is sufficient and acceptable.

Since a standard of this nature must be flexible enough to adapt to advancements and innovationsin science
and technology, this standard will be reviewed every five years in order to consider new or revised
requirements that may be needed to meet technological and economic changes.

16. Waiver Procedure. Under certain exceptional circumstances, the heads of Federal agencies, or their
delegates, may approve waivers to Federal Information Processing Standards (FIPS), for their agency. The
heads of such agencies may redelegate such authority only to a senior official designated pursuant to
Section 3506(b) of Title 44, U.S. Code. Waivers shall be granted only when compliance with a standard
would

a. adversely affect the accomplishment of the mission of an operator of Federal computer system or

b. cause a mgjor adverse financial impact on the operator that is not offset by government-wide
savings.

Agency heads may act upon a written waiver request containing the information detailed above. Agency
heads may also act without a written waiver request when they determine which conditions for meeting the
standard cannot be met. Agency heads may approve waivers only by a written decision that explains the
basis on which the agency head made the required finding(s). A copy of each such decision, with
procurement sensitive or classified portions clearly identified, shall be sent to: National Institute of
Standards and Technology; ATTN: FIPS Waiver Decision, Information Technology Laboratory, 100
Bureau Drive, Stop 8900, Gaithersburg, MD 20899-8900.

In addition, notice of each waiver granted and each delegation of authority to approve waivers shall be sent
promptly to the Committee on Government Operations of the House of Representatives and the Committee
on Government Affairs of the Senate and shall be published promptly in the Federal Register.

When the determination on a waiver applies to the procurement of egquipment and/or services, a notice of
the waiver determination must be published in the Commerce Business Daily as a part of the notice of
solicitation for offers of an acquisition or, if the waiver determination is made after that notice is published,
by amendment to such notice.

A copy of the waiver, any supporting documents, the document approving the waiver and any supporting
and accompanying documents, with such deletions as the agency is authorized and decides to make under
Section 552(b) of Title 5, U.S. Code, shall be part of the procurement documentation and retained by the

agency.

17. Where to obtain copies. Copies of this publication are avalable from the URL:
http://csrc.nist.gov/publications. Copies are available for sale by the National Technical Information
Service, U.S. Department of Commerce, Springfield, VA 22161. When ordering, refer to Federa
Information Processing Standards Publication 140-2 (FIPSPUB1402) and identify the title.  When
microfiche is desired, this should be specified. Prices are published by NTIS in current catalogs and other
issuances. Payment may be made by check, money order, deposit account, or charged to a credit card
accepted by NTIS.

18. CHANGE NOTICE. See important change notice at the end of this document.
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1 OVERVIEW

This standard specifies the security requirements for a cryptographic module utilized within a security
system protecting sensitive information in computer and telecommunication systems (including voice
systems) as defined in Section 5131 of the Information Technology Management Reform Act of 1996,
Public Law 104-106.

FIPS 140-1 was developed by a government and industry working group composed of both operators and
vendors. The working group identified requirements for four security levels for cryptographic modules to
provide for a wide spectrum of data sensitivity (e.g., low value administrative data, million dollar funds
transfers, and life protecting data) and a diversity of application environments (e.g., a guarded facility, an
office, and a completely unprotected location). Four security levels are specified for each of 11
requirement areas. Each security level offers an increase in security over the preceding level. These four
increasing levels of security allow cost-effective solutions that are appropriate for different degrees of data
sensitivity and different application environments. FIPS 140-2 incorporates changes in applicable
standards and technology since the development of FIPS 140-1 as well as changes that are based on
comments received from the vendor, laboratory, and user communities.

While the security requirements specified in this standard are intended to maintain the security provided by
a cryptographic module, conformance to this standard is not sufficient to ensure that a particular module is
secure. The operator of a cryptographic module is responsible for ensuring that the security provided by
the module is sufficient and acceptable to the owner of the information that is being protected, and that any
residual risk is acknowledged and accepted.

Similarly, the use of a validated cryptographic module in a computer or telecommunications system is not
sufficient to ensure the security of the overall system. The overall security level of a cryptographic module
must be chosen to provide a level of security appropriate for the security requirements of the application
and environment in which the module is to be utilized and for the security services that the module is to
provide. The responsible authority in each organization should ensure that their computer and
telecommunication systems that utilize cryptographic modules provide an acceptable level of security for
the given application and environment.

The importance of security awareness and of making information security a management priority should be
communicated to al users. Since information security requirements vary for different applications,
organizations should identify their information resources and determine the sensitivity to and the potential
impact of losses. Controls should be based on the potentia risks and should be selected from available
controls, including administrative policies and procedures, physical and environmental controls,
information and data controls, software development and acquisition controls, and backup and contingency
planning.

The following sections provide an overview of the four security levels. Common examples, given to
illustrate how the requirements might be met, are not intended to be restrictive or exhaustive.

The location of Annexes A, B, C, and D can befound in APPENDIX D: SELECTED BIBLIOGRAPHY .
11 Security Level 1

Security Level 1 provides the lowest level of security. Basic security requirements are specified for a
cryptographic module (e.g., at least one Approved algorithm or Approved security function shall be used).
No specific physical security mechanisms are required in a Security Level 1 cryptographic module beyond
the basic requirement for production-grade components. An example of a Security Level 1 cryptographic
module is a personal computer (PC) encryption board.



Security Level 1 alows the software and firmware components of a cryptographic module to be executed
on a genera purpose computing system using an unevaluated operating system. Such implementations
may be appropriate for some low-level security applications when other controls, such as physical security,
network security, and administrative procedures are limited or nonexistent. The implementation of
cryptographic software may be more cost-effective than corresponding hardware-based mechanisms,
enabling organizations to select from alternative cryptographic solutions to meet lower-level security
requirements.

12 Security Level 2

Security Level 2 enhances the physical security mechanisms of a Security Level 1 cryptographic module by
adding the requirement for tamper-evidence, which includes the use of tamper-evident coatings or seals or
for pick-resistant locks on removable covers or doors of the module. Tamper-evident coatings or seals are
placed on a cryptographic module so that the coating or seal must be broken to attain physical access to the
plaintext cryptographic keys and critical security parameters (CSPs) within the module. Tamper-evident
seals or pick-resistant locks are placed on covers or doors to protect against unauthorized physical access.

Security Level 2 requires, at a minimum, role-based authentication in which a cryptographic module
authenticates the authorization of an operator to assume a specific role and perform a corresponding set of
services.

Security Level 2 alows the software and firmware components of a cryptographic module to be executed
on ageneral purpose computing system using an operating system that

e meets the functional requirements specified in the Common Criteria (CC) Protection Profiles (PPs)
listed in Annex B and

e isevaluated at the CC evaluation assurance level EALZ2 (or higher).

An equivalent evaluated trusted operating system may be used. A trusted operating system provides alevel
of trust so that cryptographic modules executing on general purpose computing platforms are comparable
to cryptographic modules implemented using dedicated hardware systems.

13 Security Level 3

In addition to the tamper-evident physical security mechanisms required at Security Level 2, Security Level
3 attempts to prevent the intruder from gaining access to CSPs held within the cryptographic module.
Physical security mechanisms required at Security Level 3 are intended to have a high probability of
detecting and responding to attempts at physical access, use or modification of the cryptographic module.
The physical security mechanisms may include the use of strong enclosures and tamper detection/response
circuitry that zeroizes al plaintext CSPs when the removable covers/doors of the cryptographic module are
opened.

Security Level 3 requires identity-based authentication mechanisms, enhancing the security provided by the
role-based authentication mechanisms specified for Security Level 2. A cryptographic module
authenticates the identity of an operator and verifies that the identified operator is authorized to assume a
specific role and perform a corresponding set of services.

Security Level 3 requires the entry or output of plaintext CSPs (including the entry or output of plaintext
CSPs using split knowledge procedures) be performed using ports that are physically separated from other
ports, or interfaces that are logically separated using a trusted path from other interfaces. Plaintext CSPs
may be entered into or output from the cryptographic module in encrypted form (in which case they may
travel through enclosing or intervening systems).



Security Level 3 alows the software and firmware components of a cryptographic module to be executed
on ageneral purpose computing system using an operating system that

e meets the functional requirements specified in the PPs listed in Annex B with the additional
functional requirement of a Trusted Path (FTP_TRP.1) and

e isevauated at the CC evaluation assurance level EAL3 (or higher) with the additional assurance
requirement of an Informal Target of Evaluation (TOE) Security Policy Model (ADV_SPM.1).

An equivalent evaluated trusted operating system may be used. The implementation of a trusted path
protects plaintext CSPs and the software and firmware components of the cryptographic module from other
untrusted software or firmware that may be executing on the system.

14 Security Level 4

Security Level 4 provides the highest level of security defined in this standard. At this security level, the
physical security mechanisms provide a complete envelope of protection around the cryptographic module
with the intent of detecting and responding to all unauthorized attempts at physical access. Penetration of
the cryptographic module enclosure from any direction has a very high probability of being detected,
resulting in the immediate zeroization of al plaintext CSPs. Security Level 4 cryptographic modules are
useful for operation in physically unprotected environments.

Security Level 4 also protects a cryptographic module against a security compromise due to environmental
conditions or fluctuations outside of the module's normal operating ranges for voltage and temperature.
Intentional excursions beyond the normal operating ranges may be used by an attacker to thwart a
cryptographic module's defenses. A cryptographic module is required to either include specia
environmental protection features designed to detect fluctuations and zeroize CSPs, or to undergo rigorous
environmental failure testing to provide a reasonable assurance that the module will not be affected by
fluctuations outside of the normal operating range in a manner that can compromise the security of the
module.

Security Level 4 alows the software and firmware components of a cryptographic module to be executed
on ageneral purpose computing system using an operating system that

e meetsthe functional requirements specified for Security Level 3 and
e isevaluated at the CC evaluation assurance level EAL4 (or higher).

An equivalent evaluated trusted operating system may be used.



2. GLOSSARY OF TERMSAND ACRONYMS

21 Glossary of Terms
The following definitions are tailored for use in this standard:
Approved: FIPS-Approved and/or NIST-recommended.

Approved mode of operation: a mode of the cryptographic module that employs only Approved security
functions (not to be confused with a specific mode of an Approved security function, e.g., DES CBC
mode).

Approved security function: for this standard, a security function (e.g., cryptographic algorithm,
cryptographic key management technique, or authentication technique) that is either

a) specifiedin an Approved standard,

b) adopted in an Approved standard and specified either in an appendix of the Approved standard or
in a document referenced by the Approved standard, or

c) specifiedinthelist of Approved security functions.

Authentication code: a cryptographic checksum based on an Approved security function (also known as a
Message Authentication Code).

Automated key transport: the transport of cryptographic keys, usually in encrypted form, using electronic
means such as a computer network (e.g., key transport/agreement protocols).

Compromise; the unauthorized disclosure, modification, substitution, or use of sensitive data (including
plaintext cryptographic keys and other CSPs).

Confidentiality: the property that sensitive information is not disclosed to unauthorized individuals, entities,
O Processes.

Control information: information that is entered into a cryptographic module for the purposes of directing
the operation of the module.

Critical security parameter (CSP): security-related information (e.g., secret and private cryptographic keys,
and authentication data such as passwords and PINs) whose disclosure or modification can compromise the
security of a cryptographic module.

Cryptographic boundary: an explicitly defined continuous perimeter that establishes the physical bounds of
a cryptographic module and contains all the hardware, software, and/or firmware components of a
cryptographic module.

Cryptographic key (key): a parameter used in conjunction with a cryptographic algorithm that determines

the transformation of plaintext datainto ciphertext data,
the transformation of ciphertext datainto plaintext data,
adigital signature computed from data,

the verification of adigital signature computed from data,
an authentication code computed from data, or

an exchange agreement of a shared secret.



Cryptographic key component (key component): a parameter used in conjunction with other key
components in an Approved security function to form a plaintext cryptographic key or perform a
cryptographic function.

Cryptographic module: the set of hardware, software, and/or firmware that implements Approved security
functions (including cryptographic algorithms and key generation) and is contained within the
cryptographic boundary.

Cryptographic module security policy: a precise specification of the security rules under which a
cryptographic module will operate, including the rules derived from the requirements of this standard and
additional rulesimposed by the vendor. (See Appendix C.)

Crypto officer: an operator or process (subject), acting on behalf of the operator, performing cryptographic
initialization or management functions.

Data path: the physical or logical route over which data passes; a physical data path may be shared by
multiple logical data paths.

Differential power analysis (DPA): an analysis of the variations of the electrical power consumption of a
cryptographic module, using advanced statistical methods and/or other techniques, for the purpose of
extracting information correlated to cryptographic keys used in a cryptographic algorithm.

Digital signature: the result of a cryptographic transformation of data which, when properly implemented,
provides the services of:

1. origin authentication

2. dataintegrity, and

3. signer non-repudiation.

Electromagnetic compatibility (EMC): the ability of electronic devices to function satisfactorily in an
electromagnetic environment without introducing intolerable electromagnetic disturbances to other devices
in that environment.

Electromagnetic interference (EMI): electromagnetic emissions from a device, equipment, or system that
interfere with the normal operation of another device, equipment, or system.

Electronic key entry: the entry of cryptographic keys into a cryptographic module using electronic methods
such as asmart card or a key-loading device. (The operator of the key may have no knowledge of the value
of the key being entered.)

Encrypted key: a cryptographic key that has been encrypted using an Approved security function with akey
encrypting key, aPIN, or apassword in order to disguise the value of the underlying plaintext key.

Environmental failure protection (EFP): the use of features to protect against a compromise of the security
of a cryptographic module due to environmental conditions or fluctuations outside of the module's normal
operating range.

Environmental failure testing (EFT): the use of testing to provide a reasonable assurance that the security
of a cryptographic module will not be compromised by environmental conditions or fluctuations outside of
the modul€e's normal operating range.

Error detection code (EDC): a code computed from data and comprised of redundant bits of information
designed to detect, but not correct, unintentional changes in the data.



Finite state model: a mathematical model of a sequential machine that is comprised of a finite set of input
events, afinite set of output events, a finite set of states, a function that maps states and input to output, a
function that maps states and inputs to states (a state transition function), and a specification that describes
theinitial state.

Firmware: the programs and data components of a cryptographic module that are stored in hardware (e.g.,
ROM, PROM, EPROM, EEPROM or FLASH) within the cryptographic boundary and cannot be
dynamically written or modified during execution.

Hardware: the physical equipment within the cryptographic boundary used to process programs and data.

Hash-based message authentication code (HMAC): a message authentication code that utilizes a keyed
hash.

Initialization vector (IV): a vector used in defining the starting point of an encryption process within a
cryptographic agorithm.

Input data: information that is entered into a cryptographic module for the purposes of transformation or
computation using an Approved security function.

Integrity: the property that sensitive data has not been modified or deleted in an unauthorized and
undetected manner.

Interface: a logical entry or exit point of a cryptographic module that provides access to the module for
logical information flows representing physical signals.

Key encrypting key: a cryptographic key that is used for the encryption or decryption of other keys.

Key establishment: the process by which cryptographic keys are securely distributed among cryptographic
modules using manual transport methods (e.g., key loaders), automated methods (e.g., key transport and/or
key agreement protocols), or a combination of automated and manual methods (consists of key transport
plus key agreement).

Key loader: a self-contained unit that is capable of storing at least one plaintext or encrypted cryptographic
key or key component that can be transferred, upon request, into a cryptographic module.

Key management: the activities involving the handling of cryptographic keys and other related security
parameters (e.g., 1Vs and passwords) during the entire life cycle of the keys, including their generation,
storage, establishment, entry and output, and zeroization.

Key transport: secure transport of cryptographic keys from one cryptographic module to another module.

Manual key transport: a non-electronic means of transporting cryptographic keys.

Manual key entry: the entry of cryptographic keys into a cryptographic module, using devices such as a
keyboard.

Microcode: the elementary processor instructions that correspond to an executable program instruction.

Operator: an individual accessing a cryptographic module or a process (subject) operating on behalf of the
individual, regardless of the assumed role.

Output data: information that is produced from a cryptographic module.



Password: a string of characters (letters, numbers, and other symbols) used to authenticate an identity or to
verify access authorization.

Personal identification number (PIN): an alphanumeric code or password used to authenticate an identity.

Physical protection: the safeguarding of a cryptographic module, cryptographic keys, or CSPs using
physical means.

Plaintext key: an unencrypted cryptographic key.

Port: a physical entry or exit point of a cryptographic module that provides access to the module for
physical signals, represented by logical information flows (physically separated ports do not share the same
physical pin or wire).

Private key: a cryptographic key, used with a public key cryptographic algorithm, that is uniquely
associated with an entity and is not made public.

Protection Profile: an implementati on-independent set of security requirements for a category of Targets of
Evaluation (TOES) that meet specific consumer needs.

Public key: a cryptographic key used with a public key cryptographic algorithm that is uniquely associated
with an entity and that may be made public. (Public keys are not considered CSPs.)

Public key certificate: a set of data that uniquely identifies an entity, contains the entity's public key, and is
digitaly signed by atrusted party, thereby binding the public key to the entity.

Public key (asymmetric) cryptographic algorithm: a cryptographic algorithm that uses two related keys, a
public key and a private key. The two keys have the property that deriving the private key from the public
key is computationally infeasible.

Random Number Generator: Random Number Generators (RNGs) used for cryptographic applications
typically produce a sequence of zero and one bits that may be combined into sub-sequences or blocks of
random numbers. There are two basic classes: deterministic and nondeterministic. A deterministic RNG
consists of an agorithm that produces a sequence of bits from an initial value caled a seed. A
nondeterministic RNG produces output that is dependent on some unpredictable physical source that is
outside human control.

Removable cover: acover designed to permit physical access to the contents of a cryptographic module.

Secret key: a cryptographic key, used with a secret key cryptographic algorithm, that is uniquely associated
with one or more entities and should not be made public.

Secret key (symmetric) cryptographic algorithm: a cryptographic algorithm that uses a single secret key for
both encryption and decryption.

Security policy: see Cryptographic module security policy.

Seed key: a secret value used to initialize a cryptographic function or operation.

Smple power analysis (SPA): a direct (primarily visual) analysis of patterns of instruction execution (or
execution of individual instructions), obtained through monitoring the variations in electrical power

consumption of a cryptographic module, for the purpose of revealing the features and implementations of
cryptographic algorithms and subsequently the values of cryptographic keys.



Software: the programs and data components within the cryptographic boundary, usually stored on erasable
media (e.g., disk), that can be dynamically written and modified during execution.

Folit knowledge: a process by which a cryptographic key is split into multiple key components, individually
sharing no knowledge of the original key, that can be subsequently input into, or output from, a
cryptographic module by separate entities and combined to recreate the original cryptographic key.

Satus information: information that is output from a cryptographic module for the purposes of indicating
certain operational characteristics or states of the module.

System software: the special software within the cryptographic boundary (e.g., operating system, compilers
or utility programs) designed for a specific computer system or family of computer systems to facilitate the
operation and maintenance of the computer system, and associated programs, and data.

Tamper detection: the automatic determination by a cryptographic module that an attempt has been made to
compromise the physical security of the module.

Tamper evidence: the external indication that an attempt has been made to compromise the physical
security of a cryptographic module. (The evidence of the tamper attempt should be observable by an
operator subsequent to the attempt.)

Tamper response: the automatic action taken by a cryptographic module when a tamper detection has
occurred (the minimum response action is the zeroization of plaintext keys and CSPs).

Target of Evaluation (TOE): an information technology product or system and associated administrator and
user guidance documentation that is the subject of an evaluation.

TEMPEST: a name referring to the investigation, study, and control of unintentional compromising
emanations from telecommunications and automated information systems equipment.

TOE Security Functions (TSF): used in the Common Criteria, a set of the TOE consisting of all hardware,
software, and firmware that must be relied upon for the correct enforcement of the TOE Security Policy.

TOE Security Policy (TSP): used in the Common Criteria, a set of rules that regulate how assets are
managed, protected, and distributed within a Target of Evaluation.

Trusted path: a means by which an operator and a TOE Security Function can communicate with the
necessary confidence to support the TOE Security Policy.

User: an individual or a process (subject) acting on behalf of the individual that accesses a cryptographic
module in order to obtain cryptographic services.

Validation authorities: NIST and CSE.

Zeroization: a method of erasing electronically stored data, cryptographic keys, and CSPs by atering or
deleting the contents of the data storage to prevent recovery of the data.

2.2 Acronyms
The following acronyms and abbreviations are used throughout this standard:
ANS| American National Standards | nstitute

AP Application Program Interface



CAPP Controlled Access Protection Profile

CBC Cipher Block Chaining

CcC Common Criteria

CMVP Cryptographic Module Validation Program

CSE Communications Security Establishment of the Government of Canada
CcsP Critical Security Parameter

DES Data Encryption Standard

DOD Department of Defense

DPA Differential Power Analysis

DTR Derived Test Requirements

EAL Common Criteria Evaluation Assurance Level

EDC Error Detection Code

EEPROM Electronically-Erasable Programmable Read-Only Memory
EFP Environmental Failure Protection

EFT Environmental Failure Testing

EMC Electromagnetic Compatibility

EMI Electromagnetic Interference

EPROM Erasable Programmable Read-Only Memory

FCC Federal Communications Commission

FIPS Federal Information Processing Standard

FIPSPUB FIPS Publication

HDL Hardware Description Language

HMAC Hash-Based Message Authentication Code

IC Integrated Circuit

IG Implementation Guidance

ISO International Organization for Standardization
ITSEC Information Technology Security Evaluation Criteria
v Initialization Vector



NIST National Institute of Standards and Technology

NTIS National Technical Information Service
PIN Personal Identification Number

PROM Programmable Read-Only Memory
RAM Random Access Memory

RNG Random Number Generator

ROM Read-Only Memory

SPA Simple Power Analysis

TOE Target of Evaluation

TSF Target of Evaluation Security Functions
TSP Target of Evaluation Security Policy
URL Uniform Resource L ocator
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3. FUNCTIONAL SECURITY OBJECTIVES

The security requirements specified in this standard relate to the secure design and implementation of a
cryptographic module. The requirements are derived from the following high-level functional security
objectives for a cryptographic module:

To employ and correctly implement the Approved security functions for the protection of sensitive
information.

To protect a cryptographic modul e from unauthorized operation or use.

To prevent the unauthorized disclosure of the contents of the cryptographic module, including
plaintext cryptographic keys and CSPs.

To prevent the unauthorized and undetected modification of the cryptographic module and
cryptographic algorithms, including the unauthorized modification, substitution, insertion, and
deletion of cryptographic keys and CSPs.

To provide indications of the operational state of the cryptographic module.

To ensure that the cryptographic module performs properly when operating in an Approved mode
of operation.

To detect errors in the operation of the cryptographic module and to prevent the compromise of
sensitive data and CSPs resulting from these errors.
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4.

SECURITY REQUIREMENTS

This section specifies the security requirements that shall be satisfied by cryptographic modules
conforming to this standard.
implementation of a cryptographic module. These areas include cryptographic module specification;
module ports and interfaces; roles, services, and authentication; finite state model; physical security;
operational environment; cryptographic key management; electromagnetic interference/el ectromagnetic
compatibility (EMI/EMC); sdf-tests; and design assurance. An additional area concerned with the
mitigation of other attacks is currently not tested but the vendor is required to document implemented
controls (e.g., differential power analysis, and TEMPEST). Table 1 summarizes the security requirements
in each of these aress.

The security requirements cover areas related to the design and

Security Level 1

Security Level 2

Security Level 3

Security Level 4

Cryptographic
Module
Specification

Specification of cryptographic module, cryptographic boundary, Approved algorithms, and Approved modes of operation. Description of
cryptographic module, including al hardware, software, and firmware components. Statement of module security policy.

Cryptographic
Module Ports
and I nterfaces

Required and optiona int