The relation of age

to workplace injuries

Job risk patterns do not vary with age

Sfor temporary disabilities, but workers 65 and older
are more likely to suffer permanent disabilities

and fatalities; age effects are robust
to controls for industry and occupation

OLIVIA S. MITCHELL

Do work-related illness and injury (job risk) rates differ
significantly by age? If so, are the patterns dependent on
the job-related risk in question? Are age and job risk
profiles invariant to controls for workers’ occupations and
industries?

To answer these questions, we combined 1981 illness
and injury incidence data from workers’ compensation
reports with exposure data from the 1980 U.S. census.
These data contain detail on workers’ health problems
and the jobs on which they experienced the problems,
thus permitting us to investigate how occupational risk
varies by age, industry, and occupation. According to our
research, age is positively and significantly correlated
with some forms of workplace risk; job-related temporary
disabilities do not vary with age, but employees age 65
and over are more likely to suffer permanent disabilities
and fatalities on the job; and age effects are not simply the
result of job differences between older and younger
workers, because the findings prove robust to the inclu-
sion of controls for industry, occupation, and other
variables.

Illness and injury risk

Some studies hold that older workers have a lower
incidence of job injuries, compared with younger work-
ers, but tend to sustain more severe impairments when
injuries do occur.! However, analysts have encountered
several problems in proving this claim statistically.
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One problem in assessing the age-job risk relationship
is the difficulty of measuring “poor health.”? Because
reports of health problems severe enough to warrant
medical attention are often regarded as the most reliable
indicators, this study uses data on reported illnesses and
injuries, rather than workers’ self assessments, to estimate
the age-job risk relationship.

Another problem is that most previous studies do not
test whether age and risk patterns covary statistically.?
We rectify this drawback by testing for such variances.

Also, many studies do only a cursory job of holding
other factors constant. This implies that observed nega-
tive relationships between age and the incidence of job-
related health problems may be robust to the inclusion of
other variables correlated with age.* We evaluate the link
between age and workplace injury and illness, controlling
for occupation, industry, and several other factors.

The data

Most analysts would agree that job risk measures of
most interest include incidence (frequency of cases per
unit of exposure) and severity (the extent to which health
and safety problems are disabling, and for how long).
However, nationally representative data on occupational
risk are unavailable. Therefore, we use State workers’
compensation files to obtain information on the preva-
lence and severity of workplace illness and injury risks.’
Our analysis goes beyond previous studies of age-job risk
relationship, in that it asks if the patterns vary systemati-
cally with workers’ age, and if the patterns hold when
controlled for occupation and industry.

Some of the statistics required for our analysis are
collected under the Supplementary Data System, a




Federal-State cooperative venture established by the
Occupational Safety and Health Act.® The Supplemen-
tary Data System reports incidents by type but not by
exposure, so other sources must be used for exposure
data. State files from the 5-percent sample of the 1980
Census of Population are employed to generate the
necessary statistics on hours of work per year by age,
occupation, and industry. Combined, these two data
sources produce illness and injury rates per million
employee hours for 6 age categories, 12 occupational
groups, and 11 industry groups. Exhibit 1 shows the age,
industry, and occupational variables used in this study, as
well as the States from which data were obtained.

In 1981, 29 States provided data to the Supplementary
Data System. However, only nine of them reported all the
required information on workers’ age, occupation, industry,
and extent of disability.” (See exhibit 1.) “Extent of disabil-
ity” indicates whether the case is a fatality, a permanent or
temporary disability, or some other type (for example,
illness). Job risks which are probably more costly to
employers would be indicated by higher rates of fatalities and
permanent injuries, while temporary disabilities are likely to
be considered less of a problem.? Illness cases are so rare in
the data that they are included in the total injury rate
analysis, but are not considered separately.’

The fact that job risk data are derived from workers’
compensation files requires us to be sensitive to the fact
that workers’ compensation systems vary among States.
States differ regarding what they report as a “case,” the
kind of information recorded about an affected worker
and his or her job, how claims are adjudicated and
compensated, and the types of claims eligible for compen-
sation payments. Only illnesses and injuries defined as
compensable under each State’s workers’ compensation
rules appear in the data files, but States vary in the way
they determine which cases may be properly submitted
for compensation claims. Waiting periods before benefits
are paid vary among States, and the definition of a
“closed” case likewise varies.! For these reasons, it is
necessary to test for significant State-specific effects in the
context of the empirical models detailed below. In
addition, because the nine States utilized span the country
geographically, it is also asked whether variability in the
data can be properly represented by regional variables.
Because some States exclude domestic and agricultural
occupations from coverage, while others exclude govern-
ment workers, this analysis excludes employees in the
farm sector, private household workers, and those in
public administration.

Despite the evident limitations of workers’ compensa-
tion statistics, there is no better data source on the extent
of job risk by age, occupation, and industry in the United
States.'! Initial tabulations of workers’ compensation data
for individual States generally agree with the results
reported by previous researchers. 2

Exhibit 1. Variable definitions

Age groups

Aged45-54

Age 55-64

Age 65 and older

Younger than age 25
Age25-34
Age35-44

Industry groups

Mining (reference category)
Construction

Nondurable manufacturing

Durable manufacturing
Transportation, communications, and utilities
Retail trade

Finance, insurance, and real estate
Business and repair services

Personal services

Entertainment and recreation services
Professional and related services
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Occupational groups

—

Executive, administrative, and managerial
(reference category)

Professional specialty

Technicians and related workers

Sales

Administrative support, including clerical
Private household

Protective services

Service, excluding private household and protective
Precision production, craft and repair

10. Machine operators, assemblers, and inspectors

11. Transport and material moving

12. Handlers, cleaners, helpers, and laborers
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States

New York (NY)
North Carolina (NC)

West:
Colorado (co)
Montana (MT)

Idaho (iD) Central:
Arkansas (AK)
East: Iowa (10)

Delaware (DE) Wisconsin  (w1)

Analysis of variance models

One method of determining the age-job risk link is to
conduct an analysis of variance. This procedure produces
an assessment of the systematic age patterns in the data,
as well as an estimate of the relative contribution of
occupation and industry in explaining differences in the
dependent variables. The empirical model employed is:

R = f+mAge+A'X+e

where R is the dependent variable and represents one of
four values indicating the extent of disability: the total
illness and injury incidence rate, the temporary disability
rate, the permanent disability rate, or the fatality rate.'®
Age consists of a vector of six age brackets. (See exhibit 1.)
Particular attention is devoted to the 55-64 and 65 and
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older groups, in keeping with our special interest in older
workers.!* X is a vector of occupation, industry, State,
and interaction variables. f3, 7, and A’ are coefficients to
be estimated. The final term, e, represents independent
disturbance terms omitted from the model.

The following tabulation shows the percentage of total
variance in illness and injury incidence rates that is
explained by the contribution of age, industry, and
occupation:

Dependent variable

Total
injury Temporary Permanent

Independent  incidence disability disability Fatality
variable rate rate rate rate
Age.oovviinnininnnn. 0.8 0.5 1.2 2.1
Ageand industry.. 1.4 9 1.5 2.3
Ageand
occupation....... 6.7 4.6 2.8 24
Age, industry,
and occupation .. 7.2 5.0 3.0 2.7

Age differences account for between 0.5 percent to 2
percent of the overall explained variation in the data when
no other variables are controlled. When controls for
industry are added in addition to age, the proportion of
explained variation is little improved for all dependent
variables. In contrast, when controls for occupation are
added, the explained variance is greatly increased for
temporary disabilities, and hence, for total injuries as
well, because most job injuries involve temporary disabili-
ties. In the permanent disability analysis of variance,
occupation variables are more powerful than are industry
variables, even though the overall change in explanatory
power is smaller. Only in the case of fatalities do
occupation controls rival industry controls in terms of
explained variance.

The following tabulation shows the percent of explained
variance attributable to age, industry, and occupation:

Independent variable

Age Industry Occupation

Total injury incidence rate ........ 11.4 8.6 80.3
Temporary disability rate ...... 10.7 7.9 81.3
Permanent disability rate....... 39.6 9.0 514
Fatality rate...................... 79.5 8.4 12.9

The data reinforce the conclusion that occupational
patterns are most important for the least severe job
risks—temporary disabilities—accounting for about 80
percent of explained variance. For fatalities, on the
contrary, age, and not occupation or industry, plays the
crucial role.

In general, then, occupation appears to be three to four
times more important a determinant of temporary disabil-
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ities than does industry. The more severe the incident,
however, the more similar the explanatory influence of
occupation and industry. Thus, the conventional wisdom
that occupation is important in predicting job risk
patterns, but industry is not, is valid only for total job
injury data, because such data mainly reflect temporary
disability patterns. This conclusion is incorrect when the
more severe job risks are considered.

Multivariate regression models

A second statistical method of examining the data uses
multivariate linear regression of job risks on the variables.
(See table 1.) In column 1, the data are evaluated by age
only to determine if risks vary significantly as workers
age. Column 2 expands the set of explanatory variables to
include occupation, industry, and State. Column 3 allows
age interactions with each occupation, industry, and
State. If the direct and interactive age effects become
statistically insignificant after adding the control vari-
ables, we would conclude that age differences in job risks
can be attributed to differences in jobs held by the older
and younger groups. It is also possible to use F-tests to
determine if occupation, industry, and State are impor-
tant in explaining variation in the dependent variables.'®

Age effects.  Data in column 1 suggest that job risk is
greatest for the very young, rather than the old. Indeed,
employees under age 25 (the reference group) are more
prone to on-the-job risk than are their more senior
counterparts, given that all age coefficients are signifi-
cantly negative.!® This “under 25” effect is associated
with high rates of temporary injuries (probably because of
inexperience on the job),!” but not with either of the more
serious risk measures—permanent injuries and fatali-
ties—given that no age coefficient is significantly less
than zero for these two measures.

In contrast to the findings for younger workers, older
employees appear to suffer significantly more serious job-
related risks. Indeed, permanent disabilities are 1.1
percent higher and fatalities are 1.6 percent higher for
workers age 65 and older, than for the sample average.'®
On the contrary, age-job risk profiles are virtually flat
between ages 25 and 64. This finding, coupled with the
fact that most workers retire before age 65, casts doubt on
the hypothesis that aging leads to declining productivity
and rising risk for most workers.'?

A comparison of columns 1 and 2 for each dependent
variable in table 1 highlights a second important conclu-
sion: Whenever age coefficients are significant on their
own, they remain significant after the inclusion of
industry, occupation, and State workers’ compensation
variables. In other words, observed age effects do not
simply reflect the fact that old and young workers hold




Table 1. Multivariate regression analysis of the relationship between job risk and age
[t-statistics in parentheses]
Total injury incidence rate Temporary Injury rate Permanent injury rate Fatality rate
Explanatory {mean = 2.55) (mean = 1.66) (mean = 0.48) (mean =0.18)
variables’
(O} (2) 3) (1 @) 3) (1) (2) 3) 1 2) (3)
Intercept ........... 453 0.09 1.05 3.07 -0.30 0.56 0.39 -0.16 0.28 0.01 -0.29 -0.10
(11.62) (0.09) {0.45) (9.09) (0.33) 0.27) (3.10) (0.45) (0.35) (0.06) (0.87) (0.14)
Age:
25-34........ -1.82 -1.74 -.28 -1.44 -1.34 -.20 -.09 .08 -07 ~-.001 01 -.01
{3.33) (3.09) (.22) (3.04) (2.91) (32) (.50) (.48) (.15) (.004) (.08) (.01)
35-44........ -2.12 -1.83 -.48 -1.57 -1.40 -.38 -04 -.01 -.07 .01 .02 .00
(3.82) (3.52) (.37) (3.25) (2.97) (.32) (22) (.05) (.15) (.08) (.15) (.01)
45-54 . ...... -2.65 -2.33 -.38 -2.06 -1.81 -42 -.05 .01 .05 -.0002 .03 .01
(4.71) (4.34) (.29) (4.22) (3.80) (.36) (.31) (.05) (.12) (.001) (.16) (.02)
55-64........ -3.00 -2.65 -.52 -2.17 -1.89 -.55 -10 -.04 .05 .001 .03 -.00
(5.23) (4.84) (.40) (4.36) (3.91) (.47) (.52) (-22) (.12) (.01) (.15) (.01)
65 and older -2.87 -2.10 -.58 ~1.41 -0.93 -07 1.27 1.40 .54 1.65 1.71 .99
(4.44) (3.38) (.44) (2.57) (1.69) (.06) (6.06) (6.68) (1.15) (8.45) (8.65) (2.20)
Industry ............ >0 * >0 * * * .. * *
5 5,11
Occupation........ e >0 >0 R >0 * >0 * >0 *
8,10-13 13 10-13 10-13 11-13
State ............... >0 * >0 * >0 * >0 *
Wi, ID, AK wi, D, D
AK AK
Age-State
interactions..... <0 <0 >0 >0
wi: all ages wi: all ages 0: 65 and iD: 65 and
0: 35-44 AK: 25-34 older older
55-64 45-54
AK: 25-34 55-64
45-54 >0
55-64 I0: 65 and
older
Industry-State
interactions..... >0 >0 >0 >0
wi: 11,13 wi: 11-13 D: 11 i0: 11
AK, ID: 4,5 AK: 4,5 AK: 5
Occupation-State .
interactions..... P e >0 >0 >0
wi: 13 wi: 13 0 11
0: 10, 11, i0: 11 Ak: 11
13 Ak: 11-13
Ak: 11-13
RZ ., .01 10 .23 .01 .06 .18 .01 .04 14 .02 .03 1
' Variable definitions are shown in exhibit 1.
Note: Signs of industry, occupation, State, and their interactions are indicated only if coefficient estimates are statistically significant at p = 0.05 (>0 = positive trend;
<0 = negative trend). Asterisk (*) indicates no coefficient is statistically significant at p = 0.05.

different types of jobs or live in different regions of the
country. Rather, they indicate that the very young and
those 65 and older suffer more job-related health prob-
lems and, hence, are less productive than all other age
groups, even when other factors are held constant.

Occupation effects.  Occupation coefficients are statisti-
cally significant in all four extent of disability risk models,
substantiating our inferences from the analyses of vari-
ance models. The entire vector of occupational terms

contributes significantly to explained variance, according
to F-tests comparing the sum of squared errors from
models which include and then omit these terms. In the
models of total incidence rates, service workers as well as
workers in the four blue-collar groups (craftworkers,
operatives, transportation operators, and handlers and
laborers) suffer significantly more health and safety
problems. The “blue-collar” effect remains significant and
positive for all three measures of risk, even when
controlled for age, industry, and State of residence.
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Industry effects.  Industry findings are less robust across
equations, varying by job risk measure. The overall
equation indicates significantly more problems in durable
manufacturing, controlling for other things. This is
mainly because of the higher rate for temporary disability
in that sector, and not because of discernably different
fatality or permanent disability job-risk patterns. Tests for
the significance of the entire vector of industry variables
indicate that industry does not contribute to explaining
fatality rates or permanent and temporary disability rates.
However, the hypothesis that industry variation in total
incidence rates is zero is rejected, suggesting that industry
matters for the small number of “other” categories which
are primarily occupational illnesses.

The finding that industry differentials are not as
significant as are occupational patterns reiterates our
analyses of variances conclusions, and confirms specula-
tion by earlier analysts— job risk varies more by occupa-
tion than by industry, other things equal.

State effects. Because State workers’ compensation
systems differ, it is useful to determine if reported injury
and illness patterns vary according to the State in which
the data were collected and if controlling for any State
effect alters conclusions regarding age, industry, and
occupational effects. The evidence shows that Arkansas,
Wisconsin, and Idaho appear to have significantly higher
job injury incidence rates than do the other States in the
sample. Models incorporating State interactions also
emphasize that these States have especially high incidence
rates in durable manufacturing and services, particularly
for blue-collar occupations. Whether these differences are
real, or merely a reflection of State workers’ compensa-
tion reporting requirements, cannot be determined from
the data. However, the effects are sufficiently different
among the three States, and from those of other States,
that we must reject the hypothesis that regional variables
contain the same information as the individual State
dummies in the regression models.*®

It might be surmised that at least some portion of the
State-specific effects reflects differences in localities’
interpretations of what constitutes permanent disability.
This is because many permanent disabilities resulting in
workers’ compensation claims involve medical conditions
which are intrinsically difficult to measure and quantify in
terms of degree of disability (for example, lower back
injuries). Interestingly, however, the analysis demon-
strates that the State coefficients are less statistically
significant for more serious job risks.

Controlling for State level and interaction differences
does not alter one of our earlier conclusions: increased
risk of job-related fatalities remains concentrated among
workers older than age 65. However, a second conclusion
is weakened somewhat because the age effect for perma-
nent disabilities appears to be mainly due to the Idaho
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data. Indeed, there remains no additional age effect for
that dependent variable after the State interaction is
controlled.

Conclusions

Summarizing the results, we find that:

e Prime-age workers and older workers do not seem to
have different patterns of job-related temporary disa-
bilities. However, those age 65 and older appear more
likely to suffer work-related permanent disabilities and
fatalities on the job.

e Age effects are robust to controls for industry and
occupation, implying that they are not simply reflect-
ing life-cycle differences in workers’ jobs.

e Occupation proves to be more important than industry
in explaining job-risk patterns. The observed patterns
are not surprising: craftworkers, transportation opera-
tors, operatives, and handlers and laborers appear
especially prone to job risk. Durable manufacturing
industries also have higher than average injury rates.

o State-specific differences in job-risk data persist even if
age, industry, and occupational dispersion in jobs are
controlled, a result not previously noted in studies
using workers’ compensation data. Interestingly, how-
ever, the analysis demonstrates that State effects are
much less important for both the permanent disability
and the fatality equations than for the temporary
disability equations. 0
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