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Abstract

Although recent studies have found a positive rel ationship between spending on information technology and firm
productivity, the magnitude of this relationship has not been as dramatic as one would expect given the anecdotal
evidence. Datacollected by the Bureau of the Censusis analyzed to investigate the relationship between plant-level
productivity and spending on IT. Thisrelationship isinvestigated by separating the manufacturing plantsin the
sample along two dimensions, total factor productivity and IT spending. Analysisalong these dimensions reveals
that there are significant differences between the highest and lowest productivity plants. The highest productivity
plantstend to spend lesson I T while the lowest productivity plantstend to spend moreon IT. Although thereis
support for the idea that lower productivity plants are spending more on I T to compensate for their productivity
shortcomings, the resultsindicate that thisis not the only difference. The robustness of this finding is strengthened
by investigating changesin productivity and I T spending over time. High productivity plants with the lowest
amounts of 1T spending tend to remain high productivity plantswith low IT spending while low productivity plants
with high I'T spending tend to remain low productivity plantswith high IT spending. The results show that
management skill, as measured by the overall productivity level of afirm, isan additional factor that must be taken
into consideration when investigating the IT “productivity paradox.”
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1. Introduction

Among the possible explanations offered for the I T “productivity paradox” is the possibility of
mismanagement. Theideaisthat not dl firms make the most effective use of their IT spending. Earlier
work by Strassmann (1990) found that there were differences among firms with some spending less on
IT and achieving more while others spent more and had lower returns. If thisisthe case, investigating
returns from I'T spending should somehow take this factor into account. Although not adirect measure
of management skill, tota factor productivity provides an indication of the ability of afirm to effectively
convert itsinputs into outputs. In addition, total factor productivity provides a quantifiable measure that
can be empiricaly analyzed. This research investigates the relationship between totd factor productivity
and IT spending in an effort to more fully understand the factors that influence the relationship between
firm performance and IT spending in an effort to develop a better understanding of the * productivity

paradox.”

1.1 Previous Research

In evaluating firm “productivity” with respect to spending on information technology, three approaches
have been usad. Thefirt, based on the economic assumption of profit maximization, involves
investigating financia performance as the dependent variable. Examplesinclude return on assets (Walll,
1992, Brynjolfsson and Hitt, 1996b, Barua, et ., 1995), return on equity and shareholder return
(Brynjolfsson and Hitt, 1996b), and capitd intensity and capita productivity (Franke, 1987). The
second has been to identify specific productivity measures (employees per million dollars of sdles (Wall,

1992)), output per labor expense (Franke, 1987), “value added” (Brynjolfsson and Hitt, 1996b)). The



final approach has been to use ameasure for “output” as the dependent variable. Output has been
measured using totd saes (Brynjolfsson and Hitt, 1993, 1996a, 1996b), market share (Barua et d.,
1995), sdes growth (Welll, 1992), and sales less inventory charges (Loveman, 1988). This study
extends the work completed using the second gpproach and investigates the relationship between plant

productivity and IT spending by measuring productivity using total factor productivity (TFP).

A second gpproach that has been taken in evauating the impact of investment on information
technology has been to look for impact a an economy-wide or sector-wide level. This gpproach has
been used by Roach (1987, 1988, 1989), Franke (1987), Baily and Chakrabarti (1988), Baily and
Gordon (1988), and Brynjolfsson (1996). Other than Brynjolfsson, who found increases to consumer
surplus due to the decreasing costs and increasing functiondlity of computer hardware, increasesin
aggregate productivity have not been found to be associated with increases in spending on information
technology. Asthisandyssisto be completed againgt plant level data, this research does not address
the®IT productivity paradox” at thisleve of aggregation. The wide ranging research into the
“productivity dowdown” and related topics (Baily and Chakrabarti, 1988; Griliches, 1994; and many
others) has suggested a variety of explanations for the decline in the growth of U.S. productivity snce
themid 1970 s including labor composition changes, energy and materid price changes, output
measurement (mismeasurement), changes in the composition of output, management fallures,
government palicies, technologicd decline, and convergence to the mean among nations. Without a
clear understanding of the mechanisms behind the dowdown in growth of U.S. productivity, attempting
to find direct benefit in the productivity numbers at an economy-wide measure is a tricky undertaking. It

is possible that without the spending in computer technology that has occurred the productivity numbers



could have been even worse. Attempting to analyze just the relationship between aggregate productivity
and spending on computers without allowing for other factors that could be causing a declinein

productivity growth fails to take other possible influences into congderation.

This research utilizes some Census data that has been andyzed in the past but represents a unique
combination by investigating productivity and IT spending. Work on productivity includes Baily, Hulten,
and Campbel (1992) and Dwyer (1995). Ther results on the andysis of plant-level productivity will
be incorporated into this research effort. Bally et d. empirically examined productivity of plants within
industries, which plants accounted for industry productivity growth, and the impact of entries and exits
on industry productivity growth. Using the Longitudina Research Database, they found that entry and
exits play asmdl rolein changesto industry productivity and that the output share for high productivity
plants increases over time while the output share for low productivity plants decrease over time. This
change in the digtribution of output share is an important factor in the overdl growth in productivity for
anindustry. They dso found that high productivity plants remain at the top over time and that plants thet
are pat of high productivity or high productivity growth firms exhibit smilar characterigtics as the firm of
which the plant is a part. Relative plant level productivity isfound to remain stable over time. The most
significant effort completed to date usng the avallable data on IT spending is by Doms, Dunne, and
Troske (1997). Thelr research found positive corrdations between I T spending and worker type and
IT spending and worker education. This research effort will combine and expand the andlysis that has
aready been completed againgt the Census data as well as add knowledge to the field of information

technology.



1.2 Possible Explanations for the Paradox

A variety of reasons have been suggested to explain the IS productivity paradox. (For athorough
review see Brynjolfsson, 1993.) Explanaionsinclude: mismeasurement of inputs and outputs, time lags
between spending and realized benefits, redistribution of profits, and mismanagement. (Brynjolfsson,
1993). Griliches (1994) has suggested an additiona confounding factor may be the lack of useful data.
Brynjolfsson and Hitt’ s recent findings suggest that resolving the productivity paradox required a data
sample larger than what had been used previoudy and more recent datain an atempt to overcome
potential problems with lagged benefits. Theissue of mismeasurement was overcome by limiting the
andysis to the manufacturing sector for which input and output measurement concerns are not as grest.
Stolarick (1997) found that two Situations were responsible for confounding earlier results. The first
was sample size. When using an approach like Cobb-Douglas to model the relationship between IT
spending and productivity, ardatively much smaler effect isal that is needed for IT to have apostive
impact. However, finding asmdler effect requires alarger sample Size to separate out the noise. The
second confounding issue Stolarick identified was the inclusion of multiple industriesin asample. Using
adata set from the U.S. Census that was orders of magnitude larger than what had been used

previoudy, it was shown that the impact of IT on productivity varies across industries.

Paul Strassmann identified a concept caled Return-on-Management™ which is ameasure of
management val ue-added per management costs (Strassmann, 1990). Using this measure aong with
the data collected by the MPIT (Management Productivity and Information Technology) project, firms
were divided into five groups. under-achievers, below average, average, above average, and over-

achievers. When investigating the reationship between the ratio of 1T spending to business vaue-



added and management productivity, Strassmann found thet “[o]ver-acheivers show the lowest levels
of spending for information technology” (ibid, p. 138). He concluded that “more technology does not
necessarily ddiver better results’ and that “moderately lower spending levels are rdated to higher
productivity for the participantsin the MPIT study” (ibid, p. 138). Beyond these findings, it is clear
from the chart (ibid, figure 7.6, p. 138) that under-achievers spend more and have lower management
productivity. These results describe a Situation under which trying to find an overdl relaionship
between productivity and IT spending would be confounded by the variation in performance of the
firms. In some waysthisis arefinement of the “mismanagement” argument. While mismanagement of
IT spending and I T resources may be an issue for some firms; it does not apply to dl firms.
Undergtanding the relationship between I T spending and productivity requires taking into consderation
the performance of the firm. Firms can be divided into three groups. those that do well, thosein the
middle, and those that do poorly. If Strassmann’s findings can be found to hold using another sample
and amore generd measure of productivity, a more complete picture of the relationship between IT
spending and productivity is developed. By showing that individud firm performance can affect the
relationship between I'T spending and productivity, research can focus on identifying the differences
between firms with high productivity, or over-achievers, and those with low productivity, or under-
achievers. Understanding the differences can lead to prescriptive actions that could be taken by firms

to increase the effectiveness of their IT spending.

This paper will use another data sample and a more generd measure of productivity to replicate and
extend the results found by Strassmann. Further, the nature of this relationship will be investigated to

determineif the differenceis Smply one of relative spending or if there are dso differencesin the



effectiveness and benefits achieved by higher productivity firms. The finding will be further supported by
investigating the changes in productivity and IT spending over time and by andyzing the effect from
industry mix. The paper will proceed with a discusson of the theoretical issues followed by the methods
and dataused. Results are presented next with a discussion of the implications of those results. Findly,

concluding remarks are given.

2. Theoretical | ssues

The primary emphasis of this paper is on understanding the relationship between productivity, measured
using tota factor productivity (TFP), and spending on information technology. However, prior to
deve oping the explanation of TFP, understanding of the pecification for a production function should

be developed first. The specification for TFP and its dternatives will build on the production function.

2.1 Production Function

A neoclassica production function (F) for theith plant in year t is assumed to have the following form:
Qit = F(Mj;, Kit , Lit) @
where,
Qit = red grossoutput (in dollars) for plant i in yeer t
Mit = input materids (in dollars) for plant i in year t
Kit = capita stock for planti inyeart

Lii = labor for planti in year t



The smplest and most widdly used function form used to relate inputs to outputs is the Cobb-Douglas
specification. Thisform istypicaly used for studies such asthis and is what has been used by other
sudiesinvestigating the relationship between computer spending and productivity. The specification for

agivenindusry and year is.

Qi = & Mi™ K™ Lt 2

2.2 Total Factor Productivity

A variety of methods exist to measure total factor productivity. All attempt to incorporate two basic
concepts. Firgt, understanding productivity requires more than looking at output per unit of input for
each input factor inisolaion. Firms have tradeoffs between spending on input factors and may be
equaly productive while having dramatically different spending patterns on labor and capital assets, for
example. Second, any measure of productivity must alow for comparison between firms. The three
maost common measures of total factor productivity are residua total factor productivity, relative total
factor productivity, and factor share total factor productivity. Definitions for each of these will be given
followed by an explanation of why factor share total factor productivity will be the measure of

productivity primarily used in this study.



Resdua Tota Factor Productivity

Resdud total factor productivity is the most sraightforward approach. By taking the log of the Cobb-
Douglas specification in equation (2), OLS can be used to estimate the following specification:
INQ=bo+byINnM+bxInK+b_InL+e 3
Edtimates for this equation are developed for each industry. Depending on the amount and granularity
of the data, industries can be divided at the two, three, or four digit SIC code level. Oncetheb’sfor
each industry have been estimated, residua TFP for each observation (firm or plant) is cdculated using
the following:
RTFR, =InQ - bo- by InM; - bx InK; - b InLy 4
The b’s are the estimates devel oped for dl observations in each industry while the input and output
measurements are for a gpecific observation. Residud TFP is Smply the error term, e from equation
(3). By congruction, OLS will estimate the b’s so that for the given data the expected vaue of e is

zero. Each firm isassgned ether a postive or negative resdua TFP.

The basic idea behind using the resduds from the estimated logged Cobb-Douglas specification is that
some firms are better than others a transforming their inputsinto outputs. Since asingle set of estimates
is developed across dl observationsin an industry, any differences in the ability to produce more from
less are, perforce, included in the residuds. By using the residuals as a measure of totd factor
productivity, dl input factors are taken into consderation and individua differences are captured such
that comparisons can be made. However, it is based on the assumption that a high correlation exists
between the resduas and productivity and requires the use of a specific functiona form, in this case

Cobb-Douglas, for estimating the measure of productivity.



Rdative Totd Factor Productivity

Based on an gpproach suggested by Christensen, Cummings, and Jorgeson (1981), relative TFP for
each observation is caculated using the following specification:

INTAR, =InQ - InQ -by[InM; -InM] -bg[InK; - InK] -b[InL -InL] (5

Q, M, K, and L arethe industry average values for the output and factor inputs, Q;, M;, K; and L; are
the output and input measurements for a pecific observation, and theb’s are estimated usng OLS on
equation (3) for each industry. The relative TFP index is adjusted to have mean zero for each industry.
By caculating relaive TFP for each plant in each year, direct comparisons among plants in an industry
can be completed, and changes in the relative performance of plants tracked over time. Sincethis
gpproach calculates an index for TFP, specific plants can be ranked by productivity and aso compared

with each other.

This approach can be best understood by looking at the components of the specification in equation (5).
The firgt part of the equation caculates the difference in output for a specific observation and the mean
industry output;

INQ -InQ (59)

Next, the difference between the inputs for a gpecific observation and the mean industry factor inputsis

caculated:
InM; -InM
InK; - InK (5b)

10



InLi-InL
The differencesin these inputs are then adjusted by the estimated contribution of each as estimated by
bwm, bk, and b for the given observation’sindustry. Totd factor productivity isthe differencein a
particular plant or firm’s output from the industry average output that cannot be explained by differences
intheinputs. It isanother way to attempt and capture the differences between the effectiveness with
which firms transform their inputs into outputs. Like resdud TFP, a specific functiona form for the

production function must be specified in order to calculate actua measures of productivity.

Factor Share Total Factor Productivity

A third gpproach to caculating tota factor productivity is based on factor shares across an industry ||
need to find the cite for this]. Unlike the previous two methods, factor share TFP can be caculated
without resorting to a specific functiond form for the production function. However, like Cobb-

Douglas, the assumption of congtant returnsto scde (CRYS) is il required.

Cdculating factor share TFP begins by cdculating the share of each input as it relates to the total output
for an observation. Shares are caculated for input materids (MSHARE = M/Q) and labor (LSHARE
=L/Q). By definition, capitd shareiswhat remains (KSHARE = 1 - MSHARE - LSHARE). Industry
averages are then calculated for each of these three input factor shares, MM SHARE, MLSHARE,
MKSHARE. Factor sharetotd factor productivity for an observation can then be caculated using the
fallowing:

FSTFP, =InQ - MMSHARE* In M; - MKSHARE* InK; - MLSHARE* InL;  (6)

11



Once dl the factor share TFP s have been cdculated for an indudtry, it is adjusted to have mean zero

across the industry.

Cdculating totd factor productivity usng factor shares results in two primary benefits. Firgt, the mean
factor shares act asweights across a single industry. And, second, it resultsin ameasurethat is
independent of any particular industry. Because the mean factor shares act as weights, the effect on
TFP of areduction in input costs is dependent on the importance of that particular input factor in the
industry. For example, assume there are two Smilar firmsin the same industry and that the mean factor
sharesfor that industry are 0.55, 0.35, and 0.10 for materids, labor, and capita respectively. Further
assume that each firm produces $1,000 worth of output. Thefirgt firm, A, produces its output using
$500 of materia costsand $350 in labor costs with $100 in capital. The second firm, B, produces its
output using $550 of materid costs and $350 in labor with $50 in capital. The factor share TFP for
these two hypothetica firmswould be as follows:
FSTFPA =1n 1000 - .55(In 500) - .35(In 350) - .10(In 100)
@0.979
FSTFPs =1n 1000 - .55(In 550) - .35(In 350) - .10(In 50)
@0.996
As can be seen from the example, dthough both firms spend the same tota amount on their inputs, firm
B isassgned a higher factor share TFP. Mahematicaly, this results from the reduction for that input
with alow factor share (in this case capitd) being smaller than the cost (increased reduction) for that
input with a higher factor share (in this case materids). In effect, the cdculation isawarding firm B a

higher factor share TFP because it is spending 50% less on capitd than firm A while only spending 10%



more on materids. By induding mean industry factor sharesin the caculation, more emphasisis placed

on percentage differences from industry means instead of absolute dollar reductions.

The second benefit of using factor share TFP isthat it results in ameasure that is independent of any
particular industry. Because the mean factor shares are cdculated for each industry, specific industry
differencesin the “mix” of input factors are taken into consideration as part of the calculaion. The
resulting measure is an index that can be meaningfully compared across industries. The factor share
TFP caculated for any individud plant or firm is an absolute measure of productivity thet takesinto
congderation the mix of factor inputs specific to that plant or firm’sindustry. It should be noted that the
typica approach in caculating factor share TFP isto “de-mean” the calculated values by industry.
Once done, comparisons across industries are no longer meaningful. However, the relative
performance and absolute performance differences of plants or firms within an industry are maintained.
Also, stting the calculated factor share TFP sto have a mean of zero provides some support for

andyzing the datain aggregate.

Given these benefits dong with the need not to have to specify a specific functiona form for the
production function, factor share totd factor productivity will be the measure of productivity thet is used
inthisstudy. The robustness of the results will be enhanced by confirming that any results obtained dso

hold for resdud tota factor productivity and relative total factor productivity.

13



Factor share TFP is ameasure of productivity thet isindependent of firm size. A smilar measure of IT

spending is needed if the relationship between the two isto be investigated. For this study, IT usage will

be measured as I T intensity, which will be calculated as follows:

IT intengty = 1T spending ($)

(7
Total Output ($)

By measuring IT spending in thisway, firms of al Szes can be compared.
Given these measures and the earlier findings of Strassmann, the following hypothesis results:
Hypothesis 1: The relationship between productivity, as measured by factor
share total factor productivity, and IT spending is such that higher
productivity firmswill be shown to spend less on IT while lower
productivity firms will be shown to spend more.
The discussion of other measures of productivity results in this adjunct to the first hypothesis.
Hypothesis 1A: Hypothesis 1 will hold regardless of the measure of productivity,

residual total factor productivity, relative total factor productivity, or

factor share total factor productivity, that is used.

14



Based on the findings of Baily, Hulten, and Camphbell (1992), it is expected that high productivity firms
arelikdy to remain highly productive while low productivity firmswill not improve over time. This

resultsin the following hypothesis

Hypothesis 2: The relationship between productivity and IT spending will not
change over time. Higher productivity firmswill remain higher
productivity firms and continue spending less on I T while lower
productivity firms will maintain lower productivity and continue to spend

more. 1T spending will not influence a plant’ s relative productivity.

Because of the congtruction of factor share TFP, it is unlikely that differences in industry composition
among the high and low productivity groups will emerge. However, it is possble that even after de-
meaning the factor share TFP measures, the highest and lowest productivity plants could be from
amilar indudtries. If that is the case, the first hypothes's would only uncover differences within afew
industries and not provide additiond information towards an explanation for the “productivity paradox”

asisitsintention. Toward that end, the following hypothesis must dso be tested.

Hypothesis 3: The industry composition of plants when divided into groups

by productivity will be stable. The relationship between productivity

levelsand IT spending will be independent of industry.

15



The measures of productivity to be used are constructed to remove any industry specific component.
Separate estimates of the coefficients on the Cobb-Douglas production function are developed by
industry in the case of residua TFP and rlative TFP. In the case of factor share TFP, the factors are
caculated separatdly for each indudtry. It is expected that smilar results will be found whether dl plants
across dl industries are separated by productivity levels or plants within an industry are separated by

productivity levels and then aggregated.

2.3 Contribution versus Spending

Given that more recent studies (Brynjolfsson and Hitt, 1993, 1996a, 1996b and Stolarick 1997) have
shown a positive relationship between output and I T spending, how does one explain the three
hypotheses given above? The solution to this dilemmais in understanding the difference between
contribution to output and spending. The hypotheses presented above relate productivity to I'T
spending. They do not relate productivity to the impact from that spending. Because they are, by
definition, more productive, it is possible that those firms that are pending lesson IT are achieving the
same level of benefit as those less productive firms. In essence, aleve postive benefit is being achieved
with more productive firms able to “ spend down” while less productive firms have to “spend up” to

obtain the same benefits.

In order to investigate this possibility, the modd presented in equation (1) in § 2.1 must be extended to

include IT spending asan input. This results in the following specification for a production function for

theith plant in yeer t:

16



Qi = F(My;, Kit, Lit, Cit) (8)
where,

Qit = red grossoutput (in dollars) for plant i inyear t

Mi = input materids (in dollars) for plant i in year t

Kit = capita stock for planti inyeart

Lii = labor for planti inyear t

Cit = spending on computersfor plant i in year t

Again, a Cobb-Douglas specification can be used. This specification for a given industry and yeer is.

Qi =" Mi™ Ki™ L™ Ci* ©)

b¢ isthe output dagticity of spending on computers and is the variable of interest for this portion of the
sudy. If, asassumed, higher productivity plants spend lesson IT than lower productivity plants but the

relaive contribution of IT to output is consstent, the following relationship should be expected to hold:

Prc bic
Ch @C (10)
where,
Cu= averagelT spending for high productivity plants
CL= averageIT spending for low productivity plants

buc = edimaed dadticity of computers for high productivity plants

17



b .c = edimaed dadticity of computers for low productivity plants

Based on earlier results (Stolarick, 1997), it will be necessary to include fixed effects for industry when
edimating theb’s. Becausethe by are estimated for plants that are known to be more productive and
Ch < C_ and given positive results found previoudy, it is expected that byc > b ¢ > 0. Thisresultsin

the following hypotheses:

Hypothesis 4: Although spending more on IT than higher productivity
plants, the relationship between IT spending and output will be
significant, positive, and smaller than the relationship between I T

spending and output for high productivity plants.

Hypothesis5: The contribution to total output from high productivity,
low IT spending plants and low productivity, higher IT spending plants

will be approximately equivalent.

It also should be noted that dthough more recent studies have found a significant, positive correlaion
between IT spending and outputs, the effect found has not been as large as one would have expected
from the anecdotd evidence. The hypotheses present above describe a Stuation under which such
results would be achieved. The effect for more productive plantsis larger and more in line with what
would be expected. However, when productivity is not controlled for, the effect is“muddied” by the

presence of lower productivity plants which spend moreon IT. Some firms are better than others -

18



both overdl and with respect to their use of information technology and the dollars required to obtain it.
By comparing the over-achievers with the under-achievers, the potential impact of IT can be more

dearly identified.

The paper will proceed asfollows. The next section will describe the satistical methods to be used to
estimate the relationship between productivity and I'T spending and the methods used to estimate the
output eadticity of computer spending and will describe the data to be andyzed. The results will be
presented in 84 followed by adiscusson of the implications of the resultsin 85. Concluding remarks

are presented in 86.

3. Methods and Data

3.1 Estimating Procedures

To complete the initid analysis for this sudy, factor share totd factor productivity (FSTFP) will be
caculated across dl observations and years. Separate mean factor shares will be caculated for each
industry, at the 4 digit SIC code leve, for each year. In order to avoid any potentid biasin the FSTFP
cdculaions, it will be caculated for the entire population of manufacturing plants included in the
economic census. After FSTFP has been cdculated, only those plants that reported spending for

computers will be selected out.
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In order to avoid potentia disclosure problems and to follow an gpproach smilar to the one used by
Strassmann with the MPIT data, the plants will be divided into quartiles dong two dimensions -
productivity, measured as FSTFP, and IT spending, measured as I T intengty. Although composite
results across dl three years under investigation will be presented, the assgnment isfirst completed
separately for each year. Thiswill result in afour by four matrix of plant counts which will provide the
test for the hypothesis 1. Hypothesis 1A will be tested by replicating the matrix usng resdud TFP and
then rdlative TFP instead of factor share TFP. Andysiswill be completed both in aggregate and by

year. Any sgnificant differenceswill be reported.

Theimpact of time and I'T spending over time can be estimated by usng aordina probit estimation
procedure where the productivity quartile a timet is the discrete dependent variable to be estimated.
The independent variables include the productivity quartile and IT spending quartile a timet-1. If as
expected by hypothess 2, the primary influence on a plant’s productivity isits prior productivity, the
estimated coefficient on productivity quartile a time t-1 will be Sgnificant while the estimated coefficients

on IT gpending at ether timet or timet-1 will not be Sgnificant.

Basad on the earlier results of Stolarick (1997), it is known that the relationship between IT spending
and productivity varies by industry. Asthe productivity quartiles are assigned without regard to
indudtry, it is possible thet the plants from the highest performing indudtries are being assigned to the
highest productivity quartile while those plants from the lowest performing industries are being assgned
to the lowest productivity quartiles. Since the measures of productivity being used reflect overal

productivity levels without incorporating I'T into the equation, it is unlikely that thiswill be the case asis
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predicted by hypothesisthree above. To investigate this possibility, the procedure for assigning plants
to productivity quartiles will be changed and the results compared with those from the former
procedure. Rather than assigning dl plants by productivity levels, plantswill be assgned to the
productivity quartileswith a specific industry (at the two digit SIC code level). Then dl plants from
each quartile will be aggregated. The andysisfor hypotheses one and two will be repeated after this

new assgnment method has be used. Any sgnificant differencesin the results will be reported.

Testing of hypotheses four and five will be completed by estimating the eagticity of computer spending
with regard to output. By taking logarithms of the Cobb-Douglas specification provided in equation (9),
alinear pecification isdeveloped. By adding an error term, e, to the linear equation, the dadticities can
be estimated using sandard linear regresson techniques. The resulting equation to be estimated for a
given industry and year is.

LogQ=bo+byLogM +byxLogK +b, LogL +bcLogC+e (11

Ordinary Least Squares (OLS) estimation can be used provided the error terms are independently and
identicaly distributed. Testsfor hetroskedasticity will need to be performed to verify this assumption.

Fixed effects for industry will be included, but the individua results will not be reported.

Separate estimates will be developed for two groups. The firgt is those plantsin the highest productivity
quartile. The second isthose plantsin the lowest productivity quartile. Separate estimates for each
group by year will be developed as will an estimate across dl years. Any sgnificant differences will be

reported.
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3.2 Data Sources

The Longitudina Research Database (LRD) has been developed by the Center for Economic Studies at
the Bureau of the Census. The LRD conssts of atime series of economic variables collected from
manufacturing locations in the Census of Manufacturers (CM) and the Annua Survey of Manufacturers
(ASM). Theinformation inthe LRD is collected a the establishment, or plant, level and includes
detailed annua information on production factors such as capitd stock, labor, input materids, and
services and on the outputs produced. The LRD contains the same sample of manufacturers asthe
ASM. Approximately 55,000 of the population of 350,000 establishments are included in the sample.
Information on all establishments for dl companies with more than $500 million in shipments are
included in the LRD with certainty. These 500 companies account for gpproximately 18,000 of the
included establishments. The next 12,000 establishments are selected to include al those with 250 or
more employees or “avery large value of shipments’ (Census Bureau, ASM, 1986). Thesefirst
30,000 establishments selected account for approximately 80% of the total value of al manufacturing
shipments included in the U.S. economy. The remaining 25,000 establishments are randomly selected
based on measures of size. Although the LRD provides fairly continuous observations for large firms
across dl years Snceit’ sinception in the 80's, the smaler firmsincluded in the sample are resampled

every five years (following a Census of Manufactures, x2 and X7 years).

When aplant isfirg sdlected to beincluded in the ASM (or every five years for large plants or those
that are part of the largest firms), more detailed information is collected in the first year and follow up

information collected in the next four years. As part of the detailed data collection, firms are asked to



provide a breskdown of new machinery and equipment expenditures. This breakdown request collects
up to three pieces of information which are contained under a single item on the reporting form. The
breakdown consists of: (1) automobiles, trucks, etc., (2) computer and peripheral data processing
equipment, and (3) other. The ingtructions request that plants “[r]eport dl purchases of computers and
related equipment” (“Instructions for Completing the Annua Survey of Manufacturers Report”, Bureau
of the Census, 1982). Only information on new computer equipment (hardware) isrequested. This
information is collected for the prior year only and is not intended to provide a measure of capital stock
invested in computer equipment. The response rate for the ASM typicaly ranges from 80% to 85%

(Bureau of the Census).

Because the god of the Censusisto collect information that can be analyzed to reflect the Sate of the
entire U.S. economy, if aresponse has not been received from a plant, the Census will generate an
observation for the plant based on data from other U.S. government sources and/or will impute data
vaues based on industry, plant sSize, geographic location, and other characteritics. Imputed
observations are clearly marked and have been excluded from this analysis. Further, those plants for
which al necessary information has not been provided have aso been excluded. For the years andyzed
in this study, the dimination of “imputed” observations and those will missing data resulted in areduction

of gpproximately 20% of the sample.

The sampleis further reduced when plants failed to report on the detailed breakdown for new
equipment and machinery expenditures. As mentioned above, three breakdown categories were

requested under the same heading. Since the intent of this study is to understand the relationship
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between productivity and I'T spending, some level of IT spending needed to be reported. All
observations that reported any non-zero amount for new computer spending where retained. This

elimination for non-response further reduced the sample size by approximately 65%.

Data on new computer and equipment spending was collected for the Annua Survey of Manufacturers
in 1982, 1987, and 1992 which are the yearsincluded in thisanalysis. Table 2 (below) shows by year
the summary datistics for those plants that have been included in the andyss. As expected given the
sampling procedure, larger plants are overrepresented in the sample. (For amore detailed comparison
of the ASM with afull Census of Manufacturers, see Doms, et d, 1997.) However, datais captured at

the plant levdl and not the firm level which isin kegping with the findings of Barua, et d (1995).

Since separate estimates will be developed for each of the three years and atime series andysisis not
being conducted, it is not necessary to apply any discounting factors to the datato bring al dollar

amounts to “congtant” levels.

Annual Averages
Value of Cost of Capital New
Y ear N Shipments | Materials | Stock Employees Computer
(plants) ($1000's) ($1000's) ($1000's) ($1000's)
1982 | 7468 79425 43149 31663 601 246
1987 | 14189 78879 40509 31850 435 235
1992 | 18831 81513 41959 36858 349 231

Table 2 - Annua Summary Statistics
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4. Reaults

4.1 Productivity and I T Spending

IT Spending and Total Factor Productivity
(Factor Share)
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Figure 1 - Relationship between Productivity and IT Spending

Figure 1 shows the relationship between productivity and IT spending by quartiles. Each line represents
dl plantsin a particular productivity quartile. The X axisgivesthe IT spending quattiles. TheY axisis
the percentage of the total number of plants for each productivity quartile in each I'T spending quartile.
Each point represents the percentage of plants for a given productivity quartile thet are in the given IT
spending quartile. For example, among dl plantsin the lowest productivity quartile (represented by the
diamonds in the figure above), 18.5%, 23.5%, 26.5% and 31.2% are in the lowest to highest IT
spending quartiles repectively. The dashed lineis at 25% which iswhat is expected if thereisno
relationship between productivity and IT spending quartiles. The figure above represents aggregated
datafrom 1982, 1987, and 1992, and tota factor productivity was measured using factor share total

factor productivity. The results were dso found to hold when each year was examined separately.
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There are four sgnificant (p<0.05, one-tailed t-test) pointsin thisfigure. They are:

1. Highest productivity plantsin the lowest IT spending quartile, which are Sgnificantly higher
than 25%.

2. Highest productivity plantsin the highest IT spending quartile, which are Sgnificantly lower
than 25%.

3. Lowes productivity plantsin the lowest IT spending quartile, which are sgnificantly lower
than 25%.

4. Lowed productivity plantsin the highest IT spending quartile, which are Sgnificantly higher

than 25%.

Although there is a symmetry to these results, that symmetry is not imposed as a result of the method
being used - it isadirect result from the data. Note aso that dthough somewhat symmetric, the results

do not show exact symmetry.

The figure, and accompanying satistica tests, support the first hypothesis, the relationship between
productivity, as measured by factor share totdl factor productivity, and IT spending is such that higher
productivity firmswill be shown to spend lesson IT while lower productivity firmswill be shown to

spend more. Thisreplicates the earlier results found by Strassmann.

The adjunct to the first hypothesis, hypothesis 1A, that hypothesis 1 will hold regardiess of the measure

of productivity, residua tota factor productivity, relative total factor productivity, or factor share total
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factor productivity, that is used, was also supported. Figures 2 and 3 below present the same results as
figure 1 with resdud total factor productivity and relative totd factor productivity used respectively as
the measure of productivity. The results shown also represent and aggregation across dl observations
from the years 1982, 1987, and 1992. However, aswith factor share totd factor productivity, the
results are cons stent when each year is consdered individudly. The results for those plantsin the
lowest productivity quartile were consstent across the measures of tota factor productivity. The results
for those plants in the highest productivity quartile were not as strong, especidly with regard to finding
number two above, that the highest productivity plants are less likely to be in the highest IT spending
guartile. However, the results at least provide an indication of the robustness of the findings with regard
to the specific measure of productivity used. Asfactor share productivity requires fewer restrictive
assumptions than the other measures, the results found using factor share tota factor productivity should

be given greater weight.
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Figure 2 - Relationship between Resdud TFP and IT Spending
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% of Plants

IT Spending and Total Factor Productivity

(Relative)
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Figure 3 - Relationship between Relative TFP and IT Spending
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4.2 Productivity over Time

Table 4 presents the results of completing the ordinal probit analysis with the current productivity
quartile as dependent on prior productivity and current and prior IT spending. Given the available data,
three separate analyses are supported: (1) the relationship between 1987 productivity and 1982
productivity, 1982 IT spending and 1987 I'T spending; (2) the relationship between 1992 productivity
and 1987 productivity, 1987 IT spending and 1992 IT spending; (3) the relationship between 1992

productivity and 1982 and 1987 productivity and 1982, 1987, and 1992 IT spending.

I ndependent Variables

Dependent
Vaidble 82 Prod 87 Prod 821T 871T 21T
87 Productivity 3.44" 0.0000 -0.0000
92 Productivity 442" -0.0000 0.0000
92 Productivity 1.07" 3.66" -0.000097 0.0000 -0.0000
" p<0.0001
" p<0.05

Table 4 - Impact on Productivity over Time

As expected, the second hypothesis, the relationship between productivity and IT spending will not
change over time- higher productivity firmswill remain higher productivity firms and continue spending
lesson IT while lower productivity firmswill maintain lower productivity and continue to spend more -
IT spending will not influence a plant’ s relative productivity, doeshold. Timein this caseisonly
avalablein five year increments. However, even when separated by 5 years, over 60% of the highest
productivity plants, remain in the highest quartile and over 40% of the lowest productivity plants remain
inthe lowest IT soending quatile. Thefinding of gability in productivity is not new (Bally, Hulten, and

Campbdl, 1992), but it is news that the relative IT soending patterns dso remain stable. Further, the
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ordind probit findings confirm that the primary driver of productivity ranking is previous productivity and

that IT spending does not sgnificantly influence productivity - across dl plants.

It should be noted that this andlysisis being completed againgt al plants with a given productivity
ganding and that the redly interesting Stuations are those that are going to be treeted as outliersin this
andysis. Itisthose plantsthat had low productivity, spent reatively more on I T, and reached higher
productivity that can account for much of the anecdota evidence and case studies. It's clear that such
casesexig inthedata. However, it doesn’t happen very often (between 5% and 8%). Using only the
data available from the Census, the specifics of these Stuations cannot be determined. Future research
could include matching the Census data with data from other sources (Compustat and industry
periodicds for example) for these cases (low productivity/high IT spending that got better) aswell as
their inverse (high productivity/low I T spending that got worse) to get a better sense of what was going
on. Therisk with thisandyssisthat the Census data will by necessity be cut pretty finely, and once

outside data it matched with Census data, everything has to meet with disclosure requirements.

4.3 Industry Mix

Figure 5 shows the relationship between factor share totd factor productivity quartilesand I'T spending
guatilesasinfigure 1. However, in this case productivity quartile assgnments were completed
separately for each indudtry at the two digit SIC code levd. The figure again shows the combined data
for dl three years under investigation, but the results are the same if each year is presented separately.

In this case rather than congsting of the top productivity performers across al manufacturing, asisthe



casein § 4.1, the highest productivity quartile conssts of the top 25% of the performers from each

indugtry. 1T spending quartile assgnment has also been completed by industry.

IT Spending and Total Factor Productivity
(By Industry)
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Figure 5 - Relationship between Factory Share TFP (by Industry) and IT Spending

The third hypothesis, the relaionship between productivity levels and IT spending will be independent of

industry, aso holds.

As gated above, since the productivity quartile assgnment is based on factor share TFP, which is
relatively independent of industry, one would expect that the factor share TFP caculated for al plants
across indusiries would have reletively the same values regardless of industry. Thisiswhat is happening.

Within each industry, the factor share TFP s range from around -2.0 to 2.0. Since the calculated factor
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share TFP sare amilar, the results of dividing the sample into productivity quartiles either on an overal

basis or by industry achieve essentia the same productivity quartile assgnments,

4.4 Contribution versus Spending

Table 6, below, shows the estimates for the dadticity of IT, bc from equation 11, for both the highest
and lowest productivity groups. Hypothesis 4, dthough spending more on IT than higher productivity
plants, the relationship between IT spending and output will be sgnificant, postive, and smdler than the
relationship between I'T spending and output for high productivity plants, is supported. As expected,
higher productivity plants have larger returnsto output from their IT spending and do spend less.
Hypothesis 5, the contribution to total output from high productivity, low IT spending plants and low
productivity, higher IT spending plants will be gpproximately equivaent, is based on the assumption that
because they are lower productivity, lower productivity plants will “spend up” their IT investmentsto
achieve the same benefit as higher productivity plants. Astable 6 shows, lower productivity plants
spend more on average than higher productivity plants. However, the additiona spending is not
aufficient to bring the total contribution to output from IT to the same leve asis achieved by the higher
productivity plants. It should be noted that thisfinding is based on an assumption of ceteris paribus
with regard to the other factor inputs that clearly does not hold. By definition, the higher productivity
plants are achieving smilar results with the other inputs (materid, labor, and capitd) - they are spending
less and getting more. Although the andlys's suggests some support for hypothesis 5, it appears asif the

difference in spending levelsis not fully explained by the difference in productivity levels.

Elasticity of IT Mean IT Contribution to
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N (be) Spending Output
Highest Productivity

1982 1867 0.0108" 228.41 1.0604
1987 3548 0.0221" 235.43 1.1284
1992 4708 0.0221" 213.38 1.1260
L owest Productivity

1982 1867 0.0100" 304.10 1.0593
1987 3547 0.0141" 284.13 1.0830
1992 4708 0.0165" 288.62 1.0980
" p<0.01

" p<0.0001

Table 6 - Impact of 1T Spending for Highest/L owest Productivity Plants

In essence, the find two hypotheses resolve the dilemma posed by the earlier findings of this paper. Itis
clear from the data that higher productivity plants tend to spend lesson IT while lower productivity
plants tend to spend more. Thisis definitely a surprisng finding. Given that a postive reationship has
been found (edsewhere and even in this same data) between IT soending and output, these hypotheses
help to explain what is going on. Higher productivity plants are spending less but are getting greater
benefit from this smdler amount. Further knowledge is added to the * productivity paradox” question.
It's another example of unaccounted for heterogeneity influencing prior results. Since some plants are
more productive than others (cal it management skill, Return-on-Management™, or whatever you'd
like), they are able to achieve agreater level of benefit at lesscost. Ther returns are higher but their
investment islower. If the datais analyzed without taking this difference into account, the results would
be much lower than anticipated, which they are. By showing not only are the returns are positive for
both high productivity and low productivity plants but that their contributions to output are smilar, a

deeper understanding of the “productivity paradox” and the conflicting resultsis obtained.



4.5 Limitations

This andysis was completed againgt data compiled by the Bureau of the Census as part of the Annua
Survey of Manufactures and the Census of Manufactures. As such, it conssts of data provided to the
federd government by each of the manufacturing locations included in the annua sample or dl locations
inthe census. The accuracy of this information can easily be cdled into question. Following the
gpproach taken by Doms, Dunne and Troske (1997) who used the Census provided dataiin their
andysis, datigics for the sample analyzed have been caculated and compared againgt those from other
available data sources. No sgnificant differences were found. Asthe sample selection method is
explicitly weighted toward including dl large firms and plants, the sample is clearly biased toward large
firms. However, the sample does account for approximately 80% of the total manufacturing economic
activity inthe U.S. Also, gpproximately 50% of the sample is randomly sdlected for al known
manufacturing establishments so the sample averages are below those of Brynjolfsson and Hitt (1996)
whose sample was sdlected from the Fortune 500. In addition when working with the LRD, Bally et d.
(1992) noted problems with outliers and missing data. Their approach was to discard information on
any plant in agiven year tha resulted in a productivity level outsde of arange of = 200% of the industry
average. Given the sgnificant impact to any datistica analyss that outliers may introduce, this may not
represent the best gpproach to this problem. Given the large number of observationsin the sample, it is
not possible to investigate each outlier to determineif it is alegitimate data point or the result of
inaccurate data. As no significant outliers were found in the datathat may have positively biased the

results, the analysis was completed without removing any of the observations as outliers.



A further limitation of the results presented by this andyssis that it was only completed against
manufacturing industries. However, as part of thisandysisis an attempt to replicate the results of
Strassmann and his results where obtained by anayzing primarily manufacturing data from a different
source, this does not present a savere limitation on the results. The results of Brynjolfsson and Hitt
(1993, 199683, 1996b), Loveman, Barua, et a. and others were also obtained from data that consisted
primarily of manufacturing firms so ample precedent has been established in the sudy of the relationship
between IT spending and productivity for a satisfactory degree of sgnificance to be associated with
these reaults. It should be noted that the results only reflect manufacturing firms and care should be

taken in gpplying any result to other indudtries.

This study has only investigated the relationship between productivity and I'T spending using three
possible measures of productivity, factor share totd factor productivity, residud tota factor
productivity, and relative totd factor productivity. A more vigorous gpproach could include other
measures of productivity. Other definitions of productivity are possible and available from the data
source andyzed. As only manufacturing locations are represented in the data, the traditiond measure of
productivity, output per unit of input, could be useful but would not be as meaningful as measuring
productivity using total factor productivity. Other methods for determining productivity should be

investigated, and the impact of their use on the results andyzed.

Thefind limitations of this research result from the specific information on IT spending that is available.
Astherequired dataiis only collected every five years, alongitudind study of the impact of IT spending

on productivity is not immediatdy available. This andyss reflects aggregate andys's and three separate



cross-sectiond results. Further, only spending information on “new computer equipment” has been
collected. This spending does not represent the totd required investment by a plant in computer
technology which must include the support and labor cogts. Tota computer “stock” vaues would be
more gppropriate for the production function estimated. Given the fairly stable investment rate by firms
in computer technology since the mid 1980’ s and the relatively rapid depreciation for computer
equipment, the correlation between current year spending and total stock should be sufficiently high

enough to dlow current year spending to act as a proxy for total stock values.

A further limitation results from the way in which manufacturers may have been reporting new computer
equipment spending (Troske, persond communication). The reported level of spending has increased
over time while spending on “other” new technology has shown a corresponding decrease. It is not
clear whether the numbers truly represent a change in spending or reporting. Additionaly, some plants
do not seem to have reported their computer investment, but the growth rates for the reported numbers
correlate strongly across industries. Within specific indudtries there are large sandard errorsin computer
investment. It isunclear whether these tandard errors are the result of truly different spending patterns

or poorly reported data.

5. Discussion

5.1 Managerid Implications




Beyond providing additiona insgghtsinto the productivity paradox and the factors that must be taken
into congderation, this research offers findings that have direct implications for management and the
management of information technology resources. Firg, it offers support for the idea that management
kill is an important factor that must be taken into consderation. Some firms are clearly better than
others a effectively utilizing their IT invesments. Although specific differences have not been identified
in thisandyss it isimportant to redize that those differences exist. Firmswould do well to recognize
who the best performers are in their industry and develop and understanding of why they do so well.
This research offers empirica evidencethat IT isnot apanacea. Firmsthat are not doing well relative to
their competitors cannot spend their way “out of the hole.” Lower productivity firms tend to spend
more on IT than higher productivity firms but achieve mixed results. Firg, to alimited extent, the
increased spending on I T does increase the contribution to output from IT. However, even with
increased spending, lower productivity firms do not reach the same level as higher productivity firms.
The management of afirm needsto recognizeif it isalower productivity firm and compensate to some
extent with increased pending.  Second, most firms have not successfully used IT spending to increase
overd| productivity. The primary driver of productivity levelsis previous productivity - IT does not
sgnificantly enter into the rdaionship. However, asmal minority of firmswho did spend moreon IT
were successfully able to improve their productivity position. When combined with the result that higher
productivity firms spend lesson I'T and achieve more, this strongly supports the need for strategic
management of 1T and the need for Stuationd awareness. Since higher productivity firms, regardless of
the industry, are able to achieve more from less, it suggeststhat I T usage can be specificaly targeted

within the firm. It is not sufficient to undertake the same I T projects as everyone dse, the management
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of the firm needs to undersand itsinternd and externd environment and undertake those efforts that

best fit the firm’ s unique Stuation.

5.2 Future Research

As gated above, the potentidly most interesting cases have been treated as outliersin thisandysis
because the primary focus was on understanding the “big picture’ of the relationship between
productivity and IT spending. However, this analys's has identified two specific groups of plants that
warrant additiond atention. Thefirg isthose plants that werein the lowest productivity quartile and the
highest IT soending quartile that were able to move to a higher, or even the highest, productivity quartile.
Thisis strongly suggestive of an ability on the part of someto use IT to their drategic advantage and
make dramatic improvements over the five and ten year periods analyzed. The second group of interest
isthose that were in the highest productivity quartile and lowest IT spending quartile that moved to a
lower, or even the lowest, productivity quartile. As TFP was calculated relative to the performance of
other plants in the same indudtry, this suggests that some plants were unable to keep pace with their
peers. It provides support for the argument that, in some instances, I T is a necessity that must be
maintained at a certain level smply to remain competitive. On its own, the data available from the
Census Bureau will only support limited additiona analysis into these Stuations. However, it is possble
to match the Census data to data from other sources in an attempt to gain a better understanding of

those plants that made dramatic moves in their rdative productivity.

Although information on new computer equipment spending is only avallable in five year increments, the

annud information thet is available for the four following years will support longitudind andlysis of plant
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productivity. It will be possible to complete three separate longitudind andyses of productivity in five
year blocks for the “small” plant portion of the sample and andysis over the duration of the time series
for the large plants and firms. This andysswould dlow for identification of lagged effects from
spending on computer technology in the years available. Given the differentid effects across indudtries
and initid productivity, it islikely that the impact of lagged effects will be moderated by industry or firm
characteristics. There may be arelationship between ex ante productivity and the ex post impact from
spending on computers. Understanding this relationship and its moderators could lead to Sgnificant

improvements in manageria decision making by firms with respect to spending on informetion systems.

Olley and Pakes (1996) have identified numerous concerns with the traditiona methods of estimating
production function parameters and have devel oped a method to overcome these concerns. Their new
method aso impacts the caculaion of TFP which uses estimates of the production function parameters.

Thiswork can be extended to use the latest in TFP “technology.”

The results presented above have focused only on the manufacturing sector because thet is the only

information currently available in the LRD. However, finance, insurance, and red estate (FIRE) data

will be avallable soon as will other “service sector” Censusdata. Thiswill dlow for adetailed andysis

in the “service sector” of the economy and comparison with the results found for manufacturing.

6. Conclusion
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Some firms are clearly more efficient than others. This effectiveness extendsto IT aswell. Not only do
higher productivity firms get a grester benefit with less spending on I T, but lower productivity firms get a
lower benefit with greater spending. Although the returns are different, they are il positive and
significant when industry differences are dlowed for and alarge enough sampleisused. Further, IT
spending is not sgnificantly related to subsequent productivity levels. Although the data did contain
examples of low productivity plants that spent more on I T and increased their productivity and high
productivity plants that spent lesson IT and logt productivity, the overdl finding is that previous

productivity is sgnificantly related to current productivity while IT spending is not.

Mismanagement was origindly given as a possble explanation for the productivity paradox. It would be
more clear to say that management sKkill effectsthe leve of benfit that afirm can get fromitsIT
spending. Even though the lowest productivity firms had a smdler benefit and greater spending than the
other firms, the lowest productivity firms till had a positive return associated with their IT spending.

The relationship between firm performance and IT spending isa complex one. By showing that
management skill must also be taken into account, a degper understanding of the earlier findings that led

to the “productivity paradox” is developed.
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