Appendix G: Benchmarks From the NHQR
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The NHQR provides a national set of estimates and, often, State estimates that can be used as benchmarks for quality improvement.  A benchmark can be a baseline or point from which you start, not necessarily representing a goal or target; or it can be the best current rate, something achievable; or it can represent a consensus of what should be achieved.  It is a basis for making comparisons.

Several types of benchmarks can be derived from the NHQR:  

· Theoretic limit benchmark—The theoretic limit refers to the maximum or minimum level that a measure can take on.  For example, 100 percent for positive outcomes or 0 percent for negative, avoidable events.  In an ideal world, these would be achievable, but in a world where so many factors are involved in achieving a maximum result, those benchmarks may be unrealistic.  Also, some concepts might feasibly come closer to the theoretic limit than others.  

· Best-in-class benchmark—The rate for the top State or top tier of States can be used for what manufacturers call a “best in class” benchmark.  (The top tier can be defined as the top 5 or 10 percent of States averaged together.)  Using influenza vaccination as an example, the highest rate of flu vaccination for people with diabetes across the States (64 percent) may be assumed to be a feasible goal for States to achieve.  However, some may view the top State rate as an impractical target given their population and circumstances.  Others may view that goal as inadequate depending on the value of the rate and the state of medical knowledge and practice, and they may view the 100-percent goal as their target.  These judgments will vary across States because States face different circumstances and environments.  This Resource Guide uses the top 10 percent of States, combined in a simple average, to derive the best-in-class estimate.  A simple average, rather than weighted average, was used because the denominators from the BRFSS estimates were not available in the NHQR.

· A national consensus-based goal—Some organizations propose targets that should be achieved to improve the health status of the overall population and vulnerable subgroups.  For example, two decades ago, the Centers for Disease Control and Prevention developed diabetes-related goals for a healthier U.S. population.  Each decade those goals are reviewed and reestablished.  

· National average—The overall average indicates where the average member of a group stands.  For example, the average of influenza vaccination rates for people with diabetes in States (37 percent according to the BRFSS data source) is the “norm” for States or is the rate for the “average” State.  States with rates below the average would prefer to be at or above the average.  But the average may not be an indicator of quality health care.

· Regional norm—States may prefer a regional estimate for comparison because they want to see how they perform compared to medical practice within the region.  Given the wide regional variation in U.S. medical practice, regional estimates may be weak goals for regions where practice should change to enhance the health care quality for people with asthma. For this Resource Guide, the regional averages are calculated for the four Census regions, Northeast, Midwest, South, and West.  (The averages are simple averages because the denominators for BRFSS estimates were not available from the NHQR.)
· State rate—The State’s own rate may serve as a benchmark for various purposes, such as tracking changes over time, evaluating the effect of a statewide intervention to improve quality, or reporting the norm for local communities and providers to use as a comparison with their own performance.  Concerns noted above about using national or regional averages as goals also apply to State rates.  For provider-level estimates, the best-in-class providers may be a better indication of what is achievable and should be used as a goal rather than the State average rate.  Severity adjustments are an important issue at the provider level, where populations of patients with varying severity and comorbidity levels are unlikely to be distributed evenly across providers.

Appendix H: Information on Statistical Significance

This section is provided for data analysts who wish to generate other statistics and/or perform statistical tests for other comparisons than those that are provided in the NHQR and NHDR.

Comparing State and Average Estimates Using P-Values 

When comparing an individual State estimate to another estimate, such as the all-State average or the average for the top tier of States, every measure has error associated with it.  The error is associated with sampling (size of the sample or sampling methods), accuracy of respondent recall and responses, data entry processes, and many other factors.  When comparing estimates it is important to take this error (which can be estimated with statistical assumptions) into account.

A common statistic for comparing two rates to determine whether they differ is the t-test based on a normal distribution.  The t-test can be compared to a normal distribution with a prespecified level of significance or acceptable error in conclusions about whether or not two statistics come from the same distribution or population.  The p-value, a statistic for a normal distribution, can be calculated to determine whether two measures are likely from the same or from different distributions.  
Statistical significance and magnitude of the difference should be considered together when comparing two estimates.  The first check should be:  Is the difference statistically different?  The second check should be:  Are the differences large enough to be meaningful for policy purposes?  These questions are addressed below:
· Is the difference statistically different?  Are the p-values less than 0.05?  If so, you can assume that the underlying distributions come from different populations or experiences.  But there are some other considerations.  The statistical test of differences is affected by the number of observations from which the measures were generated.  For example, if the measures were generated from hundreds of thousands of records then summary measures (such as averages) have less variance and lower p-values, which imply “statistical significance” even when the magnitude of the differences might be tiny.  Alternatively, when differences are large and the number of observations is few, the absence of statistical significance might simply mean that the data set does not have enough observations for a powerful test.  This happens frequently with the BRFSS measures because the annual sample sizes of the State surveys are small—from about 2,000 to 8,500 observations.
· Are the differences large enough to be meaningful for policy purposes?  Because of the relationship between the statistical test and the number of observations, some judgment must be used to assess the meaning of the differences between State estimates.  Thus, in addition to statistical significance it is important to ask the second question:  Is the State-to-benchmark difference large enough to warrant efforts to rectify it?  A one or two percentage point difference in a measure may not be worth the effort to improve it.  A 5 or 10 percentage point difference may mean that a substantial number of State residents are affected by poor health care quality in the State.  These are judgments that local experts and stake holders who understand the environment of a State can help make.

Calculating P-Values

Calculating the p-value is straightforward when the standard errors (SEs) of the estimate are provided.  For example, standard errors are provided for the national average and for individual States.  Thus, the test for statistical significance between those two estimates is straightforward (and provided first).  However, calculating another average (say, the top decile average) for which the standard error has not been provided is more complicated.  In fact, the top decile comparisons in this work are evaluated for statistical significance because the population denominators were not readily available in time for publication of this Resource Guide.  Nevertheless, the method for that calculation is presented below.

Calculating the p-value when the relevant standard errors are provided.  For an individual State estimate compared to the all-State average, the appropriate standard errors have been provided in the NHQR tables.  To assess whether or not a State rate is statistically different from the average, calculate the p-value, as follows.  

Two-sided t-test: 
Where:

R1 = a State rate

R2 = national rate

SE21 = square of the standard error of the State rate (or its variance)

SE22 = square of the standard error of the national rate (or its variance)  

If the p value is smaller than 0.05, then a State can conclude, with 95 percent confidence, that the State rate is statistically different from the all-State average rate.    

The p-value can be calculated using SAS or EXCEL with the following data elements and formula functions:

SAS: p = 2 * (1 - PROBNORM(ABS(t)));

EXCEL: p= 2*(1- NORMDIST(ABS(t),0,1,TRUE))

Calculating the p-value when the relevant standard errors are not provided.  The fundamental equation of analysis of variance can be used to calculate p-values for other comparisons. For example, comparing a State rate to the average of the top three States would involve the following.  The total sum of squares about the overall three-State mean is the sum of the within-State sum of squared deviations from the State mean and the between-State sum of squared deviations from the three-State pooled mean.  The within-State sum of squares is obtained by squaring the State’s standard error and multiplying by the sample size.  The between-State sum of squares is obtained by summing the sample-weighted squared difference between the State average and the overall three-State average.  The formula is below (note: x**2 = x squared and sqrt(x) = square root of x):

Let n1, n2, and n3 be the sample sizes for each State.

Let m1, m2, and m3 be the means for each State.

Let s1, s2, and s3 be the standard errors for each State.

N = n1 + n2 + n3, is the overall three-State sample size.

M = (n1*m1 + n2*m2 + n3*m3) / N, is the overall three-State mean.

SS = n1*(n1-1)*s1**2 + n2*(n2-1)*s2**2 + n3*(n3-1)*s3**2 + n1*(m1-M)**2 + n2*(m2-M)**2 + n3*(m3-M)**2

VAR = SS / (N-1)

SE = sqrt(VAR), which is the estimated standard error for the three-State mean.

Now suppose you have a mean m0 and standard error s0 from a State and you want to test whether m0 is significantly different from M.  The test statistic is:

Z = (m0 – M) / sqrt(SE**2 + s0**2), 

which can be compared to 1.96 to test the difference at the 5-percent significance level.  Or alternatively the p-value can be calculated as in the previous section.

Key Messages on Benchmarks:





A benchmark:


Is a point for comparison.


Is a place to start.


May be inadequate or impractical from different vantage points. 





Methods matter:


They can have a large impact on comparisons.
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