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Computational tools are available to utilize
sensitivity and uncertainty (S/U) methods for a wide
variety of applications in reactor analysis and criticality
safety. S/U analysis generally requires knowledge of the
underlying uncertainties in evaluated nuclear data, as
expressed by covariance matrices; however, only a few
nuclides currently have covariance information available
in ENDF/B-VII. Recently new covariance evaluations
have become available for several important nuclides, but
a complete set of uncertainties for all materials needed in
nuclear applications is unlikely to be available for several
years at least. Therefore if the potential power of S/U
techniques is to be realized for near-term projects in
advanced reactor design and criticality safety analysis, it
is necessary to establish procedures for generating
approximate covariance data. This paper discusses an
approach to create applications-oriented covariance data
by applying integral uncertainties to differential data
within the corresponding energy range.

I. INTRODUCTION

Sensitivity/uncertainty (S/U) techniques have been
widely used to propagate nuclear data uncertainties
to uncertainties in reactor performance parameters. 1 ,2 ,3

Recently, S/U methods have begun playing an
increasingly important role in criticality safety analysis.4,5

S/U applications require estimates for nuclear data
uncertainties, which are usually specified by a multigroup
covariance matrix consisting of variances in the group
cross sections for each nuclide-reaction pair, along with
correlation coefficients indicating dependencies among
the data. Multigroup covariance data can be processed
from evaluated nuclear data files such as ENDF/B, JEF,
JENDL, etc., which contain descriptions of differential
nuclear data as well as, in principle, the covariance
information.

In reality, none of the evaluated nuclear files
available to the international community currently contain
sufficient uncertainty data for many realistic S/U
applications. There are plans in the United States to
evaluate additional high-quality covariance data for

several important materials over the next several years,
and this should improve the situation for major nuclides.
Nevertheless, there will not be sufficient uncertainty
information for the perhaps hundreds of fission products,
minor actinides, and impurity materials needed for
advanced reactor design, criticality safety, source-term
analysis, burnup credit, and shielding calculations. Due
to lack of covariance data, S/U applications currently
either must neglect the impact of uncertainties in many
data or resort to assigning ad hoc values based upon
personal experience and preference.6

In contrast to the paucity of uncertainty information
for differential data, there is a wealth of information
available for uncertainties in measured integral data
parameters. Extensive compilations of integral data and
their uncertainties have been published recently by
Mughabghab. 7 Here we examine how uncertainties in
measured integral data could be utilized for consistency
checking, improving evaluation of uncertainties in
differential data, and possibly providing an approximate
representation of missing uncertainty data.

II. DIFFERENTIAL AND INTEGRAL DATA

Evaluated differential nuclear data such as contained
in ENDF/B are determined typically by combining
differential measurements with theoretical expressions
from physics models. For example, resolved resonance
cross sections may be described by equations of the
Reich-Moore formalism. These expressions contain
resonance parameters determined by regression of the
theoretical equations with one or more differential
measurements. Converting the measured results into an
evaluated cross section introduces a number of correlated
uncertainties into the differential data, caused by
background corrections, normalization, etc.8

In this paper the term “integral parameter” refers to
an intrinsic nuclear data parameter, as opposed to an
extrinsic integral parameter such as the criticality factor
keff that inherently depends upon the facility where the
measurement is done. Intrinsic integral parameters are
measured experimentally and, in theory, should be
independent of the measurement facility; thus, they are



“fundamental” quantities in the same sense as differential
nuclear data. Examples of intrinsic integral data are
infinitely dilute resonance integrals, Wescott g-factors,
and thermal cross sections [“integral thermal cross
section” refers to the 2200-m/s value determined by direct
measurement or by activation experiments in a standard
neutron field, in contrast to values inferred from
differential quantities like resonance parameters]. The
following are some commonly measured intrinsic integral
data, expressed in terms of the differential cross section
σ(E).

(a) Infinitely dilute resonance integral (RI) from EL to EH:
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The energy limits are typically selected as EL ~0.5 eV
(Cadmium cutoff) and EH = 5.5 keV.

(b) Maxwellian-averaged thermal cross section:
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where M(E,T) ≡ Maxwellian flux distribution at a
temperature of T, normalized to unity.

(c) 2200-m/s thermal cross section (at E0 = 0.0253 eV;
v0 = 2200 m/s):
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Ratios of integral quantities, such as thermal eta
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, may also be of interest, but the discussion here is

limited to linear functionals that have the general form
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where Wm(E) is the response weighting function for
integral parameter “m.” By definition of an intrinsic
integral parameter, Wm(E) is an analytical–or at least
well-characterized–function with negligible uncertainty.
The multigroup form of Eq. (2.4) is
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where σg = multigroup cross section for group g, a
weighted average of the differential data;

Wm,g = integrated value of Wm(E) over energy
group g;

G = the number of energy groups.

Integral parameters can play an important role in data
evaluation by providing normalizations and checks on

differential data. The SAMMY 9 computer code for
nuclear data analysis allows incorporation of integral
constraints during the regression procedure so that
integral as well as differential measurements are fit
simultaneously. Even when integral parameters are not
actively incorporated into the fitting process, they may
play a less obvious passive role in data analysis by
providing useful checks that the differential and integral
data are consistent. Differential data uncertainties should
reflect the influence of integral data.

As a hypothetical example, suppose that a differential
evaluation of resonance parameters produces a thermal
cross section value of 100 ± 10 barns, and that the
accepted integral value is 92 ± 2 barns. Since the
differential value is significantly outside the uncertainty
in the integral value, it is reasonable for the evaluator to
modify the initial fitting parameters, consistent with
differential measurement uncertainties, so that a revised
evaluation gives a thermal cross section of 95 barns. The
new cross section still fits the differential data within its
10% uncertainty but is now more consistent with the
integral measurement. Although the differential
evaluation states an uncertainty of ±10% in the thermal
value, the actual uncertainty should be less because it was
constrained passively to be within the uncertainty of the
integral measurement.

Table I shows values of thermal cross sections and
resonance integrals determined from ENDF/B-VI.8-
evaluated differential data compared with the
corresponding integral measurements and their
uncertainties.7 It can be seen that the values obtained
from ENDF/B evaluations have a large probability of
falling within two standard deviations of the integral
parameter values; only 2 of 36–the 241Pu capture integral
and 241Am thermal capture–are slightly outside of two-
sigma. This fact suggests that the uncertainty in the
integral measurement is a reasonable estimate for the
uncertainty in the calculated parameters obtained with
differential data.

Assume that integral measurements of a parameter Pm

produce a best-estimate value of (I)
mP , with a standard

deviation of Std( (I)
mP ). Define (D)

mP to be the value of Pm

calculated from differential data (processed into
multigroup form) by using in Eq. (2.5). The variance in

(D)
mP is

(D)
m(P )Var = T

m XX mW C W , (2.6)

where mW is the G dimensional column vector
containing Wm,g by group; and

XXC is the (G, G) multigroup covariance matrix
determined from differential uncertainties.



TABLE I. Comparison of Calculated and Measured Integral Parameters
Thermal Cross Section (b) Resonance Integral (b)Type of Data

ENDF/B-VI.8 Measured ± std ENDF/B-VI.8 Measured ± std
1H (n, γ) 3.320 10-1 3.326 ± 0.007 10-1 1.49 10-1 1.49 ± 0.00 10-1

56Fe(n, γ) 2.59 2.59 ± 0.14 1.35 1.40 ± 0.20

Zr (n, γ) 1.85 10-1 1.85 ± 0.03 10-1 9.57 10-1 9.50 ± 1.50 10-1

113Cd (n, γ) 2.06 104 2.06 ± 0.11 104 3.92 102 3.90 ± 0.40 102

135Xe(n, γ) 2.63 106 2.65 ± 0.11 106 7.65 106 7.60 ± 0.50 106

149Sm(n, γ) 4.02 104 4.01 ± 0.06 104 3.48 103 3.39 ± 0.20 103

155Gd(n, γ) 6.09 104 6.09 ± 0.05 104 1.56 103 1.45 ± 0.10 103

235U (n, γ) 9.87 101 9.83 ± 0.08 101 1.40 102 1.44 ± 0.06 102

235U (n, f) 5.85 102 5.83 ± 0.01 102 2.76 102 2.75 ± 0.05 102

238U (n, γ) 2.72 2.68 ± 0.04 2.78 102 2.77 ± 0.03 102

237Np (n, γ) 1.81 102 1.76 ± 0.03 102 6.60 102 6.40 ± 0.50 102

239Pu (n, γ) 2.70 102 2.69 ± 0.03 102 1.81 102 2.00 ± 0.20 102

239Pu (n, f) 7.48 102 7.48 ± 0.02 102 3.10 102 3.01 ± 0.10 102

240Pu (n, γ) 2.87 102 2.89 ± 0.01 102 8.50 103 8.10 ± 0.20 103

241Pu  (n, γ) 3.62 102 3.58 ± 0.05 102 1.79 102 1.62 ± 0.08 102

241Pu (n, f) 1.01 103 1.01 ± 0.006 103 5.73 102 5.70 ± 0.15 102

241Am  (n, γ) 6.19 102 5.87 ± 0.12 102 1.39 103 1.43 ± 0.10 103

In general the covariance matrix can be written as

 T
XX X XX XC s R s , (2.7)

where Xs is a (G, G) diagonal matrix containing group
cross section standard deviations, Std(σg), and RXX is the
correlation matrix. Our conjecture is that whenever
integral measurements play an active or passive role in
constraining evaluated data, the values of P(D) and P(I)

should be consistent within the integral measurement
uncertainties, and that the uncertainties should be similar;
that is,

(D)
mP ε (I)

mP ± Std( (I)
mP ) , (2.8)-a

Std( (D)
m(P ) ) ~ Std( (I)

mP ) . (2.8)-b

Equation (2.8) provides a consistency check for
evaluated covariance data. There is no guarantee these
relations hold for all cases, since it is not known how (or
if) integral measurements were utilized in a particular
evaluation. Nevertheless, covariance evaluations that do
not satisfy the above inequality should be examined more
closely for consistency.

III. INTEGRAL APPROXIMATION FOR
DIFFERENTIAL UNCERTAINTIES

Because of the urgent need for covariance data, it is
desirable to determine approximations to represent
uncertainties for which no high-fidelity evaluation is
available. In this section we examine how integral data
uncertainties might be used to approximate the covariance
matrix for differential data, and under what conditions the
approximation is expected to be reasonable. It should be
understood at the outset that information concerning
correlations among energy ranges, reaction types, and
nuclides must be ignored because of insufficient
knowledge. Further, we focus only on data for which
intrinsic integral parameters with uncertainty estimates
are available: capture and fission thermal cross sections
and resonance integrals, and potential cross sections. For
many applications in criticality safety and thermal reactor
analysis, these are the most important data, especially for
fission products, minor actinides, and moderators, which
are the majority of materials with no evaluated
covariances. The proposed method does not provide
uncertainties in the energy range above ~5 keV, or for
inelastic or other types of data with no integral



measurements. However, other approximate methods
currently are being developed to produce low-fidelity
covariances in the fast energy range, 10 which can be
combined with this work to generate full-energy-range
covariances.

It has been observed that the multigroup covariance
matrix for many cases consists of several weakly
correlated partitions, while group data within a given
partition may be correlated. In the integral approximation
the covariance matrix is broken into three partitions called
the fast, epithermal, and thermal ranges, respectively.
The covariance matrix for a nuclide/reaction pair “r” is
partitioned as

XXC =
0 0

0 0
0 0

 
 
 
  

(r)

(r)

(r)

F
H

T
, (3.1)

where (r)T is a (GT,GT) matrix for thermal range;
GT = number of thermal energy groups;

(r)H is a (GR,GR) matrix for epithermal range;
GR = number of epithermal energy groups;

(r)F is a (GF, GF) matrix for fast range;
GF = number of fast energy groups; and
G = GT + GR + GF

The particular energy groups within each range must
be specified based upon some criteria. As previously
mentioned, the integral approximation is limited to the
thermal and resonance ranges, so that only the matrix
partitions (r)T and (r)H are discussed here. Low-energy
absorption cross sections are usually the most important
data needed for fission products, impurity nuclides, and
many minor actinides in thermalized systems. In the
epithermal energy range, the main data needed for
applications are usually the capture and fission rates due
to resonance reactions, and the elastic scattering reactions
of moderators.

III.A Covariances for Absorption Data in the
Thermal Range Partition

The low-energy-absorption cross section for many
nuclides is described by a 1/v cross section,

0
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v
(E)

v
   , (3.2)

where σ0 is the integral parameter defined in Eq. (2.3)
(i.e., the 2200-m/s cross section). A Maxwellian weight
function is usually used to process multigroup data in the
thermal range. In this case the average cross section for
group g is easily shown to be equal to

g 0 gf   , (3.3)

where 0
g

g

v
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is the Maxwellian-weighted

inverse speed for the group.
For a given multigroup energy structure, the value fg

is constant, so that the change in a group cross sections is
equal to g0g f . Defining “E” to be the

expectation operator, the relative variance in the group
cross section is equal to
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The relative covariance for two thermal groups is
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and the correlation coefficient for these groups is
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StdStd
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The group cross sections are fully correlated since
there is only one degree of freedom for 1/v absorbers.
Some nuclides do not have 1/v cross sections in the
thermal range, for example, due to a low energy
resonance. In this case the group cross section can be
expressed as a ratio to the Maxwellian-averaged value
defined by the integral parameter in Eq. (2.2):
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The ratio th

0




, symbolized as “G”, is called the

“Wescott G-factor” or “non-1/v factor.” The Wescott
factor is unity for 1/v cross sections but can be greater or
less than unity for non-1/v data. Equation (3.7) also can
be written in a form identical to Eq. (3.3) by defining

g
g
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f G
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If the impact of changes in the relative shape of the
thermal data is small compared to changes in its
normalization, then fg in the above equation can be
assumed constant. In this case the previously derived
Eqs. (3.4) and (3.6) are also valid for non-1/v nuclides.

III.B Covariances for Resonance Absorption in the
Epithermal Range Partition

The concentrations of absorber impurities, as well as
many fission products and minor actinides, are usually



small; hence, their multigroup absorption cross sections
are represented adequately by infinitely dilute values.
Even cross sections of fissile materials are not heavily
shielded in low-enriched systems. Under these conditions
it can be shown that the energy distribution of cross
sections does not have a large effect on computed
multiplication factors for many applications, as long as
the group cross sections sum to the correct resonance
integrals (RI’s). This is illustrated in Table II, which
shows the relatively small changes in calculated criticality
factors (keff) due to replacing the 235U multigroup cross
sections by a flat value that produces the correct

resonance integral; that is,
epiU

RI


  , where ΔUepi is the

lethargy width of the resonance range. Note that the
infinitely dilute resonance integral approximation is
especially accurate for the dilute 235U solutions, as
expected. We can take advantage of this behavior to
obtain an approximate covariance matrix for the
epithermal resonance range. The infinitely dilute RI
defined in Eq. (2.1) is written in multigroup form as

g
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I I
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 ,

where ggg uI  and where gu is the lethargy width

of group “g”. The group resonance integral can be
expressed as Ig = fg I , where fg is the fraction of the total
integral contributed by group g; hence,
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Whenever changes in group distribution are
unimportant compared to changes in magnitude, we can

approximate g
g
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As in the thermal range, this approximation has only
one degree of freedom, and the correlation coefficient can
be shown to be equal to unity for groups in the epithermal
matrix partition.

III.C Moderator Scattering Cross Sections

Moderator materials are important in many
applications due to their impact on slowing down and
resonance escape probability of epithermal neutrons.
Within the epithermal range, moderator scattering data are
represented by the nearly constant potential cross section

p , and the secondary energy/angular distributions
correspond to s-wave interactions. This assumption can
also be used as a first approximation to treat elastic
scattering data of resonance absorber materials that do not
contribute significantly to the neutron slowing-down
process. Therefore the energy transfer element g g  of
the multigroup scatter matrix is

g g  =  p fg→g' , (3.11)

Table II. Impact of Changes in Shape of 235U Epithermal
Cross Section: Flat versus Actual Shape

keffCritical
Benchmark Benchmark Description Modified Data

Original Flat

HST013-1
bare sphere;

HEU/water solution
235U: (n,γ), (n,f) 0.99940 0.99932

LST002-1
H2O-reflected sphere;

LEU/H2O solution
235U: (n,γ), (n,f) 0.99821 0.99835

PST002-2
(PNL-2)

H2O-reflected sphere;
Pu/water solution

239Pu: (n,γ), (n,f) 1.00563 1.00672

PWR pincell
Hot Full Power; UO2

30 GWD/MT
235U: (n,γ), (n,f) 0.99725 0.99938

PWR pincell
Hot Full Power; UO2

30 GWD/MT
149Sm,143Nd,103Rh,151Sm,

133Cs,155Gd,152Sm:
0.99725 0.99421

FLATTOP U-reflector, HEU 235U(n,γ), 235U (n,f) 1.00051 1.00368



where fg→g' is the fixed group-to-group distribution
computed from the analytical s-wave distribution
function. Again, there is only one degree of freedom for
the uncertainty data. The relative variance is

g
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g

( )


Var
= p

2
p

( )


Var
, (3.12)

and the covariance matrix is fully correlated.
The free-atom cross section also can be represented

by p ; thus, the above relations can be extended to the
thermal range of materials with free-gas scattering
kernels. In the thermal range, the free-gas cross section is
proportional to the free-atom value and the group-to-
group distribution fg→g' corresponds to the analytical free-
gas scattering kernel.

III.D Examples

Figure 1 compares standard deviations for 232Th and
155Gd capture data in the epithermal and thermal partitions
[respectively, groups 13–24 and 25–44 in the 44 group
structure of the SCALE code system 11 ], based on the
integral approximation and the ENDF/B-VII covariance
evaluations.12 The evaluated differential uncertainty for
232Th is ~1.3% throughout the thermal range, while the
integral uncertainty is 0.4%. The standard deviation in
the 155Gd differential evaluation agrees well with the
integral uncertainty of ~1% around 0.025 eV but averages
about 5% over much of the thermal range. In the
epithermal range, the integral uncertainties seem to be
reasonable estimates of the standard deviations for these
materials. Figures 2 and 3 show correlation matrices for
the thermal partitions. Because the 232Th cross section
has 1/v variation, the correlation matrices for the
ENDF/B-VII and integral approximation are essentially
identical and equal to full correlation. However, 155Gd
has a Wescott factor of about 0.84, indicating substantial
deviation from 1/v behavior. The ENDF/B-VII
correlation matrix of 155Gd shows many thermal groups
are highly correlated, but the groups around 0.025 eV
tend to have low, or even anti-, correlation with higher
energy thermal groups.

III.E Summary of Integral Approximation for
Covariance Matrices

The integral approximation divides the covariance
matrix into uncorrelated partitions. The relative variance
and correlations within a partition have the general form

g
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g
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

Var
=

(I)
m

2
m
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P

Var , and Corr( g , g ) = 1.0 , (3.13)

where g ε {Gmin, Gmax} is the range of groups in the
partition, and

(I)
mP is an integral parameter “m” with a known

uncertainty. The integral parameter is defined by
response functions Wm over the partition [see
Eq. (2.5)].

The integral approximation of the covariance matrix
for each partition is equal to
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and the corresponding relative covariance matrix is

 rel 1 1
XXXXC C    =

(I)
m

2
m

(P )
P XXU

Var , (3.14)-b

where  is a (G, G) diagonal matrix whose elements
are the group cross section values;
UXX is a unit matrix containing ones in all
positions.

Substituting Eq. (3.14)-a into Eq. (2.6) gives
Var (D)

m(P ) = Var( (I)
mP ); thus, the approximate covariance

matrix is guaranteed to produce the desired integral
parameter uncertainty.

The integral approximation for thermal and
epithermal covariances data obviously has limitations.
For example, correlations in data of different materials
and reactions are not considered. Furthermore there is no
correlation between the epithermal and thermal partitions
of the covariance matrix; while groups within each
partition are fully correlated. Figure 4 shows a recent
evaluation of 235U fission covariance data over the energy
range of 0–3 keV, obtained by propagating differential
resolved resonance parameter uncertainties from
SAMMY into multigroup values. 13 The average
differential uncertainty in the thermal range is about 0.4%
compared to 0.2% in the integral value, and in the
epithermal range, it is generally 0.3–1%, while the
integral uncertainty is 1.8%. The correlation matrices are
significantly different. Because 235U is a non-1/v
absorber, thermal groups are less than fully correlated in
the differential evaluation, though still highly correlated
(>75%) over much of the range. The thermal data also
are somewhat correlated to the epithermal data, especially
groups near the thermal energy boundary (as expected).
However, the most noticeable difference is that the
differential evaluation indicates only short-range
correlations in the epithermal data, in contrast the long-
range (i.e., full) correlations in the integral approximation.



ENDF/B-VII 155Gd Correlation Matrix in Thermal Approximate 155Gd Correlation Matrix in Thermal

ENDF/B-VII 232Th Correlation Matrix in Thermal Approximate 232Th Correlation Matrix in Thermal

Fig. 1. Standard deviation of 232Th and 155Gd capture data in thermal and epithermal: integral approximation
vs. ENDF/B-VII.

Fig. 2. Correlation matrix of 232Th capture in thermal range: integral approximation vs. ENDF/B-VII.

Fig. 3. Correlation matrix of 155Gd capture in thermal range: integral approximation vs. ENDF/B-VII.
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The latter behavior is due to the assumption that the
integral uncertainty is the only information known about
the covariance matrix, so that the state of knowledge is
limited to one degree of freedom with fully correlated
data. Full correlation causes the maximum estimated
uncertainty in calculated application responses. However,
if additional information can be incorporated into the
covariance matrix, then the application uncertainty could
be reduced. For example, suppose that a better estimate is
known for the correlation matrix (perhaps based on
behavior of known high-fidelity covariances of similar
data). The integral approximation of the covariance
matrix becomes

 
(I)

XX m
T
m XX m

C (P )Var



XXR

W R W

   
   

, (3.15)

where XXR is the approximation for the actual correlation
matrix XXR . For example, short-range correlations can
be represented by a tri-diagonal matrix; or perhaps a
linear combination of tri-diagonal and a unit matrix would
suffice.
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Fig. 4. Covariance data for 235U fission in thermal and epitherm
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The above equation still preserves the uncertainty in
he measured integral parameter, while modifying the
ovariance matrix to include a better knowledge
f correlations. This approach should be studied further
s a possible method to improve the integral
pproximation.

V. SUMMARY

The integral approximation provides a simple method
o estimate low-fidelity covariances, which is
omplementary to other covariance evaluation work being
erformed.14,15 The primary advantage of this approach is
hat it provides a practical technique to generate near-term
ncertainty information for a wide variety of materials.
hree comparisons of the integral approximation with
ovariance data based on recent differential evaluations
ndicate that the integral uncertainty is somewhat lower
or the thermal standard deviations, and slightly higher for
he resonance range of 235U. The ENDF/B-VII correlation
atrices for the epithermal range seem to indicate

rimarily short-range correlations, while the integral
pproximation assumes full correlation. Although the
ntegral approximation may not be adequate for
ovariance data of major nuclides that require

Approximate U Correlation Matrix

al partitions: integral approximation vs. ENDF/B-VII.
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higher-fidelity evaluations, it should be sufficiently
accurate to provide low-fidelity uncertainties for
numerous nuclides of “secondary importance” that appear
in many applications.
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