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E
D

O
N

IO

●
C

 and F
ortran callable replacem

ents for
N

X
 I/O

 calls on Intel iP
S

C
 and P

aragon.
●

P
rovides disk caching for enhanced

perform
ance.

●
E

D
O

N
IO

 translates I/O
 calls into

m
essages that update disk cache.

●
E

D
O

N
IO

 uses extended int’s to access
files up to  16T

erabytes.



Prem
ise of E

D
O

N
IO

●
T

otal netw
ork bandw

idth greatly
exceeds disk I/O

 bandw
idth.

●
A

ggregate m
em

ory of iP
S

C
/P

aragon
used as large disk cache.

●
N

on-sequential concurrent access to
shared files is desirable.

●
O

ptim
al P

F
S

 perform
ance is achieved

for concurrent large contiguous blocks.



E
D

O
N

IO

●
U

nix/C
 binary file, N

O
T

 F
ortran

unform
atted file

●
 A

ll processors (not subgroup)
participate in I/O

 to shared file
●

U
ses M

_A
S

Y
N

C
 m

ode for high
perform

ance



C
ache

●
D

isk cache holds disk blocks of
64K

bytes
●

D
ata cache holds read-only rem

ote data
of 8K

bytes pages
●

D
isk blocks statically assigned in block

w
rapped m

apped fashion
●

S
im

ple Least R
ecently U

sed strategy



E
D

O
N

IO
 O

perations

●
S

tandard I/O
 calls replaced as follow

s:
»

open becom
es do_open or D

O
O

P
E

N
»

read becom
es do_read or D

O
R

E
A

D
»

w
rite becom

es do_w
rite or D

O
W

R
IT

E
»

lseek becom
es do_lseek or D

O
LS

E
E

K
»

flush becom
es do_flush or D

O
F

LU
S

H
»

close becom
es do_close or D

O
C

LO
S

E

●
M

ost I/O
 during preload, close and flush



d
o_nio

●
S

ynchronous call to initialize package
●

do_nio( int m
yid, int nproc )

●
A

lso initializes IP
X

 m
essage subsystem

●
R

equired before any E
D

O
N

IO
 calls



d
o_open

●
R

eturns a ``file descriptor’’ for later file
access (do_read, do_w

rite, do_close)
●

A
ll processors m

ust open file as
synchronous operation.

●
O

ptional call to synchronous “do_lsize”.
●

R
equire read/w

rite perm
ission on

w
riteonly files.



d
o_read

●
A

ssum
ing requested data not in local

data-cache (read-only files):
»

determ
ines location of data in netw

ork
»

IP
X

 sends appropriate m
essages to obtain

data
»

m
ay require I/O

 to reload disk block
»

received data are used to satisfy read
request

»
data pages are cached, if file is read-only



d
o_read

●
E

rror to call “do_read” w
ith w

rite-only
files

●
E

rror to read past end-of-file
●

S
eek pointer updated to next byte in file

●
T

im
es m

ay vary substantially,
depending on access pattern and cache



d
o_preload

●
S

ynchronous operation to read ahead
and preload disk cache

●
S

tart reading from
 m

in file pointer
(beginning of file after do_open)

●
W

ill not displace data already in disk
cache. U

se “do_csize” to m
ake room

 or
displace existing data.



d
o_w

rite

●
Location of requested data determ

ined
●

M
essages sent to ow

ner processors
requesting updates

●
S

im
ultaneous updates of overlapping

data undefined
●

M
ay require reloading of disk block

before update



d
o_csize

●
S

ynchronous call to expand or contract
cache used

●
D

efault 512K
 for data cache, 4096K

 for
disk cache

●
T

ip:avoid paging w
ith large cache size,

use “vm
_stat” to m

onitor free pages
●

H
old entire file in core for best

perform
ance



d
o_gsync/

d
o_check

●
P

olling version of IP
X

●
“do_check” to perform

 polling
●

“do_gsync” before gdhigh to purge IP
X

m
essages

●
A

void m
essage tags 0-10 and over 8M

il



d
o_eseek/

d
o_lseek

●
S

im
ply resets local file pointer to

indicated value
●

do_eseek returns extended integer for
files over 2G

igabytes
●

Independent file pointers, need care on
S

E
E

K
_E

N
D

 operations



d
o_flush

●
F

orces disk I/O
, w

riting current im
age of

file in m
em

ory to disk
●

W
rites only “dirty” disk blocks, cache is

intact.
●

S
upplied to avoid catastrophic loss due

to crash/pow
er failure and loss of cache

●
S

ynchronous call requiring all
processors to participate



d
o_close

●
do_flush follow

ed by destruction of file
cache

●
disk I/O

 done on large contiguous
blocks to optim

ize perform
ance

●
A

ll processors m
ust participate

●
T

ip: file not autom
atically closed on exit,

need explicit call to  “do_close”



D
ifferences

●
R

equire read/w
rite perm

isson even on
w

rite-only files
●

C
are on S

E
E

K
_E

N
D

 operations w
ith

do_lseek
●

C
are w

ith blocking prim
itives (such as

gdhigh, gsync, crecv) w
ith polling

version of E
D

O
N

IO
●

E
xact file size even w

ith do_lsize



E
D

O
N

IO
 R

esults

●
S

ynthetic benchm
ark to generate

elem
ent to vertex list

●
200x200x200 grid (256M

B
ytes),

300x300x300 grid (864M
B

ytes)
●

D
efault 512K

 and 4096K
 for data and

disk cache
●

R
un on xps35, affected by other disk

activities



E
D

O
N

IO
 R

esults

●
T

otal C
ache size increase w

ith m
ore

processors
●

P
hysical I/O

 w
ith “w

close” and “preload”
●

P
reload and C

lose tim
es increase w

ith
m

ore processors
●

S
am

e volum
e of m

essage spread
across m

ore processors



E
D

O
N

IO
 vs N

X
 (256M

B
)

procsw
open

w
rite

w
close

ropen
preload

read
rclose

16
3.1(1.3)

31.3(141.2)
1.9(0.2)

1.4(0.8)
2.2

84.5(89.5)
0.3(0.2)

32
3.1(2.1 )

15.5(122.4)
3.2(0.4)

1.5(1.3)
3.6

30.1(49.3)
0.4(0.4)

64
3.0(3.5 )

5.3(118.6)
7.6(0.7)

2.5(2.1)
7.9

7.2(48.0)
0.8(0.7)

12 8
4.7(4.7)

3.0(89.2)
11(1.5)

4.3(3.7)
7.7

4.0(47.5)
1.6(1.4)



E
D

O
N

IO
 vs N

X
 (864M

B
)

procsw
open

w
rite

w
close

ropen
preload

read
rclose

32
2.1(1.5)

45.9(262.0)
5.2(0.4)

2.6(2.3)
3.4

120(111)
0.4(0.3)

64
2.9(2.8 )

24.1(218.1)
7.3(0.7)

2.8(2.2)
6.5

56.7(109)
0.8(0.7)

12 8
4.9(4.5)

14.1(360.3)
23 (1.5)

4.6(4.8)
15.8

21.4(105)
1.5(1.5)



xps5 100x100x100 (32M
B

ytes)

procsw
open

w
rite

w
close

ropen
preload

read
rclose

16
0.8(0.6)

2.3(142.9)
5.3(0.1)

0.9(0.2 )
6.7

2.4(77.6)
0.1(0.1)

32
0.9(0.7)

1.3(146.8)
5.5(0.2)

1.1(0.3)
6.9

1.3(76.1)
0.2(0.2)

8
0.6(0.4)

4.5(153.3)
5.3(0.1)

0.9(0.2)
25.3

12.8(87.7)
4.4(0.1)

4
0.4(1.0)

25.8(186.5)
22 (0.1)

0.5(0.2)
9.0

26.8(95.3)
0.1(0.1)

4
0.5(0.5)

16.6(164.5)
11 (3.7)

0.4(0.2)
7.7

26(100.5)
0.1(0.1)



E
xam

ple

●
xps5:/hom

e/xps5/u0/efdazedo/T
E

S
T

»
ex3.F

, ex3.sh (E
D

O
N

IO
), ex3nx.sh (N

X
)

●
precom

piled library
»

nipxnode.o libdo.new
io.a

»
link in S

A
M

E
 order

»
should w

ork on other P
aragon system

s

●
cpp m

acro expansion w
ith “fw

rap” aw
k

postprocessing


