
Al95 

.T-ii3 
N? \. 

51 



!ike problea of learnZ.ng to seqm~ce mun nodifiers has turned out to be 
a so-Circe of ~~~expacted difficulty. in pars, the or&ring of modifiers is 
governed by pra,gm.tic factors, For instate one is likely to say sx22ll. red 
sacr,re when referring to one or' rizny red squares, but red stall scuzre when 
referrixg to ox of nmy SELL sq2ares. 3ifferences like these could be 
controlled by ordering of links in the iLL.IG ~.e~ory structure. 

After taking in 14 sentences LAS has built up a partial network gra~~~~r 
that serves to generate nany mxe sentencss than those it originally encountered. 
Zowever, note that L.45 has construct,. 4 fo:x copies of a nom phrase graxxx. 
Oae vould Luke it to recognize that those gracxiars zre the sac. The failure 
to do so with respect to this simple ertifici2llanguage only ai3ounts to an 
inelegance. h-owever, the identification of identical netr:orks is criticai -to 
inducing 1nngtxq.e~ vith recmsive rules. 
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E8Sb S? EgOS > si!O? 

D714 - snail 
DlO4:5 = r&blue,snall 
D1117 = blue,red 

Ix905 = small,large 
El.395 = large 
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EDlll.7 I3884 -psrO? DlO93 

STOP 
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G~1BXiZZ. It ~2s noted with respect to pllzalization that such generallzz- 
tiocs can be in error and the-t children also teml to xake such errors. iiowever, 
I xould x&qt to ergxe thet, on,the whole, r;atursl Zangdage is not perverse. 
Tnerefore, most of t-nose generalizations will turn out to be good decisio;ls. 
Clearly, for I.anwges to be learna'ble there must be some set of generaliza- 
tiocs which zre usually safe. The only question is uhether LAS hzs captured 
the ssfe gener?Jizstioas. 

The iqm-tmce of semantics to child le:gusge learning has been suggested 
in various ways recently 3y many theoreticie2s (e.g., ;3ioon, 1970; B3xem.m, 
1973; &-o>x, 1973; Schlesinger, 1971; and Sinclair-de Zxert, 1973), but there 
has -been little offered in the way of concrete el@rithms to make explicit 
T;ne consrxuLic2 OT SWXXitZiCS. i&i. 1 is a z'irst s~2il s-tep tuo xz&ing 'cl?;% 
contribution eAqlicit. 

Conclusion 

This concludes the explanation of the algorithm to be used by L4S.l for 
language induction. In many ways the task faced by US. 1 is overly siqlistic 
md its. elgorit'&xs xe probably too efficient and free from infomatioc-pro- 
cessing liixitstions. Therefore, the acquisition behavior of LAS. 1 does not 
Llirror &A in xost respects that ofthe child. Later versions of this progran ~i.11 
atteqt 8 aore realistic simulation. Nonetheless, I think LAS.1 is a signifi- 
cent step forward. The folloMng are the significant contributions embodied 
so fsr in LG. 1. 

1. The transition net;rork formlisI;l has been interfaced %G.th a set of 
simple and psychologically realistic long te,q roemry operations. 
In this way we have bridled the unlimited Wring-computable pouer of 
the augnented trmsition network. 

2. A single grammtical formlisn has been created for generation and 
u;lderstulding. Thus, US only needs to induce one Set of grmticti 
rules. 

3. Two im_oortant ways were identiflcd in which a se-tic referent helps 
grammr induction. These were stated as the graph defomtion condi- 
tion and the se-tics-induced equivalence of syntax conditions. 



1. The progzazi -till incorporate realistic assuzgticns about short-ten 
memory llkitations and left-to-right sentence processing. 

2. The progrm will learn the rileanings of words. 

3. The progaz shorild use seaantic and conte,tiusb reduCianc;r to partially 
replace e:glicitly provided IiAZ,i-encoding of picr;z*e.s. 

4. The progrm should handle ser?tences in a nore czztplex semantic donain, 

5. The progrm should be elaborated to handle such things as questions 
and comds as well as declarative sentences. 

The general nethods for achieving these goals in t'r?e LAS. 2 proSran will 
be sketched out in the proposal sectioc. Also in -that seztion I will propose 
soxe experinents to evaluate the LAS prograz. while it is true that the task 
faced by LAS. 1 is not really natural'language learning, it still is a lcz-ning 
task at which human subjects apparently cm succeed. 'Ee experi=1ei?+J-Gill de- 
terraine whether himans have the seme difficulties in suc‘n tasks ES ciocs US 
end whether they mke the szme generalizations. However, I re=Td these es;-,er- O--- 
ir;ents as of secondary in?ortance relative to progrvl development. It is zore 
ic;mrta.nt to f~rrt'ner articulate our understanding of k=llat algorithms are ade- 
quote for nat-Cal langage learning. 
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First I will describe the proposed extension of the L4S progrm. Then I 
will descri'oe som e>oirtiental tests. In reading the specific e:&ensionc; pro- 
posed fw L.-.S) tile . . reader should keep in hind t'nat they have.ss their mtent . . acaleving the goals set forth in the preceding section. 

. 
The Semntic Doasi12 

The first ~,,zttcr to settle u?or, in tiie T.SJ >rOgrE2 is soZe Z?ZZ"-ic d$LY:iS.. 
'i‘l,= I&,::, 1 \::,:'t,i ,\:^ ::.Y;r'"3> yp>.?:-:i$s, c-2 ,-<-~;,--c rt;=,,:,zt3 ;3 ',=; p.y,yr:;c- 
ISZ!Ai 1'0r 1'urther WOTli. Trz folloviilg is prcpcsed as a su~3gestion althcugh 
there is nothing critical about its e:iact for=. It is critical, hoTi;evzr, that 
sozx sen2.nti.c donain be chosen. It is only -21e:n there is a specified docain 
that an explicit gcal for success ir, the progrv can be specified. The program 
bill be regarded as successful if it can learn any natural language describing 
this domain. 

I have chosen to look at a world close to that of a young child although 
there is perhaps nothing sacred about this dczain. This world is set forth in 
Ta3le 5. There are three people in this world. in addition to these there are 
four categories of objects--locations, containers, supporters, and toys. 
These objects cas have four types of properties--number, color, size, and qusli- 
+ bY- Thus, LAS will have to deal seriously k 5th sroble;lls of sequencing adjec- 
tives. It will also have to deal with number as-a property of objects. The 
objects permit a rzuch richer variety of rela-ticlns than in the uorld of LJS. 1. 
This will provide a dezmdii=g. test for the lzarnir,g of complex iculti-argment 
relations. There caz be sentences like !.tol?l=:; traded Daddy the car for a ball. 
In this world, people, containers, supporters,an3 toys can be in locations. 
People can change their location and that of to:rs. People azd toys cz? be on 
supporters, toys can be in containers. People cm possess toys, coiltainers, 
and supporters. 
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P -,i.> -- 
ii _ _ -3 3 it 

TOYS 

dolly 
car 

ball 

bOX table 

closet chair 

dresser 3-d 

jj ' iET=e 18 illustrates in highly schematic form  the left-to-right algorithm  
proposed for E.?i?dZdO?1~ v Words are considered as they COZE in .frc-, %hz sentence. 
=p;c4032 as in UXESrCXD, tries to find a path tkough its net-Jorlc, gi;:'W r 
to parse the sentence. me difference between L~EIJ40~3 and EiE?.3Z.%T is 
that ~~FX~~!&~ has available to it a & % I conceptual struc'kure to ena511 it to 
better e-brnluate various parsing options, Suppose LXX?X4O?Z is at so22 point in 
processing the sentxnce. It will also be at sor?e point in a parsing ;:eti;o~=k. 
Let us consider how it would process the nejct word. At box 2 it woti~ rzzd 
in the word. At box 3 it would set 1 to the various grazxatical. optims  (arcs) 
at that node in the ne-Work. Boxes &- t'hrough 7 are concerned with e-,-sluz',ing 
I-,-hether any of these options can handle the cwre~C; -;ord. Eox &  checks u'nether 
there are any options left. Eox 5 sets a to the first o$ion z-"-d resets 1 to 
the rezaining options. Box 6 checks uhet'ner the -dord vould be pzrse2 by a 
and box 7 considers whether the action associated vith t'nat arc corrs;ponXs to 
a Hiw strutture. If 5 passes the tests in 6 and 7, LZXFGi~~O?~ ed~:ances to con- 
sidering the next word. Other-vise it tries z%ot'ner arc. if it ey&~;ts all the 
arcs, i.t; will call B.JJJ.D?ATH (30x 8) to-build a ne;r arc fro= the cxre2.t node. 
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Lexicelization -- 

in this syst-., w-x it %-ill not be assur;?ed that LAS )-,?o-ds tF-e neaning of the 
words, Zather this Ml.1 be something that LAS %7iL1 have to learn frorz tl?e 
pairing of sentzzces 7Cth. conceptions. First le-L's discuss the learning of 
words whose refereme is 8. simple concept or object, e.g., box or molXy, and 
postpone discussion of co~@ex relational terns like trade. Logically, the -- 
tasi-r of lexicalization is quite single end it would no-", require complex algo- 
rlthqs f-0 SUC"J"rl i---. FO?? iZston.c=:, consider this zlgorit?!!: LAS is given a 
sentence trit'h nl ;;orcis 2ni.i a conceptualization it describes ui.Yl 3 concepts. 
Store with ea&-%nd the rn~ concepts. Ti;e next sentence that CUES has 2 
words and its csnceptuslization consis-ts of~2 QnccTts. If a word in t‘nis sen- 
tence is new, store with it the m:, concepts. if the word is old, store uith 
it the intersection of the concepts previously stored with it aM the new mu 
concepts. Eventually, ignoring problems of Tolysemy, a word will become pared 
do-d-n to zero or one concepts. Those with zero concepts are fur;c-tion words 
er,d those.with or,e concept have that concept as their meaning. 

Of course, this algorithm will rm into trou3le if LAS does not aluays 
conee~tu2lize ali the concepts referred to by the sentence. This can b? 
remedied by having the algorithm wait for a sequence of discon?irming pieces 
OI' evidence b&fore re.jecti.ng it hypothesized meaning. Incidentally, subjects 
behave just this way in concept attainment situations (see Brmer, Goodzow P: 
Austin, 1965), not taking negative evidence as having its full logical force 
about the meaning of the word. 

The basic problem -with this algoritti is that it makes -unreasonable assu.~p- 
t-ions about the infory&tion processing capacities of humans, In pilot research 
of L-IY owp, I have fomd that adult subjects can lear:: the seznings sinC!.taEe- 
ously of a nu&er of words in a sentence. Eo-dever , they do suffer difficulties 
when there is high am3iguity a3out what a \?ord means. Prescdaly, children 
would hav.e even greater difficulties extractin t;ord meanings from con,plex sen- 
tences. Broen (1972) and Fergxon, Pei_zer, & Veeks (1973) report -that n?C it%2s 
of vocabulary seemed to be introduced throl*h use in set sentence frames such 
as Where's . . . . Here comes . . . . There's . . . Imom as dei-tic phrases. 'i'r,e rto~.~? 
tends to be he&i.ly stressed and repeated. The parent frequently points to help 



Thus, the program will have to acquire its initial voca.hiLsr~ by means of 
simple fra-zzs, as do young children. Tilith this initial vocabulary inforx:fion, 
it can beg;ln to learn ~raz3xtica7. ruies. 02ce in possession of grammatical 
rLiL23, it ~-ill no long;er need simple frames tc learn new lexical items. 

OZ.2 ir&teresting q-2. estioa is how function Fiords are ever identified as r-15+ 
r,p*in- F-7--;---- in this ~rhep~e, ‘ ~---LA --.+ b , Presumably, '- -c is done on the basis of feiling T;ll-. 
to obtair: 3. cozs-taqt correlation between the Vord aEci aYiy semanttc TeaL'ture. ,l'[iis 

cot&i be detected by noting ho-,+- many mistaken g-tresses hzd been associated vith a uor<; 

Concept Ikntiflcation and Relation Uords 

SO far 1 have assuxxl that all concects are constructed before languz;;e 
ecquisiticn -i;&es place and that the only problem is 20 link up these concepts 
with worc?s. But this is very x7xealist5.c. Ccnsider the verb give in the sen- -_I_ 

kiaylpens - - is that he sees 14o~~~y pushing the doll to Daddy or b:omzy Handing the -_ 
bail tG ba-@y. Hith these experiences he hears sentences Like ?,Ioxq Kites the 
dolly to Daddy or J;ox~y gives the ball to baby. ?ron these ex~@.es he induces 
t:he appropriate neaning of &. Concept attainznt in these situations CFA be 
achieved by using the sort of concept idsn:ification used by klinston (19'?0) for - 
inducing geometric concepts. That is, eack use of the trord give is pair2.d with 
e IYJf ~.etwork structure given the meaning of -t:?e sentence. iiinston's heuristics 
a.Uo;r. us to extract what these network stsuctlzres paired w.?.th give have in com- 
r.0r-L. cl? concept give, as verb, is then attached to the co?aozructlxe. 
For this sort of algori.th;o to succeed, LAS must be set to regard certain con- 
figurations of propositions, interlinked by causal tsrrus, as being associated- 
with a single relational term in the langzzge. 
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Factors (a} ,m:d (b) wotid'generate the effects oZ stress and zeanin@iLcess. 
Factor (c) wolJld yield good ceno.ry for the first vords of t';le sentence. wlnt 
good nercory childxen do show&r iast words in pkzses >:robably reciects shoSt-- 
term acoustic nztory. 
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This grm reqJires considerable baclcu? if the sentexe doesnot have an RA 
relation. As suggested earlier it vould be xore efficient if IAS were give? the 
po;jrer to tr&isforn the gfzm2a.r into the followicg form: 

STOP 

II? S2rnT - 0 

Given that there are seriom tiae problem (see i.ntroductioR of proposal.) 
in parsing, it is critical that netlnods 3s incorporated in I;‘ne learning program 
f'or optirizing the 6;rm. Tie nsrging of arcs, besides rzaking the grammr 
norf efficient, would be mother for;z of generalization. it could be used to 
further cerge end build up word classes. 
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So far LAS hzs been principally concerned uith representing the meaning 
coz-leyed b;y a declarative sentence. iioxever, Ianguage has other purgo~es than 
jest to coxmnicate necl-nings fro3 one speaker to ar.other. Consider cor?,rands 
E;ld questions. For instance, consider t,hz sentence Put the dolZ,y in the box. 
C-zrer,tly, UliilE?ST?:,XD night retrieve the sentence's Lieaning as 5 S7etCcer reqcTs.ts 

ply or rt least -t&e an actioil to decide ;/nether to cox?ly. Tnis is the 
~1-ocer_l-x-el near?ing or' the sentence. The procedural E7eaning of dcclsrative 
s r-z te2ces is very siqlc: store this sentence. This is alrear& assuxd in 
&Sf s tr2atmen-t of the sentence. Ho~evnr, thf: procedural mcnings underlying 
otker t~y‘pes of sentences are nore cmplex. A large poart of the SUCCESS of 
Winogredls system is that it.was adequately able to deal ulth the Frocedli-rai 
as>ects of irarious sentences' semmtics. .1-t; is inportcznt that IAS begin to 
2-3 t;ith these too. i- 



Provided that LAS has the facilities for representing and evaluating pro- 
cedures, there seem no difficulties in 1earnLr.g those aspects of language 
which are heavily embueci with procedxi-al se-?r,tics. 12SgG3gE! learning will CoR- 
tiilue to arise from pairing sentences with s?zntic interpretations. Iio-dever , 

semantic interpretations vi11 n0;r.contai.n a Trocedural as well as a declercLti7e 
asprct. Again ieaguage learning will consist of learning mappings between sen- 
tences and the no*+enriched semantic represesxtions, 

As stated before, I do not think that p-s-=rin.ental research should yet be --.^"LL ̂ d 
the principal focus of the project. Tnere is still much further research that 
nee,<s to be done in the way of specifying a1~~orithm.s that are capable of language 
induct;on - . Monetteless , in parallel with this research, I would like to perform 
e-xperiments to get some initial assessments of the viability of tne progosed 
eigo~ithms. c tJya The of information rele-znt to evaluating LAS is only acquired 
by looking at artifical languages. With kese artificial languages it is possible 
to test LAS'S predictions about kx'~g~~ge leama3ility and generalization. 

Crit;,cisms 0 f Xxneriments with Artificial 22guages 

TO% ethical reasons it is not possible to eqose yollng children, 'just 
learning their first language, to a.n artificial language which l&S had idcnti- 
fied as degenerate and probably not learnable. Tkis means that ali experimen- 
tation with artificial languages must be done on older children already weil- 
established in their first language or 02 adLts.' Consequently, the first kin- 
gxege may be mediating eca@.sition of the second language. Tinere is evidence 
( see Lennenberg, 1967) tha-L there is a critL -ai initial period during which 
lanSuat;es CFLR be learned much more successful>~ than in later years. Lennenhorg 
specuLLates t‘nat there is a physiological Saris for tiiis critical period. Wius , 
one sight wonder vhether the same processes are being studied with older sub- 
jects as in the young c'niid. Personaily, 1 also do&t that the xechcnlsms of 
lcang.~ge-acguisition are the entirely sgxe xiih the young child in first languzge 
learning as with the older subject in second language learning. iiowe%r, it does 



S-t X” xi? relation 
m -+ no-cl (Color) (adjective) (clause ) 
CLWS~ -+ te XP relation 
wxll!I -t square, circle, triangle, diaaozd 
Color + red, blue 
Size -+ szall, large 
Relaticm + above, below, right-of, lzft-of 

T‘nis is a.n ekanded version of GX.PJQLX31 described in Table 1. (Tne elerxnt te - 
serves the jGcti*n of a relative pronoun like that.) An esa@e of a ser,:ence -A 
in this kng~~~ge is Square red te triang;le big above circle jli:e szall riri;h",-of, 
An experixlent I will do compares four conditions ot' learning for this 12inguago. 

1. PTo referexe. Rerc subjects siz+ly study strings of the lmgucge trying to 
I-their graimatical structme. infer 

2. Bc?d seamtics. Here a Dicture of the sentence's referent -&.l be presented 
along with the ser,tences. However, the relab- "-ionship bet:;e?z the sentence's 
sexantic referent il-'Ld the surfsce struct~~ vi.11 violate LAS's constraints. 
The adjective associ~ted~ith the Lth noun. phrase xiii modif:; t're (n i- 1 - i)t‘ 
shap in t'ne szntencc (where n is the nu&-?r of nolm phrases). For exaple, 
the .adJ~ctives associated i;ith the 'first noun phrase will :rodify the last 
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. Dif fcrent 
Tercnts for the 

sentence*t Square red t 
big above circle blue 6 



Tne proceduri7 x?ould have subject% in all cotlditions study the saze sequence 
of sentences but vary the accoqanying semr?tic inforxut ion according to cmdi- 
tion. After e. study phase they would be tested for grmaticelity judzxents 
about a set of sentemes, some of which violate one of the rules for generation. 
Since the syntax of the Irmguags is the saze in all four conditions, the SCL"EQ 

se3tonces will be Ejrarxmtic=il in all foxr cosditioxs, "sven though .the syntac- 
tic infomatiox g;iyen during st&y will -0s the SEES in al1 conditims, market 
differences in s~~t~.ctic k.ncw3.edge sholuld ep?ear across conditions. The 
cu-rent plan is to alternate ses_uences of study trials ;rith sea-mnces of test 
trials, so the subject night stkiy six Se2.tXceS, with t'he sez22tic inf0rr;ati.m 
(33x-onriete -to his condition, if any). The?, he would see six test pairs, one 
s&e>ce of eat;? sair violating some syntactic rule. 7or each pair of he votid 
kV2 to~choose the graiimiaticaliy correct p,xir. 3y Ifrequently alternating sttidy 
and test, it would be possible to carefully clonitor the groTth of infomztion 
in the conditions. 

l&my readers my no-t be surprised by the prediction of better learzing in 
Conditions 3 and 4. Hop~r'LLly, the significame of such an outco;;?e woluLd b? 
clear. Xt wo-pi!-d mow zhat sexmtics is in?ortant to induction of the syxtactic 
structure of a natural languqc. However, it wofid aLso shou that semantics 
is useless if the relation Setween the ^ se3.23tlc rer crer,t and the syrztactic 
s.tructure is arbitrary. The surlace structure of t'ne sentence ixiist be i? graph- 
defornation of the mderlying sezz.ntic strl;‘:tme. Yailures to appreciate the 
contribution of semantics to Iazguzge in&.xtion and failure to ;L?derstmd the 
nature of this contribution of scantics -t3 the inductiofi yroczss have been 
fundmental in the stagnation of attexzpts to understand the crl~orit~~;s -pernittiW 



Prsdic-tiozs abo;lt Gcnerzllzction - 

There are ar,other set of predictions, besides those concerned with language 
learnability, -i:?i.cTn j.t wjj11 be useful to explore. LAS m&es predictions aboat 
the situations l&qder wb-ir,h ~WEJ.IIS will tech to generalize XliLeS -?3d VhfX2 hU.lanS 
xi11 not. Suppse LAS learned -the folloirizig grazxar: 

1. Like das tx?s. 
2. Like fos jir. 
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Tnst is, will rdes generalize from the subject zo1i? ?krzse to the object no‘m 
pkrase. As -As is e=rently consti-tuted such generalisatZons T7ould not 0ccl.r 
until it hzd brrilt up fairiy stable Zcla +rases. Again suppse LX3 hod i.nitisll;y 
only eacountrreti simple sentences such as (8): 

Frozl sentences SUCh 85 (8) iXS would learn the class of nolil~s that occmred in 
first ad second no-m pk-asc slots. Su??,ose the3 sentience (9) k-8S st1.ziier3. on 
t3e 53sis of it, would sentence (10) be accepted ~3 ,-r=atical? T';lat Zs, would 
-the prepositional phrase in bank generalize to other z3u.cs in the SS-=~S class as 
-iioxsl? 

9. Like boy in bank 7am-n 
10. Like girl in bank m-2-n 

This would be an exaqle of right generalization whi~‘n does not 02~~ in L4S. 
In contrast, LAS do?ls perfcm left ge3eralization: %a5 is, after studying (11) 
LG wollld zccept (12). 

11. Like 'Doy uoman i-lice 
12. Like 3oy men nice 



The contributions of LAS to the ertificial intelligence field are fess 
certain or,d c,ore distmt. xoncthcl~ss, generality in langc:sg;e mderstazding 
systcx is an ir;l?ortant go31 and one for which a leernlr,~ system approach 
s0ez-s ideal. It is therefore iqortz.nLs to mderstand the contribution lariquage 
1eernin.g systms can rake in this field, It would be a si,=nificmt advmce to 
em.,* j.n detail wily a learning systen approach vas not t'ne ansver to kx-qua~e * 
u2"e rstsiding OT at least why IAS '.,-as not the right sort of learning system. 
Of co'mso, if IAS does prove to be the basis for a viable la.ngu2gce understanding 
syste;l, its contribut5on to artificial intelligence will also be of cmsiderable 
inportame. 

6. Facilities Available -__ 

1 shall hzve a:rallable the entire facilities.of the 1fuzan ?erforzsnce 
Center, Universi-ty of 1;ichigan. Xy currerlt e??ointnezt e+ires* Jme 30, 1976, 
but can be extended for one to three years. is;y grinciczl z-eso~ce uill be the 
Michigan Ter~:inaJ Systea uhich su?p~rts a rich variety of p~~g;rms. :;iost of 
the programzing will be performed in Xicb.i~an LIS? (see Hefner & Wiicox, 1971;) 
which is a relatively eco;iosical and an error-free -Jersion of XS?. 
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