a2

\ N
*SIAPE - | *COLOR éﬁ.)

W

W

CIRCLE LA RED 5 URRE (R | BLUE

Figure 4. An example of a HAM structure encyding both categorical inforxratwq
and word class information .
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The lNetwork Gramzmars

Here the formalisms of LAS's network gramzar will be descr
formalisms are intended to apply to any natural lenguage, In 1
the grammars for two b@&t lanzuages will be vpresented., These t
will also be used to ustrate the SPEAX and UNDERSTAND pr
erived shortly. The first, GRAMARL, is a simple artificia
second, GRAMMARZ, is & more complex gramzar Tor a suo:at of
de;*ned by the rew*iue rules in Table 1. GRAMMARL was desl
mally different from English word order. The sentences of GRAMMARL are to
be reed as asserting the first noun-phrazse has the relation specified by the
last word to the second noun phrase. For purposes of readavility, the words
of these lanzuages are English but they nced not oe CRAMMARL 1s a finite
language without recursicn. In contrast, in GQAHMAP2 the NP element has an

Pk T AT ATIOT 2slimh anm wmansweionds Anll WD mamaradine o pobontiod 3 Fiea

EOPO LR A I R T e e e b s it O il S IEE I e b et aden et e

ite embedding of constructions.

"

es as are right-of and left-of. Tae wor ~ds aiffer in the assigment of their
arguments to subject and object TOlyD- Thus the difference betvween the

word pairs is syntactic. Thils is indica%ed by naving the words beloag to

two word classes RA and RB. Thus, UNDERSTAID with GRAMMARZ would derive the

same HAM representation in F igure 3 for the sentences The red squere is above

the circle and The circle below the red scguare, It would have been DO5~

sible to generate distinct rep”esenuaulons for these two sentences. I taink

C’!

this would have Dbeen less psychols Y””lj teresting. Basicelly, the network
a >
gremnar makes the inferences that A be B is equivalent to B above A and en-

codes the latter.

TABLE 1

The Two Test Grammars

GRAMMARL GRAMMARZ

] + NP NP RA S - ~ NP is ADJY

NP NP RB P is RA KNP
NP > SHAPE (COLOR) (SIZE) NP is RB NP
SEAPE + square, circle, et. NP + (the,a) P* CLAUGE.
COLOR - red, blue, etc. . NP¥ - SHAPE
SIZE -+ large, small, ete. . -+ ADJ ©SHAPE
RA- -+ above, right-of CLAUSE - ‘that is £DJ

that is RA KNP

27

rommors. it 1s assumed that above and below are connected to the same
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R -+  below, left-of ' CLAUSE - thet is 23 472
SHEAPE - =guars, cirele, =to,
ADJ + red, blg, blue, etco.
RA + akove, rigni-of
BB > pelow, lelt-of

3 :
oy e L1 2t D

in n START network. Tae first is for those sentences with HA relations
and the second for thoze sentences with 2B relations. If 2 sentencs inzut

to UIMDERSTALD has a B3 relation, UNDERSTAND will Tirst attexdt to parss it by
the first branch. The two noun phrase branckhes Will succezd but the relation
branch wiil fail, MVDIRITAND will have to back-up and try the second braznch
that leads to BB, This costly back-up is not really n=cessary. It wonld have
been possible to have consiructed the START networx in the follicwiang form:

ses

i -the reovvesentations of the senteace's rmeaning.
nosen vecause we wanted a more demandiag test of
PoaX and UNDERSTAND.

rmal specificetion of the information storad in LAS's
ither has a number of arcs proceading out of it
5 ). 1In speaking snd understanding LAS will try to
find scome path through the network ending with a stop nocde. Xach arc consists
of some condition that must be true of the sentence Tor that arc To be used
in parsing (unde rstanding) the sentence. The second element is an action to
be taken if the condition is met. Thi i T A

A L
ction will creats a Diece of HAM
conceptual structure to correspond to 2 e
that point. Finally, an arc *ncluaec specifi
5 e

control should transfer after performing th on. An action coensi
zero or more HAM memory comnm andq (rule 3). A ndition cen consist of zZero
2¢ify properiies that must

r more memory comzmands also (rule La). These sp

e true of the incoming word. Alternatively e

ush to an emtedded network (rule bb). For instance, supproses the s

n Figure 3 were to be spoken using GRAIMARL. The START nelworx would
d 2

“*
o

called to realize the X is above Y proposition. The exbeddsd NP network would
be called to realize the X is red and X is sousre propositicns. In pushing
to & network two things must be spacified--{i0ODZ, which is the emdedded nel-
work and VAR, which is the memory node al wnich the main end empedded propo-
sitions i“ueT’eCt. The element t is rule Yo is o place-holder Tor intormation
that is needed by the contrel mechanisms of the UNDIRSTALD prograz, The
three rules 6a, 6b, and 6c specify three types of arguments thal memory _
commands can h»" . They caen either directly refer to mexory ncdes, or refer
to the current word in the sentence, or refer to varisbles which are bound to
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Netwaorka for CGRAMNMAR?

NP £0oP . £ ADT
START s e S 2 Sl 72 STOP
< RA
NP NP
: 7 TENS6 e STOP
A el Z RB ' NP :
*\».53 £ COr Zom S e . e 58 4 ==5TOoP
C & nEn MDY
NP —— s N1 e STOP
€ “*SHAPE CLAUSE
NP1 2o AL " =STOP
NP1
A2 . 2GS TOP
& REL Scor

CLAUSE 01,

Pigurs 5. The nelwork gramnars used by LAS
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Formal Specification of the Network Cramzmar

NODZ - ARCH® {1a)

> stop (1v)

ARC - COYDTTION ACTION NODE (2)
AL ION - COMMAZD® (33
COSDITION - {(CCmpiasn®) (La)
-+ push VAR 4 NODE (ko)

COMMAND -  FUNCTIOY ARG ARG (5
ARG - memory node (62)
-+ word (6v)

+ X1, X3, Z4, X5 {62}
FUNCTION + out-of, obisctify, relatify, ideate  (7)

Table 3 provides the encoding of the network Jor GRAMMARL.

nds to be & 1-1 correspondsice between HAM
o ,

]m
L
o

i
each network expresses just on2 proposition and
to express any other propositicns. This correspon-
in GEAMthl or 2AR2, b w the

These grammar networks have a number of features to commzad them. SPEAX
and UNDERSTAND use the sanme network for sentence comprehensicn and gensratior
Thus, LAS is the Tirst extant system to have a uniform gremmatical notation for
its parsing and generation systems. In this way, LAS has only to induce cne
set of gremmatical rules to do both tasks. Such netwerks are modular in TwWo
senses., First, they are relatively indepencdeant of each other. Szcond, thsy
are independsnt of the SPEAX end UJDERSTAND rrograms that use thex. This
rodularity greatly simplifies LAS's task of induction. IAS only inducs

)
EJI
D

the network gr rs; the interpretative SPZAK and ULDERSTAND prograss repre-
sent innate linguistic competences. Finally, the netvorks thamsel

very simple with. limited conditions and action Trus, LAS nee
only 2 small range of possibilities in 1ndhcln5 a network. Tae nziworx for-
malism gains its expressive power by the embedding of networks. Because of
network modularity, the induction task does not increase With
of enbedding. "

o+
[y
I
0
0
i1
sl
-0
)
"
H-
(2}' [

representation for the gr 1mmat1cal knowledga both for undarst Zhe
duction. It is a coxzmon odbservation that children's ability to understand
sentences precedes their ability to generate sentences. LAS would nobt seem
+o be able to simulate this basic fact of language learning. Howvever, there
may be reasons wny child production does not mirror comprenension othar than
T 1d z=y nat

a
that different gremmatical compatences underlie the two. Toe chi
yet have acquired the physical mastery to produce cert i

is the case, for instance, with Lenneberg's {1962) snarthric child who under-
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11
1.2
13
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15
17
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15
29
21
22
23
24

25

26
L
24
24
39
31
32
33
34
35
36
37
38
39

407

41
43
b4
45
&0

Tha contruction of GRAWMARL

(PUT TDERPRUD INSUBKR (GET #PUT PSUBRI)D

{PRCLN
FOCT PRI START PATH
{{IPUSH X1 T NPY {{0OUT--UF X1 X%X531) S52 )
({PUSH X1 T HP) {{OBJECTLIFY X5 X11) S4 1)
{hrFPROP S2 PATH
[L{PUSH X2 T NP)Y {{DUJETTIFY
{OEFPROP 53 PATH

5 X2} §3 )}

34

{DLFPrOP S4 PATH
(L{PUSH X2 T HP) L{OUT-DF X2 X5)) 55 }))
(DEFPRUP S5 PATH

{{{{IOFATE WORD X&) {(0OUT-0F WURD #RBJ) {(RELATIFY X5 X4})

{NDEFPROP NP PATH

0 LCCUIOFATE WORD X4) (OUT-OF WORD #RA}} ((RELATIFY X5 X4)) ST0P

STQP

},

{C{(TOEATE WORD X&) (GUT-0F X4 =SHAPE)) {{OUT-OF X1 X%43) NP2 }:

{NTFPROP NP2 PATH
{{{pPUSH X1 T COLOR)Y NIL NP3 )
{ NIL NIL NP3))I
{NFFPRCP NP3 PATH
{({{PUSH X1 T SIZE) NIL S7TQP
{NIL NIL 570P)))
(DEFPRAOP COLOR PATH

{{{{IDEATE VWGRD X4) {QUT-UF X4 =CUOLGRI) ({QUT~-QOF X1 X4)) STQP

{DEFPROP STZE PATH

(CU{IDEATE WORD X&) {OUT-UF X4 #SIZE)) (IDUT-DF X1 X&4)) STop )

{ ALK} .
{{IDCATE SQUARE X1)Y{IDEATE CIRCLE X213}
{{OUT=0UF X1 =SHAPEI{OGUT-0F X2 *SHAPE))
{(IDEATC RED X3M({IDCATE GREEN X4))
{({OUT-0F X3 #=COLORI{QUT-0F X4 =*=COLGR1YI
{LISP SETOD X1 NIL)

{ (TOEATCE SHMALL XSHI{IDEATE LARGE X111}
({UUT-CF X5 #SIZEJ{UUT-UOF X1 =*SIZE&}}
NIL

{TALK]
({IDEATC TRIANGLF X1M{IDEATF BLUR X2J{INDFATE MEDIUM X31))

({UT—-0F X1 *SHAPLE){CUT—-OF K2 *COLGRI{OUT-0OF X3 *S1ZE})
(LISP SETQ X1 NTL) ' - :
(LISP SETQ X2 NIL)

((IUEATE RIGHT-0OF XLJI(IODEATE ABUVE X211}

({QUT—-CF RIGHT—0F *RAYL{OUT-QF ABOVE *RA}}

{(OUT—~0F LEFT-0OF *RBI(CUT-~0OF BELCW *RB}I

({IDEATE LEFT-0F XLI{IDEATE BELUYW X21)

NiL
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stood but was not sble to
use 2 cerbain € tical
of production. The final possibility is thatb
non-linguiciic strategies in- lznguage understa
evidence thait younz children donot undorstand
nassives when they ara not raversionle. t se
of 1 1 censtraints betwesn subject
£ % only appears when asked
5i 197%) has shown that young
te and wndsr by resoriing to ne 2 z
th is tre zbhility to understand spesech withoubt Fnowing the syntax.
For instance, wren Tarzon utters food toy =sab we kaow wnat he nmust m2an.  This
is because w= can beke advaniage of conceptuzl consiraints smong the wordls.
) hes also argued that the general belizsf that comprehsnsion
ion in a child is a mispercepticn on tha vart of thz aduli ob-
serve &y of Fraser, Bellugi, and Brown (1963} is often cited os
sho nsica pracedes production. They found children had a higher
yGerstaniing a sentence (as maznifested by pointing to an appro-
Ti than of spantareously producing the sentence. However, there
wersa of eguating the measures of production and comprenension.
sing dirferant scoring procedures, found no differsnce. Inter—
did find a strong correlation between waleh sentencs
s71d vhich could be producei. Tazt is, sentence
v easy to understand were reletively easy to produce.
this correlation except in terms of e comnon base for

SPREAY starts with a HAM network of propositions taggad a5 to-dDe-spoken and
a topic of the sentence. The topic of the sentencs will correspond to the
first meaning-bearing element in the START netwerk. BSPEAX searches through its
TART network looking for some path tbgt will express a to-~be-spoxzn proposition
attached to the topic end wiaich expresses the topic es the Tirst element. It
atermines wnether a patg @cﬂompllshes this by eveluating thes actions associated
with 2 path and deternining if they created a structure that appropriately
matches the to-De-spoken structure. When it finds such & pein it uses it for
generation.
Generation is accomplished by evaluating the conditions along the path.
If & condition involves a push to an eubedded neiwork SPZAX 1s recursively
called to speak some sub-pirase expressing a propos;tl n 2tizched to th2 main
proposition. The arguments for a recursive call of rUSHE zare the exbedlad pet-
work and tha node that connects the main proposition and the exmbedded proco-
sition. I the coandition dozs not dnvelve a FUSH it will contein a s2t of
memory coxmzands specifying that some features Dz trus ol & word. t will use
these features to determine what the word is. Tae word so cdetermined wWill

be spoXxen.

Lo
Mo
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As an examnle, consider how SPUAK would generate a sentence correspoading
to the HAM structu“e in Figure 6 using GRAMMASZ, the English-like grammar In
"Pigure 5. Fipure 5 contains a set of propositions aboubl three cbjects denoted
by the nodes G2k 6 G195, and G182. OFfF node Czib it is asserted that it is a
triangle, snd *11+ G195 is right of it. OF GIS5 it is asserted that it is e
square and that it is abowve G182. 0OF G182 it is ascerted that it 1s sguars,
r2ll, and red. Figure 7 illustrates the genzration of this sentznce freno
RAMMAR2 . LAS enbters the START network intent cn producing some u tterance
cbout G195. Thus, the topic is G195 (it could have been GeL6 or ?2) ha
first path through the network involves predi i n jective of G195, but
thez 2 . The Second path -

‘e is nothing in the adjective class
through the START neitworz corresponds to
it is above G182. Therefors, LAS plans to say i

First, it must f;nd some noun phrase to express G135. The substructure under
G195 in Figure 8 reflects the construction of this subnetvwork The NP ashtwork
is called which prints the and calls NP1 which retrieves square and calls
CLAUSE which prints that, é§ﬁ and right-of end which recursively calls 1P

to print the sguare. Slmllarly, racursive calls are made on the NPl network
to express G182 as the small red sguare.

say about G195 -~ .
itz main proposition.

The actual sentence generated 1s dependent on choice of t
START neSwork. Given the same to-be-spoken HAM network, but t 4
SPEAX generated A triangle is left-of a sguare t is above a s
Given the {tople 6189 it generated A red s is below a scuare that 1s
right-of a trianale Tle is small. Note how the cnoice of the relelion words 1L

i csove vs. below is depandent on choice of topic.

of wvs, right-of and o

4]

Fiy

It is interesting to inguire what is the linguistic pover of IAS as o

S S
speaker. Clearly it can generate eny consext-frae language since 1ts transiti
networks correspond, in structure, to a con ext-free grammar. Howsver, it turns

t
out that LAS nhas certain context-sensitive aspeacts because its productions are
constrained by the requirement that tnej express some well-Tormzd HAM conceptual
structure. Consider two provlems that Chomsky (1957) regarded as not handled
well by context-free grammars: The fl”ot is agreemsnt of number between a sub-
Ject NP and verb. This is hard to arrange in a context~free grammar because
the NP is already built by the time the choice of verb number must be made
The solubtion is trivial in LAS-—when both the IF and verb are spoken thelr nun-
ber is determinsd by inspection of whatever concept in the to-be-spoken structurs

underlies the subject. The other Chomsky example involves the identity of
solutiOﬂ restrictions for active and passive sentences. This is also achieved
sutomatically in LAS, since the Trestrictiicns in both cases are regarded simply
as re*leCulons of restflctTO ns in the serantic structure from wnich both sen-

tences are spoken.
While LAS can hendle those features of natural language suggestive of

contexs-sensitive rules, it cannot handle examples like languages of the form

alpleh which require context-sensitive gramzars. It is intere sting, however,

that it is hzard to find natural languzge seny this struciure. The best

T cen come up with are respactively-type sent Bill hit and
an

kiss=d Jene and Mary, respectively. This s ? questionavle acceptabil

|
8]
[y
=
)
3
U
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a5 1s ABOVE G182

i
. ////ép
N ‘ ,
Tfis ;gg; THE 1
S \ ’ / \ :r
SQUARE  CUAUSE SWIL €182

_”\\\‘\» | | 1

15 NP1

So
| 7N
S | RED cﬂsz

THE NP1 NP1

o4

TRIANCGLE SQUARE

Figure 7. A free structure showing the neitwork rallSand word cuotout,
These networks were called in generating a sentence about
G195 which exoressed the informaiion contained in Figure 6.
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to seerch
wnen a path was found wnich would express Darc ol
Bacause segarch is limited to a single parsing « roL s 3
simply reauired to execute & depth-rirst sszarch through a finite networx. In the
UNDERSTAND progrzm it 1s necessary, when o T a © fail £
sider t i h the Tailure may o
on that t is possible to k
timg to parsing. For
the UNDERSIT z ora complicated,
trol strucgu:e were writtez by Carol Haine

Perhaps an English mple would be useful a ne or a co
coatrol siructure. Compare the two sentences The Domocratic party hones to win
in '76 with The Damocrati arty hopes are high for '75. A mz2in parsinz network
would call a noun paAras work to identify the Tirst nounl phrase. Supdose
UNDERSTALND 1denvified T emocratic wparty. Later elements in the second sent=nce
would indicate that thi oice was Tnarefore, the m=2in network would have
to re-entsr The noun oo network npt a2 diffzrent parsing to retrieve
The Demgorsuic varty LoZes Wnen Un re-zptered the nown-phrase natwork
to retrieve this parsin must ren nich pzrsings it triad the first time
so that it does not ret the sam rsing. ‘ine complexities of this
control siructure are 4 ibed in mplets report (Anderson, 1975).

Nere I <135 Just ovorvisor the :QFD*Q1 st ure o the The program tries
to find some path through the START network whleh will z complete
parsing of the sentence. It evaluates the geceptadill réticular path by
eveluating the conditions associeted with that path. A cond 'Qn may require
that certain Features b2 true of words in the sentence. Tnis is determined by
checking memory. Alternatively, a condition caa require a push to an embedded
network. This network must parse some subphrase of the sentencs. VWhen LAS finds
an acceptable path throuzh a network it will collect the actions along that path
to create a temporary mezmory structure to represant the rmeaning of the phrase
that LAS has parsed. This, for instance, givan ihe sseantence, The scquare that is
rizht-of the trisngle 1s above the small red sgusre, TAS would parse it in tne
form illustrated for rigure 7, retrieving the Hal structure in Figure 6. Tnat is,
in LAS. 1, understanding really is simply generation put in reverse. This Is the
first displayed example of z reversible augmented transition network. Simmons
(1973) comes closest witn two different networks, one for generation snd one for
analysis.

It is also of interest to consider the powesr of LAS as a&n acceptor of lzn-
guages. It is clear that LAS as presently consti tuted can acceph exactly the
context-free languages. This is because, ualiks YWoods' {(1970) system, cchtions
on arcs cannot influence the results of conditions on arcs, and therefore, play
no role in determining whether a string is accepted or not. iows at is

interesting is that L.1S's behavior as en languege undars
little affected by its limitations on grammaticzl powers Consi
exemple of where 1t might seem that LAS would need n ne

a e
In Fnglish noun vhrases, it ssems we can have an arbitrary numbe

»
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Fowaver, in practice this does nob lead LA& Into eny difficulties becouse it
would never be presented with such a senvence due 10 the constrainis on wanit &
sp2aker may properly say to LAS.

Having now reviewed how LAS, 1 understands and produces sentences, I will ~
prasent the thrae aspects of the induction prorran . BRACIKET, u?n:HLJQT, and
CHEERALIZI, Beforz doing so, it is wise to briefly state the condiiions under
waich LAS learns a language, It is assuzmed that LAS, 1 already nas concepts
attachaed to the words of the language. That is, lexicelization is coamplete.

The task of LAS. 1 is to learn the grazmar of the language--~that is, hovw to go
from a string of words to a representation of their ccmbined meaning. Sacaguse
LAS. 1 is not conﬁer“aﬂ with learning meanings, it cannot ove a wvery resalistic
model Tor second lanzusge learning wisre many concepis  can transier from the
first to ths second ;:iguage. I will propose extensions of LAS. 1 concerned
with learning word meznings,

Another Teaturs of LAS. 1 is that it works in a particularly resiricted
serantic domain. It is presented wiih pictures indicating relations and proper-
tiss £° two-3imensional gecmetric objects. These pictures are actually encoded
into © : al network representation. Along with thase pictures
LA T s describinz the picture end an indication of that
as L2 2 picst snich corresponds to the wmain Proposition oI the suuvsacs.
From this inforzmation i pdu, a network gremmar is constructed. The sexantic
a , but the goa l is to be eble to learn any natural or

ot
omain may be very simple
natural-like language whic h may describe that domain.

The BRACKET Program

=T program. Tais is an algori:
a EAM conceptual structure «“d
es its surface siructure.
netwerks required to parse the
must be satisTied by the infor

A major aspect of the LAS project is the BRAC
for taking g sentence of an arbitrary languags and
a
T
S

This surface structure prescribes the hierarchy

producing e bracketing of the sentence that indi
sentence. For BRACKET to succeed, four conditio

rmztion input to it:

Condition 1. All content words in the sentence correspond to elements in the co:

ceptual structure. This amounts to the claip that the teacher Is able to dlrscr

the learner to conceptualize the information in his sentence. It does not. ;2

to the BRACKET algorithm whether there is more information in the con ceptual

structure than in the sentence

Condition 2. The content words in the sentence are comnected to the elements

in the conceptual structure. Psychologically, this amounts to the claim that
evicalization is complete. That is, the learner knows the meanings of the worrs

Condition 3. The surfece structure interconnecting the content words is isozor
phic in 1its connectivity to a language-fres prototype structure.
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Coniition 4. The main proposition in coacepbu
Conditicns 3 end L reguire considerabls

wiil first assume thalt the ULoiﬁth~ sor

ture, L I ] ain why something

Cc Pane] } of Figure 8§ which illustra structure for the
series positi 1] English sentence The is 2bove tha owall
circle. Parel {b) illustrates a graph deformabtic: ructura giving the
surface structure of the sentence. Note how elena the saze noon phrasé
ara appropriately assign2d o the same sudbrze. I that the protoiype struc—~
turae 1s not specific with respect to which 1links = wnicn others and
which are right of which others. Althouza the EAN e in Papel {(a) is
set forth in a partivular spatial array, the choic bitrary. In contrast,
the surface structure of a sentence does spec;fy £ 5 1 relation of links.
It scens reasonable that all natural languages naves as ir semantics the sane
order~Ireé protoiype nsztwork, They differ from ons another in {z2) the spatial
ordering their suriace structurs assigns to the natworz and (b) the insertion
of non-usaning-bearing morphemes into the seatence, However, the surface
structure of a2ll natural languages is derived {rom the same gravh patterns.

Panel (c) of Figure 8 shows how the prototype structure of Panel (a) can pro-— .
vide the surface structure for a sentence of the art*~1c1al GRAMARL. All the
sentences of GRAMMARL preserve the connsctivity of the underlying HAM structure.
By this criterioczn, au>lea3t, GRAvaRl could b2 a naturzl language.

However, certain conceivable languages would have surface structures which
Sould sub we Geformations oI The uaderiying structure. Panel {d) illustrates
such a hyvothatical langu¢g with the same syntectie structure as English, bus
witn different rules of semantic interpretetion. In this an@uagn the adjective
phrase precedinzg the object noun mocdifies the subject noun. As Pana2l (d) illus—
trates, there is no deformation of the »rotctype structure in P 1 (a) to
achieve a surface structure for the sentences in the language. L matter how

it is attempted some branches must cross.

+
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the connactivity of the prototyre n
surface structurs of tha se’ltenca
~-left cordering of the branch
rdering can be in ed simp
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tructure

infer what the

The network
above-below or-

2 ordering of
vove-velow ordering, BRACKET
lustrates an alternats
string in Figure 8 (c).

is the sm2ll thinz that

network to
nust be.
r=3 or the

ly from th

wh

o
-5

ow the red square. Clearly, &s these
;or¥ and the centences are not enough tc
suburees in the surface structure. The d
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Mave on the Graoh Deformation Condition

sczething ¢f the stetus
ver, to make this cleim vizbhle it
[ networx will have to be adaphel nsg
ching works well encugh Tor the
sted in sc far, bul it will oot
v take re tha
repres he 5 J _
the doox _wif a to a s s it -
turne Lhe covened. Because of the vinary struc-—
ture C un In particular, John and key are
close oD r together. LIf Figure 1Cx werz the proto
type, LAS ¢ ser alternated words Ifrom tha two sub-
groups. For ins ion of the structurz in (a) that
would orovfde a or John o“““~ﬂ with a key the door. Branches of
;2 to cross. ‘Tunis snglisn sentence znd other Znglish
w2 defoemation condition for Figure 10a have all a
them. However, this is almost certelinly a peculiarity
25 permit free ordering of their noun phrases, VYnat
structure is something like the case reprasentation
srguments ere egquzlly accessible from the main prope-
rosed by the verb copen 1s one pose d by any verdb which
vhrase arguments. HAM's representati Oﬁ rgwﬁs out cer-
=) 3

> ome natural langaage. There are two ways to deal
With this dile-ma. Une 00ULd reSOrT TO 4 memory repieseabablun ihe (L. Howe
ever, thaere ars a number of significant considerations that motivate the HAY
representation in pansl (a). Moreover, representations like (o) finesse one -
of the most interesting guestions in language acquisition--hcw we learn the
case structure of complex verbs., To address tnis question we nesd a represen—
tation that decomposes rmulti-argument verbs into a represent a'lo liks (a)
which exposes the semantic function of the case arguzents. Learning the role

language then involves leerning how to a:s;gn its noun
tructure like (2). I will sketch a system to do this

.

of the verb onsn in the
phrase argumenis 1o a si
in the proposal section.

If we Kee? the H#&M representations then some changes are recuired in BRACKZT-
graph deformation condition. What is che racterlstlc of multi-arzument verds
in HaM is that the arguments are interconnected by causal relations as in (a).
Thus, BRACKET should de made to treat all the terninal argu-ents
structures as defining a single level of nodes in a graph struct
nected to a single roct node. That is, BRACKEZT cen treat a HA
such as {a) if it wero {(b) for purposes of utilizing the grﬂph éeformaticn con-
dition. In fact, BRACKET already does this in the current implementation.

uch causal

Fy pde

The Details of BRACKET's Output

So far, only a description of how one would retrieve the surface struc-—
ture cannectng the content words of the sentence has been given. Suppose
BRACKET were given A triangle is lefi-of a scuare that is above a szall red
square. A,brackgting tructure must pe imposed on this sente

Ly
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introduces too many disiinctions.

Figure 10.
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also include the funecticn words., Given this sentence and the concediual struc-
ture in Figure 6, BRACIET returnad (G257 (G2h6 GELT a trisagle) Is left-of (G195
0195 a square (G195 G225 that is above (G182 G183 a small (G182 G185 rea (G182
G184 squar=)))))). The ozin propositicn is G257 which is given as the first
term ia the bracketing. The first bracksted sub-sxpressicon describzs tho sub-
ject noun dhrass. Tae first element in the sub-expression 2§E§_IS the node that
links the embedded proposiiion G2%7 to the main proposition G257. The first
tvo words of thne sentence A triangle are placed in this brocketed sud-sxorassion,
The next two word 2 ; bracketing. There are no smoedded
propositions corresgonding Tto © ; The remainder of the output of BEACKET
corresp01is to a descrzpcion of the element G195, The first embedded proposition
Glﬂo asserts this object is a square and the secoad proposition, 225, asserts
that G135 is above G182, lNote that the G225 propos*tion is emdaddsd as a sub-
expression within the Glcé proposition., The last element in the G225 proposi-
ticn is {G182 G183 a szail (G182 G185 red (G182 G13k square))). Tnis exprassion
has in it three propesitions G183, G185, G184 ebout G182,

The above exsmpls illustrates the output of ERACKET. Avstractly, the out-
put of EIACKET may be szecified by the following three reWrite rules: :

1. S - propo
2. elf—.\wanw <+ W
2. element - (to

[e]

e
¢l C

l)

each bracksisd output is 2 proposition node followed by 2 sequence of

1) “heszs elements ara either rewrititen as words frule 2) or
ions (rule 3). A oracketed subexpression begins with a
toplc node which indicaies the connection between the ermbedded and embedding
propositions. The elements within an exprassion are either non-meaning bear
words or elements corresponding to subject, predicate, relation and odbject
in the proposition. MNote that BRACKET induces a cocrréspondence betwesn a
Jevel of bracketing and a single proposition. ZEach level of bracketing will
also corresoond to a nevw network in LAS's grammar, Because of the modularity
of HAM propositions, e modularity is achieved for the grammatical networks.
When a number of embsddad propositions are attached to the same node, they
are embedded within one another in a right-branching manner.

The insertion of noun~function words into the bracketing is a troublesone
problem because there is no semantic features to indicete where they belong.
Consider the first word z in the example sentence above in Figure 6. It cowld
have besen placed in the top level of bracketing or in the subexpression con-
taining triangle. Currently, all the function words to the right of =2 content
word are placed in the same level as the content word. The bracketing is
closad immediately after this content word. Therefore, is is not placed in
the noun-phrase bracketing. This heuristic seems to work more often than not.
Fowevmr, there clearly are cases where it Wlll not work. Consider the sen-
tence The boy who Jene spoke to was deaf. ' The current BR ACKET program would
return this as ({(Tne LOJﬁ(kno Jape spoxe)) to was deaf). That is, it would
not identify to as in the relative clause. Similarly, non-meaning-bearing
suffixes like bende‘ would not be retrieved &as part of the noun by this
heuristic. However, there is a strong cue to make racketing eppropriate in
these cases. There tends to be a pause after morp;eﬂes like to. Perhaps such

L3



pauss shructures could be called upon to help the BRACKEY progran desides how
to insert the non-neaning-bearing morphemes into the bracketling.

lon-meaning-bearing morphemes pose Turther problons besides
Considar a seqgusnce of such worphemes in a roun phrase. That seqg
have its own grammar that, in principle, might constitu'e an ardit
loazuage. The sentence's semantic referent ~ould Drovide no cuss a
the sitructure of that languzge. Thersfore, we would de back to the
impossible language induction task that we characterized in the int
Hence, it is comforting to cbserve that the structure of these siri
non-meaning-bearing morpnemes tends to de very simple. There arz not many
exumples of these strinxs being longer than o single word. Thus, it secms
thiat Lhe lnnguapges constituted by thesce non-me aning-vearing strings are nothing
more than very simple firlte cardinality lenyuoges which poce, in tnemoolveu,
no serious induction problems. The various stretches of non-mezaninz-bearing
rorphemes in a sentence could also have complex interdependencas thereby posing
serious induction problems. Again it doss not seem to be the cass that these

5

devandencies exist. So once again we find that the structure of natural Janguage
is simple just at those points where it would haves to be for & LAS-1ike induc-
tion program to work.

In concluding this section I should point out one example sentence which
BRACKET cannot currently b a.dl They are respectively sentences li?s John and
Bill danced and laughed T2 JCulVQig. The problem will such a sentence is that
underlying it is the folloJlng prototype structure:

P P
1 2
Jonn dance Bill . laugh

Thus, John and dance are close together and so ere Bill and lzugh. However,
the sentence intersperses these elements just in the way thav nakes brgu\vtlnn
inpossible. There are probably other examples like this, but I cannot think
of them. Fortunately, this is not an utterance that appears early in child
speech nor is a particularly simple one Ffor adults. 0f ail the grammatical
constructions, the respsctively coqstruc*?Oﬂ is the oane that most sugzests the
need to have trensformational rules in the gramear.

The function of SPEAKTEST is to test wnether its grammar is capable of

generating a sentence and, if it is not, appropriately modify the grarmar s0
that it can. SPEAKTEST is called after BRACKET 1is omnletv. 1t receives’ .
cketed sentence, the main pro-

from BRACKET a HAM conceptual structure, & brack
position and the topic of the sentence. As In the SPEAY program SPEANTZOT
aettempts to find some path through its network which will express a proposi-
tion attached to the topic. If it succeeds no modifications are made to the
petwork.  If it cannot, = new path is built through the network to 1ncornora+e
the sentence.



The best way to undersitand the operatica of § it go
through one examvle. lf: twrﬂet languaze 1t was g n to is illusitrated
in Table Y. This is a very simple language, pasically GRAIMARYL of Teble 1. It
nas a smaller facab‘lr“v to make it more tractable. The reason {or choosing
this language is that it is of Just suflicient complexity to illustrate LAG's
acquisition mechanisms. In addition, LAS has leerned GRAMMARZ, elso given in
Table 1. ' .

Figure 11 illustrates LAS's handling o tnhe first two senteuces that ’
come in. The first sentence is Sauars triangle above., This sentence is
returned by BRACKET as (G174 (G115 GLLO squre) (G1:8 G149 triangle) zhove).
G174 refers to the main propositio : n ent to LEARITIORE. Siace

EN
L
this is LAS's first sentence of the langua?~ the START network will, of course,
coupletely fail to parse the sentence. It has no grammar
A

yet. Therefore,
it induces the top-level START network in rigure 11. listing of the nzact
arc information induced is given below the graphical illustration in Figure 11.
Since the first two elements aiter G174 in the bracketed sentence are them-
selves bracketed, the first two arcs in the network will be pushes to sub-
nefworks., T ird erc contains a condition on the word above, The restric-

ass A199. This class was
tence and only contains the word avove at this point.
d a path through the START netvori, T, SPEAKTEST checks ths
to see whether they can handis the bracieted subsipres-
i by a recursive cail to SPIa
a

& <
P -
cnce., Mis 1is acco.:a ishe
o A
2

tion made 1s that
r

o

¢}
o
U
5]
+
D
&%
+

g 0O cr
93]
ct
[
ct

TeST.

pIadsal

PRAXTEST is called, taking as argurzants ths netvoryx AL95,
) and Lhe Lopic 0115. In onotiuorh 8105 the word class
ain square, and in network AL9T the word class AZ21 con

= two subnetworks should be the same in e Tinal grammar

Taes s
s not prepared to risk such a genzralization at this point.

Tote in this example how the bracketing provided by BRACEET complately
specified the embedding of networks. The senlence provided by BRACKET was
(G17lh (G115 G116 square) (G1L8 GLLY trianzle) evove). The first elewent GL7h
was the main proposition. The second element (G115 G116 square€) was a bracketed
subexpression indicating a’ subnetwork should te created. Similarly, the third
expression indicated a subnetwork. Tne lzst element above was a single word
end so could be hendled by = memory coundition in the main network.

The second seantence is triangle sauare right-of. This is transformed by
BRACKET.to (G315 (GR46 G2LT triangle) (G233 Cooh square) right-of). Bacause
of the narrow one-member word classes this sentence cannot be handled by the
current grammar. However, SPEAKTEST dces not add new network arcs to handie
the sentence. Rather, it expands word class 2199 to include right-of, word
class A211 to include triengie, and word class Q92l To include square. The
grammar is nov at such a stege that LAS could speax or understand tha sentenc
triangle sauare ebove or sguare unare rizht-of and other sentences which it

gl e
had not studied. Thus, al irst generalizations have been made. LAS
can produce and unders uanl novel sentienc

This illustrates the type of generalizations that are made within the
SPEAXTEST program. or instance, sicder 2 generalization that srose when
SPEAKTEST decided to use the existing neivork struchire to incorporate triangle,
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-
b
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Anderson

the first word of the second sentence. This involved (o) using the same subnet-
work 4195 that had been crested f 24 {b) expanding the word class A211
to include trianzle_ Both decisions rested on semantie criteria. The network
Al95 was creatad to analyze a descriptinn of a node attached *o the main propo-
sition by the relastion S. Trianzl a desorivtion of the node G246 which is
ted by S to the mein proposition. OCn thz basis of this identlity ol semantic
tion, IAS assigns the parsing of trianziz to the network 4195  Within the
network the word class A211 contalns words whiich are predicates of the sub-
5 node. Trizngle has this semantic function and 1s therefore added to the

In mal Lng these generalizatlous, 5Pz
sbout the nature of natural language. This sumg es Co
P

Condition 5. Wo*ds or phrases with identical semantic functions at identical
points in a network behave 1dent1cally syntaztically. Tnis is the assumption
of semantic-indu ed equivalence of syntax. It is another way in winlich senantic
information facilitates gremmar induction. It clearly need not be true of an
arbitrary language. For instance, decisicns made in the subject noun phrause
might in theory condition syntactic decisicns made in the object noun phrases.
LAS, because of its heuristics in SPEAKTEST for generalization, would not be

eble to learn such a language.

tes LAS's networ: remnar atfter two more sentences have

\

;.)

Figure 12 illu
come in. oencences nd 4 Llivolve Liss = i
treats these as syntactic variants of above and right-of which differ in their
assignment of their noun phrase arguments to the logical categories subject and
object. Therefore, LAS creates sn alternative branch through its START network
to accommodete this possibility.
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Figure 13 illustrates the course of L: S's learning. Altogether ILAS will

will have to make three extra

e

be presented 1l sentences. Subseguently,

generalizations to czpture the entire targss l anguage. Plotved on the abscissa
is this learning history and along the crdinate we have the natural logarithm
of the number of sentences which the grezwsr can handie. This is a finite

ianguage, unlike GRAMMARZ, and therefore tze number of sentences in the language
will elways be finite. As can be seen frca Figure 13, by the fourth sentence
IAS's grammar is adequate to handle 16 sentences.

LAS's grammar afier the next five sentences is illustrated in Figure 1L,
g
These are LAS's first encounters wita two word noun phrases All five sentences

involve the relations right-of and above and therefore re in the elaboration
of the A195 and Al19T7 sub-networks. Considsr the first sentence, sguare red
triangle blus above, walch is retrieved by BERACKET as (C329 {C270 €271 sguare
{C270 C272 red)) (C333 C30Lk triangle (C302 €305 blue) above) C270}., Consider
the parsing of the first noun phrase ote that the adjective (C270 co72 red)
is embedded within the larger noun ,n¢ase. Tnis is an exanple of the right
embedding which BRACIET always imposes on a sentence. This Vlll ause SPEAX

C‘

5 c
TEST to create & push to an exmbadded network within its Al95 subnetwork. As
can be seen in Figure 1k, the existing arc centaining the A?Li word class

is kept to handle square. Two alternative arcs are gdded--one with a push to
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Figure 15 illustrates a more consarv vative way that LAS might have made
this generalization. Instead of network (2), it might have set up network (v).
In petwork {b) & nev word class X has besn set up to record Just those words
i i en adjective., letworks {(c) and (d) illustrate how
~ and does lead 1o overgeneralization in natural language.
ike The bov, A doz, the foot, eta. He would set
ept any articie Tollowed by any roun. Suppose, he
would be represented in LES as Tha + boy + 's.”
tion LAS would construct the networx illustra ted in

incorporated the generalization that foots is the
3 ia

phuraliostioh OF L. ToLs :::t 2f morpherico g%nﬂrﬂi*VQt am nf conrse.

a notorious overgeneralization in child language (e.g., Ervin, 190&) VWnat

is distinctive 2% such morphemic rules is that there are 2 number of alterna-~
tives end no sem ¢ vasls to choose betwaen them. Because of its principle

of sementi quivalence of syntax, LAS will overgenerelize in those

! e
situations. Apparently, children ere operating under a similar rule.

LAS needs o be endowed with a mechanism to allow it to recover from such
ocvergenaeralizations. Therefore, one of inhe futurs additions to LAS wiil have
to be a RECOVER program. Consider ho~ it would work witnh this pluralization
example. Suppose LEARMMORE recelves the sentence The feat are above the
triansie. In attempting to analjze the sentence in SPEAXTEST, the plural

M L

oots will be generated but will mismetch the sentence. RECOVER has as its
unction to note such mismatches. Since it is possible that there are two
alternste ways of expressing plurality, REZCOVER cannot assuze its gramvar is
wrong. Rather it will interrupt the 1nfo* ation flow and chack the accepta-
bility of The Toois are sbove the triangle. That is, RECOVER will explicitly
seek negative information. Upecn lear ning the expression is ungrammatical
RECOVER will take foot out of the word cless that is pluralized by 's,

1 . . . . . .
To sccoaplish this I would have to put within IAS some mechanlsm that will
segment words into their morpnemss.
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