
Figure 40 An example of a ELAM structure cnc)ding both cntc~~ricii. is?forma'Lio:n 
and word class information 



In both graxmxs, it is assuxcd that above and below are connected to the sazz 
idea as are right-of and left-of. Tine words differ ir? t‘he assigzent of their 
1IP arguments to subject and object roles. Z%us the difference bezueen the 
uord pairs is syntactic. y;is is indicated by ka:9.ng tke words b~lo~~g to 
two word classes 3-4 and R3. Thus) rUXDPRSl.%i3 wj.tfi GFLU~&lR2 -dould derive the 
s~ae mj representation in Figure 3 for the SllltSlCeS Tfle red scluzt-e IS iiS 
the circle and Tne circle is 3elow t?e red sc1!1=. It would have been _zos- 
sible to generate dr 'stir,ct repesentations for these two ser.tences. I think 
this &70&d hnve been 1~~s psycholcgicti.l;y' iCSeresting. EaSiCdly, the netYork 
grmr m'&es the i;lfprences t'nat A below 3 is equivalent t0 3 2bOVe A and en- 
codes the latter. 

S -f BP SP RA 
NP NP R3 

IiD A -f s&APE (COLO;-i) (SIZZ) 
SHAPE + square, circle, et. 
COLOLS * red, blue, etc. 
SIZE 3 large, snail, etc. 
R.A -P n;bove, right-of 
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It is interesting to inquire sillat j.rj the linguistic p0Ver of LAS 2s a 
speake-r. Clearly it ~22 generate 2ny coctext-free lzi.nguege since its transition 
networks corrsspnd, in structure, to a conteti-free grazxar. Hews;-er , it turns 
out that LAS has certain conte:L%-sensiti.+re .CL,S~ZC%S because its productions are 
constrained by the requirement that t!oy em'-ess SOflEz well-forred Ii%-I coficeptrizl. 
structure. Consider two problezi that Ci-k~~zy (1957) regarded 2s r-ot handled 
krell by context-free grammars: The first is agreener& of number between a sub- 
ject IP xxi. verb. TpAis is hamI to arxnge ?In a context-free grz.mzr because 
tb,e Ibj is aJ.ready built by the tine the ChOice Of verb nudoer must be ;aade. A 
Tiie solution is trivkl in LAS----ihen both the iiP and verb are spoken their nlm- 
her is deteroined by inspection of ~h~te’ie-~ co;?c?pt in the to-be-spoken structure 
underlies thk subject. The other Cho~sk~ ex~;lple involves the identity 3f 
sOlutioraa rzstrictions for active and Fassive sentences. This is also achieved 
autor22tic&Ly in LAS, sirxe the restrictions in bo2h cases are regerded.skqly 
as re*lections 0 .L f restrictions in the sermtic structure from uhich both sen- 
tences are spoken. 

Vhile LAS can handle those feature s of natural language suggestive of 
conte;ct-sensitive rules, it cannot hcndle exaz@es like lan@ages of the foL"ZI1 
nnbncn which require context-sznsitiva graz.zzrs. It is interesting, however, 
that it is hzrd to find natural langzge sen';ences of this structure. The best. 
1 can come up wi-th me respectively-type sentences, e.g., ,TO?ZI ZZXI F,iLL hit a$ 
kissed Jme ,md M,ary, res?xctively. T%is sentence is of qLestio32~0le accestacii -. 
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A pajor aspect of the IL.%3 project is the 53ACGT progra. Tnis is an algori- 
IFOr tdiing a ser,tence of an arbitrary language a33 a X24 conceptual structure 222. 
producing a bracketing oi r the sentence that i;l,c?icates its su.rfa.ze structure, 
T3,j.s s=fa::e struct-ce prescribes the hierarchy of netucrks required to parse the 
sentence. For B?ACXET to succeed, Tour conditions Dust be sa-tiscied by the izfor 
xstion iri2u-L to it: 

CondiCio;? 1. All content words in the sentence correspond to elenents in the co; 
ceptual structure. This amounts to the clair thr-L the teacher is a*ble to direct- 
the learner to conceptualize the infomtion in his ser,texe. it does not. ixttt-, 
to the C,%CKET algorithm vhother tinere is I;?ore informtion in th:: conceptusl 
structure than in the sentence. 

Condition 2. The 
in the coxceptual 
lexiczllzation is 

content words ir. t‘he sentence are cornected to the elements 
struct=e . Psychologically, this azozits to the clati thai, 
conpl-cte. That is, tine learner knosfs the rnznin~s of the ;iOrr 

surfece structure intercomecting the content wcrds is i.so;;or Condit-ion 3. The 
phic iIF3Z connectivity to a language-fre2 prototype structure, 
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IAS wili use the connectivity of the prototype network to ir.fer :Jhat t'ne 
ccngectivity of the surface struc"i.lxe of tile sentence muSt be. Ttie network 
does not sprcl.fy the right-left crderin= 02 the Srm&.z~ or the ab~ve-belo~~ OT- 
d,erinLT 3. Tne rig'nt-j.eft or&rin,c can b5 inferred Si!3~1y fro3 the Orderiz,~ of 
the words in t’ne sentencP. Ecwever, to sa2cify the above4ielow mderiixg, BRACKET 
needs one father piece of infomstion. Pigire 9 illustrates 2-1 altermte 
s~~rface st;Tucture that could have been essig.ned to -322 string in Figure 8 {c). 
It might be translated into English syntax as CFrc~&er is tic s~x~ll t'hi2x that 
is belou the red s~~~~re. Clearly, es these trio structures illustrate, the 3X4 
-L aebwork and the sentences are not enough tc specify the hiererchicd. ordering 
of subtrees in the surface structure. The difference betwesn the sentegces 
in Figure 8 (c) and 9 is the choice of -Aic'n g~oposltion is principal and 
which is‘subordir-ate. If ?FLKKET is also given inforz3tion as to the rr_ain 
proposition it can then maxibigiousl~ i-e-trieve the sentence's sw-face structure. 
The assum$ion that LWCXEi! is given the m;in prosoaition za3cnts, psycholo~izeil~i, 
to the claim that the -teether can direct the iearner's attcntior, to k'Il;lt -is being 
asserted in the ser,tence. Thus, in Panel (c), the teacher :m~dd direct the 
learner to the picture of a red trian@.e ahove a SCXU. circle. I!e ~~:il~l both 
have to assuzn that tke learner properly conceptualized the picC\lre ED-~ tilzt 
he also realized the aboveness re&ti,or, was what xas being asserted in the p.ict~2~ 
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If xe 2&e? the 222 representations then son,n changes are reqCred in ECWX2'i' 
gra6h deforiz2tion cozdition. What is characteristic of I;lultL-argment verbs A 
in ILG*t is that the aL6b.~eL- -----"7ts a-2 intercoraected by caus2l rekitlms 2s in (2). 
Thus, FZG.C~X~~ sCoiiid %e cade to treat a11 the terminal arglze;lts irr such causal 
structures as defining a single level of Lodes in a graph strrrctxe all con- 
nected to a single roct node. Tnat is, BRX!ET can treat a XX4 structure 
such as (a) if it were (b) for purposes of utilizing the g:apt-1 deforzsticn con- 
dition. * In Iact, Z?AKlGT alreedy does this in the current ia?lexentatioa. 



JO% KEY OPEN DOO.3 
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That Is, eac‘z -cra&e-;zt output is 2 preposition node followed by a seYti- m-.wce of 
-32 c..An7+- c Iw2lo 3-i ';“-.a<? e-le;nents are ---- .___ <- .,_ . . . either re-Jritten as words (rule 2) or _ 
bracketed subeqressions (rule 3). A bracketed subexpression begins riith a 
topic node ~hic3 icdicates the cozmectioo between the e<aedded ad ez-%dding 
propositions. The elezents within an eqressior: are either non-m,eaning berricg 
words or elez2nts corresponding to suSject, predicate, relation and 03,ject 

in the proposition. Ii&e that jlSiX;GT induces a correspondence betue?n a 
level of bracketing ad a single pro>:Xition. Each level of bracketkg Tdill 
also corresmxd to a new network in L4S'S g;rmar. Ekc?ase of the L?odalari";y 
or" Ir_;.S pro~csitions, a modularity is ac'nieved for -2x g~zmatical networks. 
vflen 2 nmb~r of pzb322d propositions are attached to the sms node, they 
are e&e&led within one mother in a right-brunching mzmer. 

The inser-Lion of non-function mrds into the brat-=- '-sting is a troublesome 
problein because there is no senz;?,-tic fsatux-es to indicate k-here they belong. 
Consider the first vord a in the exzqle sentence abo-me in Pigws 6. It could 
have been placed in the top level of bracketing or in the sQbe:<?ression COD.- 
taining triangle. Currently, all the f-action uords to the right of 8 content 
word are placed in the saze level as the content Kord. !i%e bracketing is 
closed iazzediateiy after this content word. Therefore, is is r,ot placed in 
the noun-phrase bracketing. This h.euristic seens to -horn more often than not. r;- 
Eovever, there clczzly are cases k-here it will not Vork. Consider the sen- 
tence The boy wh3 Jene s?o'r;e to was tieal'. The curent B?&Ci3T program would 
return t'his as ((Tm boy (who ZELEZ spoke)) to was deaf). That is, it would 
not identify to as in the relative clause. Siztilarly, non-meaning-bearing - 
Suffixes like gender z;ould not be retrieved as pzrt of the nom by this 
heuristic. HoTJever, there is a strong cue to mke bracketing e>?roiXi.ate in 
these cases. mere tends to be a pause aften norphmes like to. Perhaps such 
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Thus, John and dance are close together and so are X11 and kugh. HoTo'ever, 
tn., -0 sentence intersperses these eleIileots Just in the way that xx&es brccl-retir,g 
i3_30ssi31e. T‘nere are probably other esa&les like this, 'out I czmo~ think 
of tllen?. Fortmately, this is not an utterzmce that appears early in child 
speech nor is a pzxticularly siqle one for adults. Of ail -Ihe grazi2akical 
constructions, the res9ectivel.y construction is the mi? that mst suggests the 
,-.eed to havk trmsfomtional rules in the grmr. 

The fmction of SPWEST is to test whether its grammr is capable of 
generating a sentence and, if it is Rot, rp>roprinteiy nodix?y the grarzz~r so 
that it can. S?WSST is called after FLX~~T is cozrtplete. it receives',. 
fro2 EXACCT a H&l conceptual structure, a bracketed serrtence, the nain gro- 
posi-Lion and the topic 02 the sentence. As in the szw< prog;rea SP~>,,~;Z1~:ST 
ettenpts to find some path thrOu& its net;rcrk t;hich vi11 e>zress a >rOposi- 
tion atttiched to the topic. If it succeeds no sodifications are zxi?e to the 
network m If it caimo-t, 8 new path is built through the net-dark to incorporate 
the sentexe. 





Figure 11. L4S.s treatment of the first tvro se-r_tcncf?s in the 
induction SZtiUc3Ce~ 
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Condition 5. Vords or ~hrzses with identic-l serzntic fun&ions at identical 

Figure 13 illustrates the course of LX's learning. Altogether MS -dill 
be presented 14 seiltemesr SubsequentPJ-, it will.have to zneke three extra 
generalizations to cau",ure the entire tazgnt lafiguage. Fiotted on the abscissa 
is this lex-nia,~ history and &.ong the ordinate we have the natural logarithm 
of the nmicer of sentences which the grazer can handle. This is a finite 
language, unlike G%4XLkR2, and therefore tie nmbsr of sentences In "the language 
xiii always be finite. As can be seen frcr= Figure 13, by the fourth sen-tence 
LkSls grzmnar is adequate to handle 16 sentences. 

IAS~s graxaar after the next five snztences is illustrated in Figwe 14.. 
Tnese are L.GSts first encounters ~tit'n t-.+o uord ROUX phrases. Ail five sentences 
involve the relations right-of and aSo-~2 zd therefore restit in the elaborcztion 
of the A195 end Al97 sue-n&uorks. Consirler the first smtence, squx-c red 
triaqqle blae clbove, which is retrie7.red -oy ~L4C";GT 25 (C329 (C270 C271 sll;are 
(c270 c272 ~-ec!)~-(T303 cg4 triangle (CZO? C?O5 .bluc) abox) C27Oj. Consl;der 
the parsing of the first nolm phrase. ii;025 y[;& the adjective (L270 C272 red) 
is em3edded xithir, the la;rger noun >~VZSS. n- - * 1r.1~ 1s an ejczz~ple of the right 
ci2beddi.q which XLKkZX! always inpos;-s oz? a sentence. 'i?lis ;;i?_l /.-arrSe p&Q:- 
TEST to create a push to a~ embedded ~;lct-zork within its AL95 subnc-lqork. As --- 
can be seen in Figure ll:, the existing %c containing the A211 word clxs -- 
is kept to hantie square. 53~0 alternz~ti-;e R~CS are added--one ;rith a Dush to .-- 
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l'igure 13 o The g$oWth of LAS's grammar with its learning hIstory* 



cl510 = snall,blue,large,red 
(380 = small,blue,large,red 



1 To rcccxplish this I would have to put within IAS SOS? r?chanisn that will 
segment uords into their moq'neczs. 
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