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The purpose of this research is to understand language acquisition. 

There has been a great deal of research on first language acquisition in 

children, second language learning by adults, and learning of artificial 

languages by laboratory subjects. The principle goal of. this research is 

not getting more experiaental evidence. Rather it is to develop a working 

compu-.. -r'r simulazion node1 that can learn natural languages. The model 

would attempt to explain the already available set of experimental facts. 

It is also hoped that such a model would be a contribution to the artificial 

intelligence goal of developing language understanding systems. 

Some of the detailed plans of the research are described in the 

accompanying grant proposal that was awarded by NIXJ (grant number 1 RO 1 

XX26383-01). The period of this award is Xay 1, 1975 to May 1, 1977, That 

proposal states an intention to use Augmented Transition Networks as the 

basic graa-znatical formalism. I have already completed some initial learning 

programs using the augmented transition net<Jork formalism. The very earliest 

of this work is described in the NI?M proposal. More recently I have decided 

to try to develop a production systenr fornalisn as an alternate to the 

augmented transition network. There are. three main reasons for this switch 
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in representational formalism. First, I think it is easier to represent 

the grammatical knowledge contained in highly inflected languages (eg., 

Finnisll, Latin) by production systems rather than augmented trnnsition 

networks. Second, I think it is easier to represent human in:ormation 

processing limitations in terms of production systems. Third, I think 

production systems serve as 2 means of representing non-linguistic proced- 

ures such as inference-making. Therefore, a theory of induction of pro- 

duction systems for language has the promise of generalizing to the induc- 

tion of other human cognitive skills. 

I have been L3ing the SUXU facility in 2 pilot project this 

sEaiiLer. I have been bringing up a version of my production system called 

ACT on this facility. It is hoped that in a few months this program will 

be in a sufficiently developed form that other SLMEX users may use that 

prod~ctioz system?. It uses an associative network representation as its 

basic data base. This is a variant of the IUN propositional network that 

I developed earlier and is described in the accompanying proposal (p. 23 - 

27). In the ACT system various portions of the network are active at any 

point.of time. The productions look for patterns of activation in the net- 

work. If these patterns exist, the productions are executed causing exter- 

nal actions to be taken, building network structure, and possibly changing 

the state of activation of the network, Activation spreads associatively 

through the network and there is also a dampening process which deactivates 

network structure. A preliminary description of the ACT system is given 

in the accompanying document "An Overvie= of ACT." It is a chapter from 2 

forthcoming book. The most relevant section in that chapter is from pages 

11 to 25. 
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It was originally projecter! that th2.s siruulation work woxld 

be performed on the Micil-igan Computer Syste=i. However, there are a nxzber 

02 advantages of the SUMEX-ADi facility. A.11 the programming Will occur 

in LISP. The IPU'TERLIS? system in SLMZX, as surm2sed from my oxn experi- 

entation, permits programming and debugging to progress at least twice 

as fast as with Michigan LISP. Also programs in INTERLISP would be n?ore 

avallable to other A-1. users than programs in Plichigan LISP. Th2 Elichigan 

computer is isolated from the natioaal A.I. coxinunity whereas I can take 

adv<a.ntage of the connections SGEX-AIM has through the ?YPINET and the 

ARPiWZT. Finally, the SUMEX-AI>1 facility provides free computing resources 

and so will relieve some of the.strain fro2 my tight research budget. 

It is intended that there will be continued developrent and 

testing of this production system formalism as a model of hupzn information 

processing. There are plans to build substantial ACT production system 

models for language generation and understanding.and for inference making. 



Responses to SUFIEX-ATM Questionnaire 

n.1. Read the accompanying proposal. 

A-2. The. research is currently supported by a grant from NItM (grant 
number 1 X0 1 ?l?1 26353-01) for the period May 1, 1975 to ?Iay 1, 
1977. The amount of the award for the first year-is $20,000. 
This is to pay for a programmer, computer time, and rental of a 
terminal. 

A-3. Read the accompar;iiing proposal. 

B.l. It is expected that this research will have some general contribution 
to make to development of language understanding systems, modeling 
human cognitive processes, and development of production systems. 

R-2. None 

B.3. There should be no difficulty in ma'king my programs generall;i/ 
available to users of SU&EX-AIN. 

B-4. Yes 

B,5. Yes 

c.1. Read,next to last paragraph in accompanying proposal. 

c.2. The IFTERLISP language on SUMEX is the principle requirement of my 
research. I do. not anticipate requiring any add-itional systems 
programs not already available at SUI'PZX. 

c.3. Estimated requirements per month: 

100 connect hours 

2 CPU hours 

1500 file pages 

The principle times of use in Ann Arbor would probably be 0600-0900 
and 1800-2100 

c.4. I intend to communicate with SU?fEX via the TYNNET. I would either 
use the private node in Ann Arbor or the public node in Detroit. 
The toll cost to Detroit could be met Erom my current grant as 
could the cost of terminal rental. 

c-5. Not really relevant 
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A . introduction 



The concern in this proposal will be primarily kth develo2in.g a system 
logically adeqate for izqplzge acqu_isition sLd only secondarily With e sy,-n;em 
that simulated actual human ~~erformance. I do not think the letter is a real- 
istic goal until ue havs a chaTacterizat?on of the sort of algorithzzs that are 
adequate for natcal lanwlge acquisition. Tiiis en$ssis.on logical. adequacy 
is clear in the organization of the proposal. I will first revie=r the work 
t&at has been done on computer language understandi.2g. Tnis is iiiportant be- 
cause IAS is a language understander as ~11 as a learner. Tflen I will re.rieV 

0 the iorT?.al results on grammar Induction. %nen LG.1 uill be described. is.5 1 
is a first pass veL -sion of the LAS progrzz adequate to ie<arn slnple'lan~s.g5s, 
T&n I will propose an e-xtensive set of devefopents to be added to the program, 
aimed both at increasing its linguistic po=;ers and faking it a realistic simu- 
lation. 19 describing l2~S.l a_n.d the proposed extensions, 1 will revieu rele- 
vant resew& in tb-2 child lzng-uage liter+tm-e. Finally, I --ill 3ropxe a 
series of eqerim:ents with artificial languages to check specific claic?s IAS 
iiidC2S 3.bOil.t .h3~b?ll.~Ee i e.9.rn2Qe~OilitV. 

2. *outer Language Understanding 

Computers have been applied to naturai language processing for 25 years. 
There has been .a succession of major reconce$ualizations of the problem of 
language understanding, each of which constitutes a clear advance over the 
previous conceptions. Xowever , any realistic assessment would concede that 
we are vs-ry far frown a general language understanding system of huTAn capability. 
Tine ergment has been advanced that there are fundamental obstacles that ‘dill 
prevent this goal from ever being realized (Dreyfus, 1972). !heSe arguments 
are shamefully imprecise and lacking in rigor. The best (e.g.., Bar-Hillel, 
1962) has to do with the extreme open-endedneas of language, that an effectively 
unbounded 7;ariety of knowledge is relevant to the understanding process. It is 
boldly asserted, lAthout ;?roof, that it is no-t possible to provide the computer 
k5th the requisite background knowledge. 

In revie;ring the work on natural language syste~ms, I will constantly 
measure then uith respec t to the goal of genxai langyuage understanding. I 
appreciate that it is a legitimate artificial intelligence goal to develo? 
a 1enguil.g~ system for some special purpose application. Suc‘n attemuts arc free L 
from the Dreyfus and Bar-Hillel criticisms. I:owever, from any psychological 
point of view these systens are interesting onijr 8s they advance 0.. under- 
standing of hug language is understood in general. 
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T-ne central tim ~)rc'gle~ in parsing has to do xi';?1 the exkreze s:mtacti.c 
and lexical zd3igLtitj of natural lu~.iage. Each =;ord in e ser:enct zbits of 
n syntackic ad semn-t;ic interprektions where E  03 the at-era.ge EL?-;T be as high 
E-55 10. if there are i-2. wmds , ~11 interpretations nust, be cDnsiCere3 elthouah 
only one is intended.- The fact, that h.ag~~ge is so errbigilous -was 3 suryising 
discovery of the early machine ettec;gts at parSiRg (C.&, 5x20, Igs5). Tnfis, 
there is exponential growth in processing tiae W ith sentence len,-th. TO date, 
no j,,istics have been d~onstrated that change in generd this ex$xmentic?-1 

fmction of sentence length to sonething closer to e 7inesr fmcti~n. me 

h>mn can use general conte,xt to reduce ambiguit;- to something .~p?roxiz.~ting 

the linear relation. 

There is also 813 exponential growth factor in ttie tasli of ii-zference rxliing, 
Suppose there are E-facts in the data base md the d~?sired deduction is _n_ste~-,s 
long. Then, there 1s something like 11;" possible co~‘~5nztions of ft~ts %o achieve 
the desired deduction. %nis suggests that very deep infcrenclng (i.e., ‘nigh 2) 
is dj.ffi.cul.t to ac'nieve a& this is certainly true cl‘ o~z eve~r-C.sY reasoning. 
iiow2ver, it also sugg.zsts that inference ixking s-ho-22-d becoi3e lX):e difr'icullt as 
we knov more facts (i.e., high 5) -<hich is clearly cot ;k;n case. ?%e pro-r.l7et? 
facing inferep-ce systen; 2s to select only those facts that are relevant. 

10 



Other attempts made more serious e fforts at language u.nderstandir?g. Th ey 
.a-Joiied t‘;l? tize ~roblexla ir,herent in parsing acd inferencing by dealing with 
restricted task dorzins. Slaglets DEiUC31d (1965) dealt with si;i?,le sei Inclu- 
sion probiess; Green, ??olf, Chomsky 2: Laqhery (11963) xi<% bastbell qiloations; 
IlindsEy (1953) with kinship terms; Keli.c,~g (1968) with data ~agenent s:;s-tems; 
k’oOdS (1966) with airline schedules; Woods (1973) With imzr geoloa; Bojrow 
(1964) and Cha.mj.& (1969j with word arithmetic ?rcblens; Fikes, Iiart & iiilsson 
(1972) ;iit:? a’robot world; \*iino,gad (1973) -,&th a blocks uorld. Other s~s”sems 

like Green ad Raphael (1368), Coles (1969), Scha& (19?2), Sch~arcz, Berger, 
aId. Sir;=ona (lg@),ATderss,n and Boxer (1373), Rumelhart, Lindsay and ?Ior~sn 
wi-21, and Gtillian 4 (ig6gj have not been especially desiged for ssecifZc task 
domains but nonetheless succeed or&~ because they worked with seriously limited 
dEta bases end restricted classes of English input. Becncse the pz_rser deals 
with only certa-in word senses and certain syntactic StructlureS ling;uistic a~- 
biguity is nuzh reduced. Tkose programs that use general inference procedures 
like rssolution thecrex proring are notably - 'r* * -7 with restricted .meI A 1c:er.t e-#-e, 
c?ata -DlSPS. !Jinograd mzde extensive use of the facilities in Ti.J2iI;xR for 
direc-ting inferencing with specific heilristic infori?ztiOn. Tne validity of 
these hemistics depend& critica=y on the constraints in the tas!< doLain. 



Langii?ge kcauisition as -- :;he Road to General Lar.gua.ge Understanding - 

Learning systeas are frequently regardnd as the x2ivnrsal panacea for 
all tha-k ails art ificial intelligence. Therefore, one should be rightfully 
suspicious whether LAS will provide a viable route to the creation of a 
general &nguqe urdsrstanding systea. Certa.inljr, the initial version of 
L\S falls far short of the desired goal. Ho;revsr , with our current state of 
k23~:7edge it is juh -t not possible to evaluate LAS's pretensions as an erer.tuaL 
language understanding system,. It is only by syste3ti.c exploration arid 
developnent of LAS that we ever will be able to deterrine the viability of 
the learning approach, 

Wna-tever the potential of the learning approach ix artificizl intelligence, 
clearly it is the only viable psychological i1?28nS of characterizicg huz2.n lin- 
gui stic kno;rledg? . It wo;.iLfi be senseless to pro%-ide z cetalog of al1 t.5~ ho;-- 
ledge used in language ux~erstmding. A catatoq of z-;erfihinT is a science of 
nothing (a quote froze T. Sever). Rather, we aust characterize the ~,ec:ria?nism 
that, creates tixxt, kmm~~c?ge md how that nezhanisn interacts with eqerience. 
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A guiding consideration in this research is that these disiderata for a 
E: rxz.atic5.l formulation are satisfied by a finite-state transition netxorit . 

are s iiiilar to a.d were scggested by tiie r,ezwork gr-axzrs oi‘ Tho?~e, Bi-acley, 
and Deusr (lc/68) rzd Bobrow and Fraser (1970). Transition networks are lik2 
finite state gmz!2s except that one pernits as l&Els on aP2S not Only ternin- 
al sp3ols but also names of other networks. Deterninetion of whether the 
arc should be t&en is evaluated by a su3rxtine call to EEIOther network. This . sua-network will analyze a sub-phrase of the linguistic string being analyzed 
by t'ne network that called it. The recrxsCve, context-free aspect of language 
is captured by one network's ability to caX. another. Figure 1 provides an 
ey2-vl2 network b--‘-k taken frora Woods' (1970) sas?r. The first network in Figure 1 
provides the "mainline" netwcrk for analyzir,g sia@e sentences. ?rom this 
rzinline network it is possible to call recursively the second net=;ork for 
y;piys1 's of noun phrases or the third netk-ork for the ana1.jjsi.s of prepositional 
,2r--?ses. G:ood (1970) d,oscribes how the network would recognize an illustratLve 
sstence : 

To recognize the sentence "Did the red&m collapse?" the network is 
started in state S. 'I%e first transition is the aux trmsition to 
state q2 pernitted by the auxiliary "did." Fran state q2 we see that 
me can get to state q3 if the neAri "things in the input string is an 
12.. To ascertain if this is the case, we call the state IV. Fro3 
state KP we can follow the arc 3gGeled bet to state qg because of the 
determiner ')the." Fro= here, the adjective "red" causes a loop which 
returns.to state q6, and the subseg-cent nom "barn" causes a transi- 
tion to state q7. Since state q7 is a final state, it is possible 
to "pop u$ from the N" comptatzon =,-id continue the cor.cputation of 
the top level S beginning in state q3 :~hich is at the end ol the 31P 
ELlYC. Froin q3 .-the verb "ctillapse" ze,ziits a transition to the state 
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3. Research on Grszmar Induction --- 

Apparently the modern work on the problem of ~ammar induction began with 
tiie'collaboration of M. Chonsky and G. Xiller in 1959 (see Miller, 1967). There 
have been significant fo,, r-al results obtained in this field and it is essential 
that we re-view this research before considering U.S. The aproech teken in this 
field is well characterized by the opening remarks of e recent highly-articulate 
rsvie-J chztpter by B5.eraa.n and Feldxatn (1972) : 

‘ 
Tne grzmmztical inference problem can be described as follows: a 

finite set ofqm301 strings from some langc2tge fi. and possibljr c finite 
set of strings from the complement o- Q L are known, and a grammar for 
the language is to be discovered . . .-. 

Consider a class C of gramars and a machjne 14. Susgose some 
G E C‘md some 1 (an information sequence) in I(L(G)) are chosen for pre- 
sentetion to the L!ac~ine NC. . . . 

Intuitively, I':G identifies G if it eventually guesses only 
one grammar and thar, grarzzar generates exactly L(G), 
( pp. 31-33) 

The significant point to note about this statement is that it is completely 
abstracted a-day from the problem of a child trying to learn his iengda,ge. 
'There hzs been virtually no concern for algorithms that will efficiently 
induce the subset of grz.mmzrs that generate natural languages. !Tne probiez 
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Gold?s Work 

.. 'i>?n-h&hi-7 -th+ mo.;t, i-ir'l.l:ential p,ar,er in the I^;-eld is b:i- Gold (2.957). ye , - 

provided .m eqtlicit witor- ion for success In a Icnguegr- inducticn ~ro*oLm and 
proceeded to forx~~lly deterxtine which learner-teacher interacticr; coiled achieve 
that criterion for which lLa.rtg~ges. Gold considers a Isngnzg? to 3e idcztified --- 
in the limit if after soxe finite tine the learner discovers a grazznr t!xt ..-A 
gme--ates the stricgs of the language. He considers t-Jo infomet.iirn seaiztzxces - 
in the first the learner is presented with all the ser,-;ences of the icnguag~ 
ad in the second t;‘ne iearner is -presen-ted kith all strini;s, each g,ro-,erly 
identified es sentence or non-sentence. T'nen Gold asks this quts-?ion: SUCDOSE? _ - 
the learner can assu25 the lazguzge cams fron soae fo-nally ch~r2~~terized cless 
of imgmges ; can he identify in ths limit -Ahich lang~;qe it is? Gold corlsiders 
tile cl2ssical nesting of lang~uag2 classes - finite cardinality 1azq~q2s, rsgulor 
(fiRit state), conteJ~ti-fre2, contexz-sensitive, and -;7rixitive reczsive. a HlS 
classic res:fit is that if vr,e i,earner is cnly given positive icfo~~-%tion aboilt 
the language (i.e., the first informtion sequence), t_rlen he cm cmly ide!ltiPf 
finitn cakdinality imgusg;as. Howev2r, given ~osltive and negsti-x! inforxtion 
( i.e., the second informtion sequence), he can learn up to prizitiv? recur- 
sive languages. 



One of the early attea~ts to provide a cons-k~ctive olgorit?? ;ias proposed by 
Solo=,onoff (i96$). That is.3 he atteqted to define an algorithm u'hic;? FioTuld con- 
struct bit by bit the correct grmar rather than enuzera~ 'ina Fossijle grarx.zkrs. 
iAS is a constructive algorithz. His ideas were never prog;rzuzed azd had their 
logical fla-+rs e-qmsed by Shzzir and Ear-Hillel (1962) and by kx=k?5 (1969). In 
>art Soloaoaoff has served as a straw mu that served to justify the emiz2rative 
2TXXGZCh A^ over the constructive (e.g., Eiorning, 1969). 

Fe1-n 2nd hfs stud;ents have carried the Gold znalyses farther. Feldman (1970) 
provided soze further definitions 0, f iazguages i&ntifiaqoility azd -Jroved Cold-1ik.e 
restits for these. Felr&an considered not only the task of icferring a grmmr t:1at 
generated the scxqle, '.I ..; also the task of inhucihg the most siqle ,qazzar. Grrl- 
car complexity was Liea3.ze d in terms of nluxber of rules and th2 coz?,lexi-ty of seh- 
tence derivetions. &rhiq, (1969) provided ~,rocedu?es for inducicg grazzars whose 
rules have different probabilities. 3ierzann (1972) provided a nuz32r of efficisnt 

constructi\ algoriths for inducing finite sta-te gr~rs uh2n th.2 hmber of states 
is ?Lno:m. 2rnis is 8 relatively tractable probl~rr? first fo:-c;ulated in 1956 by 1400re,m 
however ) Xoore's algorit;h~s are such less efficient t'nar! 3ierxz~n's. 
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The only att- -a$ to incorporate senantics as a guide to grpzzar indcction 
kis by Siklqssy O-971). 7ie attempted to write a progra3 that Yould be able 
to learn languages frozt the language-through-pict?~~es bmks (e-g;., Richards 
et al., pm). Tne books in this series attempt to teach a la~.guqe by pre- 
sentin-- b pictures paired %5th sentences that descsije th3 depicted situations. 
SiTrlossy 's progrtiz, Zbie, used general pattern-natchkg technir,ues to find 
correspndonees between the pictures (actually hand -er\.zoded picture descriptions) 
and the ser!tcr?ces . The progra does use izfoma-Lion in the picture encodings 
to help induce the surface structure of the sente;lce, sozeuha-t in the rrmzner 
oi‘ L4S. However, it remains mclcar exsc-tly what use sjic rzl-res 0; se~mr .LiCS 
or wilat kinds or' Lmgx..zges the progm c,zn learn, . . The a;spiayed exziq ies of 
the progrm's behavior are very sparse 5;ith esmsles of it ~Q:ip_~ genemliza- 
tions. As we will see, a progrm must have stror,g pouers of generalization if 
it is to learn a i&Lngu2- 3k* me felli exmples of generaiisstion all Xork as fol- 
Icws : supps 3 ZSie sees the folloTding three sentences: 

19 



4. F.at.iona1e 

A central assu.zptioa in the IAS project ia that EL language learner can some- 
times identi.?y the r;eanii?g of sentences am5 t?zt language learning takes place . 
1T-l t?i?Se circ1xs -;eces. Tj5e specific goal is to e:qlaiz ho% the pairing of the 
sentence 55th its seazztic referent permits language le,arning. Tne fern of this 
e>:nle:laticr, is to develop a computer progrz~. which can learn a language given an, 
inmit of st~ntences -;iaired 7rit.h -semantic in-Lerzretations. ne cc~puter -a?3~<rzLizl 
.07Jil+Js *p n gi-~-r that permits it to xid~rs~--ind. and generate sentences: Be- 
cause of the ir.keren-t comp?.exity, it is essential that this theory of lan.guage 
acquisition take the form of a computer program. I vi11 argue fwrther for the 
need of a coquter node1 after describing the current version of LAS. 

this project does have as an ultimate goal to pro?iide a faithful simulation 
of child langua~;e acquisition. One might 3_‘XSb 'ion vhether a systen constructed 
just to succeed at la.ixguags learning k-ill hz-.re mxh in common vi-th the child's 
act-ksi-Lion sT--+av ;a-+". 1 si;r~n& suspect it d.11, provided ve insist that the 
system have the sac inforEation processing Limi-t&ions as a child and provided 
its lu;lguage le-rning sitcation has the sme in~or~tion-processing denands as 
-iLka"; of the child. The consideration l~ldsrlying this optimistic forecas"Y is 
that learning a natural lan,z~2ge imposes ver;- severe and highly uniqve informa- 
tion-processing dez%znds on any induction system and, consccll;ently, there are 
very severe lizitati.ors on the possible structures fcr a suc~essfCL systen. 
A similar crgu;lent has been _ forcefully ad7anced. by Simon (1969) uit‘nrespect 
to the information-processing demands of various problem-solving tasks. 



The philosphy behind the LE~MOR3 progarr: Is to provide US with the 
sz.le informt,ior, t,'bt a child ?XLS when he is learning a. 1aIlgUSgft through OSt2n- 
sion. It is assuzed that in this learriing -,ode the adult can bath direct the 
cf;ild's attenkiox to ?&at is being descri-325 acd focus the child on that 
aspect of the situation which is being described. Tnus, L"Yi2A.SXliO% is provided 
wj.t'h a sentezce,a .5.4X description of the sctr,e and an indication of the msin 
proposition in the sentence. It is to pro<.uce 2s outgut the netuork grmar 
that will be used by SPEYLK md U?JDERS~~~3. It is possible that the picture 
description provides -,ore inform&ion tkzn is in the sectence. This provides 
rzore infornat ion than is in the sentence, '53is provides Z-LO obstacle. to LAS's 
heuristics. 12 this particukx versio? of LkS, it is zss.m-zd that it alrerldy 
&:noys t;he nearring of the coztent uords in- the sentence. Vith this infornetion 
BLl;r\CK3 will assign a surface structsze to the sentence. S?WLmST will deter- 
mine whether the sentence is handled by t3e current g:ram~~r. if not, additions 
are rade to handle. this case. These additions generalize to other cases so 
Z;hat QJS can understand many aore sen~,ences thpan the or~es it was explicitly 
trained with. 
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HoT~ewzr, 5t wo1.2d be useful to descrlje here the representational for- 
zzlisns used by US. 2. Fiir;ure 3 j.lluskxi~es 50-d the inforzetion in the 
sentence A re<.sauare is e3cve the circle ;;ould be represented 'Jith the lL%$:. 2 --- 
netvork for-zxlis&. !i%~e are four distizst propositions precTc&ed about the 
t-wo nodes X 2nd y: X is red, X is a so;~~re, ic; is above y, afi& 5[ is a circle. - 
&ch progositionis represented by a disticct tree structure. Each tree strut- 
ture consists of a root proposition no2.e 

- . connected by an S lmk to a sut~~ect 
nade and by a p link to a predicate cod?. Ti:s predicate %des cm be decom- 
posed into a R link * - r;omtzn,g to a relazlon note and into a Eli& pointing to 
fixa object noqci. The sexntlcs of these re~reseatatiozs are to 3e interpreted 
in tems of sinple set-theoretic noticns. %he su3jec-l is a subset of the 
predicate. Thus, the indrvidual. X is a subset of the red thii?gs, the square 
things, and the things ajove Y. n lhe indi-ridual Y is a subset of the circular - - 
tkings. 
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KAM. 2 has a sm11. ._ lang~~r,ge OI? co--Lznds which cause various memory 
links to be built. Tie following four are ~11 that are curren-kly used: 
1. (Id eate X Y) - create a Fl link fro3 :orC &to idea Y. 
2. (out-g x Y) - create a 5ropositioz-i aode 14. From Gis root node create 

a 5 link to X a26 a _3 lmk to x. 
(Eelatify X Y) - create an "link f&2 if to 2. 
(Objectify X Y) - create an s1_ link ?rnx?- to x. 

Tnese comxmds will appear in LAS's ?,a-rsin,C: netvo-rks to create neEory 
structu;-es required in the conditions ~.ni; actions. Often rather thaii n32ory 
nodes, variables (denoted Xl, X2, etc) ~-ill a>:ljea in these CO-ZC.ZZ~S. If the 
variable has as i';s value a n@32ory node tk3.t node is used i-r the struc.txre 
buildin;5. if the varia5l.e has no valve, a ~=e~~ory node is created aad assigned 
to it 2nd that node is used in the xe~zr-y 02erntion. 

To j.J.lustrate the me of these CZZZZ;'.~S, the following is a listing of 
the con,mands that xoulit tree-te the structure in Zigtlre 3: 


