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[1] The difference between arrival times from one seismic
event to a pair of receivers is largely insensitive to source
location error when certain geometric conditions are met.
Using catalog data from a Chinese regional network, we
illustrate the use of arrival time differences to control data
quality and to derive a two-dimensional map of Pn velocity
and relative site terms. The resulting velocity patterns
follow regional geology closely, site terms reflect variations
in crustal thickness, and both are consistent with previous
work based on single ray methods. The model fits the
time difference data to better than 1 s and we obtain a
variance reduction of 75%. We believe that the continued
development of time-difference techniques will lead to
improved location accuracy and precision using regional
network data. Citation: Phillips, W. S., C. A. Rowe, and L. K.

Steck (2005), The use of interstation P wave arrival time

differences to account for regional path variability, Geophys.

Res. Lett., 32, L11301, doi:10.1029/2005GL022558.

1. Introduction

[2] Travel times of regional seismic phases are strongly
affected by heterogeneity in the crust and uppermost mantle.
To improve location accuracy, we can account for hetero-
geneity by constructing three-dimensional models of seis-
mic velocity [Firbas et al., 1998; Johnson and Vincent,
2002; Murphy et al., 2002; Ritzwoller et al., 2003; Yang et
al., 2004; Pasyanos et al., 2004], or regionally varying
travel-time models [Bondar and North, 1999; Richards et
al., 2003]. We can also use empirical methods based on
ground-truth (GT) information [Schultz et al., 1998; Myers
and Schultz, 2000], or, as many of these authors show, the
two methods may be combined to take advantage of the
strengths of both.
[3] Empirical methods are attractive because they

account for velocity variation without requiring detailed
knowledge of the structure. Unfortunately, high quality GT
events (location known to 5 km or less) are rare. In many
areas, we have an abundance of low quality GT events
(20 km or greater) from teleseismic and regional catalogs.
Location relative to the lower quality events will reflect
any bias in the GT information; however, under certain
conditions, these events can be used to obtain high quality
arrival time difference data, which can, in turn, be used to
obtain accurate path and site corrections.
[4] In the following, we explore the uses of regional

arrival-time differences, and develop techniques that can
be used to control data quality, as well as to obtain a two-
dimensional path correction map and relative site terms, akin

to time-term Pn tomography methods. We will apply the
techniques to data from the preliminary Annual Bulletin of
Chinese Earthquakes (ABCE) [Lee et al., 2002]. The success
of the method will be judged by comparing results to known
geological features, as well as to previous results based
on standard methods. Quantitative studies of earthquake
relocation will be reserved for the next stage of this study.

2. Method

[5] We obtain an earthquake location and consider the
associated arrival times at two, regional distance stations. If
the earthquake lies near the great circle passing through the
two stations, but not between them, mislocation of the event
has little effect on the arrival-time difference between
stations. If the event falls between the two stations, how-
ever, mislocation has a large effect. We expect a gradation
between these two end-member behaviors throughout the
region surrounding the stations. We map this sensitivity for
a grid of events by perturbing their locations, calculating
transit times through a layered model and collecting statis-
tics on the time differences. Results of one such calculation
are plotted in Figure 1, showing extensive areas of stability
beyond the expected regions along the interstation great
circle. These stable regions are associated with Pn and upper
mantle P propagation paths.
[6] Lateral variations in seismic velocity can be summa-

rized by two-dimensional, station-centric correction surfaces
[Schultz et al., 1998] for use in location procedures. Every
low sensitivity arrival-time difference becomes a precise
constraint on the difference between two path correction
surfaces in the epicentral area of that event. We began this
effort by inverting for a full set of station-centric correction
surfaces based on the time difference constraints. Too many
degrees of freedom existed in that problem, however, and
results of synthetic tests showed poor recovery of the true
surfaces due to leakage of biased information into the model.
We therefore adopted a tomographic formulation, which
adds physical constraints to the problem that were not
available for the correction surface inversion.
[7] Seismologists often use station differences to elimi-

nate source effects from structural studies; examples include
the determination of Rayleigh wave group velocity [e.g.,
Brilliant and Ewing, 1954], and the imaging of the upper
mantle using teleseismic arrival times [e.g., Aki et al., 1977].
Applying these ideas to a regional setting, for any low-
sensitivity, event/two-station triple, we take the difference
between two arrival-time residuals, based on preliminary
locations, and write

dtijk ¼
XNik

l¼1

dxlikdslik �
XNjk

l¼1

dxljkdsljk þ ri � rj ð1Þ
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where i and j are station indices, k is the event index and l is
a path summation index; the ds are slowness perturbations
relative to the model used in location (IASPEI) [Kennett
and Engdahl, 1991] and are interpolated from a grid of
slownesses [e.g., Thurber, 1983] to the point at the center of
each of N path segments. The dx are path segment lengths,
constructed to be less than one-tenth of the slowness grid
interval, and the r are site terms.
[8] We use the Vincenty [1975] method to obtain equally

spaced points along great circle paths for a WGS84 ellipsoid
for purposes of integrating through the slowness grid.
Nonlinear effects of the velocity variations on ray geometry
are ignored in our formulation, a common simplification for
Pn work, which can lead to systematic bias in the velocity
estimates for complex, three-dimensional structures [Hearn
et al., 2004]. We then establish a linear system of equations
based on Equation 1 and solve using conjugate gradient
methods (LSQR) [Paige and Saunders, 1982] after applying
first-difference constraints to adjacent grid parameters [e.g.,
Shaw and Orcutt, 1985; Phillips and Fehler, 1991]. The
difference constraint weight (l) is chosen to maximize
model variation while avoiding artifacts that would be
introduced by noise. We damp the sum of the site terms
to zero, to account for our lack of ability to determine their
absolute level.
[9] Data from a well-distributed set of events for one pair

of stations will constrain a linear combination of velocities,
both between the stations, and for some distance normal to
the interstation vector, and site terms. The tradeoff between
velocities and site terms is resolved by combining data from
many pairs of stations.
[10] We acknowledge that a velocity anomaly that is

small in extent or in magnitude will produce a time

difference signal that can be smaller than our chosen,
mislocation-induced sensitivity cutoff. To resolve small
anomalies, we rely on the availability of sufficient data
from the more insensitive geometries, and on the stacking
effect from the remainder. Colinear geometries tightly con-
strain model parameters between stations, and the smoothing
effect of the higher sensitivity difference data should be
mitigated in areas of high station density. Conversely, we
might expect less detail from time differences in areas of low
station density, beyond the usual effects of lower ray path
coverage. Clearly, further investigation of effects on image
resolution of the sensitivity cutoff, or weighting based on
sensitivity, would be worthwhile.

3. Data

[11] To study interstation time differences we used a
preliminary version of the ABCE that has been made public
[Lee et al., 2002], covering years from 1985 to 1999. We
began by relocating the ABCE events using the IASPEI
model. We then restricted data to distances between 1.6�
and 20�, depths <50 km, horizontal, 95% confidence
location errors <100 km, and arrival-time residuals <7.5 s.
This step limited phases to Pn and far-regional mantle P
(although data from McNamara et al. [1997] show Pn

velocities to 2000 km for paths through Tibet), and yielded
nearly 1.5 million arrival-time differences. To ensure
stability, we selected event/two-station triples for which
20 km random motion produced <1.6 s scatter in the
arrival-time differences (0.2 log10 s, for comparison with
Figure 1), and retained only that event yielding the median
arrival-time difference in each half-degree grid cell for each
station pair, requiring a minimum of 5 events per cell. This
provided 20,415 high-quality arrival-time differences from
133 stations and 2819 events for use in the tomography. The
latter step in the selection procedure reduced the number
of arrival-time differences to <2% of the earlier total,
improving the data quality dramatically, and helping to
avoid redundancy in the differenced data.

4. Results

[12] We performed the inversion by first requiring a
smooth model (l = 2000), trimming data with residuals
>3 s, and re-inverting with a reduced constraint (l = 1000).
This procedure eliminated a small number of outliers, most
of which originated in weakly populated grid cells. The
trimmed data inversions produced initial and final misfits
(RMS) of 1.92 and 0.96 s, respectively, corresponding to a
variance reduction of 75% (we assume data redundancy and
the number of effective model parameters have little effect,
thus RMS misfit can be used to obtain a reasonable estimate
of residual variance).
[13] Lateral velocity variations and site terms are shown

in Figures 2 and 3, respectively. Velocities reflect properties
of the uppermost mantle and range from 7.7 to 8.3 km/s.
Velocity is high across western China, particularly beneath
the Sichuan, Tarim, Junggar, and Qaidam basins, all areas of
competent media associated with relatively undeformed,
accreted micro-continents. Velocity is low across eastern
and southeast China and Indochina, suggesting higher
mantle temperatures. We also see low velocities in Mongo-
lia, north-central and eastern Tibet, the Qilian Shan and the

Figure 1. Sensitivity (log10 s) of arrival-time differences to
changes in source location, calculated for stations HUY and
LZH using the IASPEI earth model. At each grid point,
sources were set at a depth of 20 km and perturbed in three
dimensions using 200 realizations of 20 km Gaussian
random noise. Perturbations above the surface were set to
zero depth. Standard deviations of the time differences are
plotted on a logarithmic scale. Rings at 1700 and 2300 km
correspond to triplications produced by gradient changes in
the uppermost mantle.
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western Tian Shan. Site delays vary from �2 to 2 s and
reflect variations in crustal thickness and velocity. Delays
are consistently low (early) across east and southeast China,
and increase towards the Tibetan plateau and the Tian Shan.
We also see some large delays for stations around the Bohai
Sea that are not likely due to crustal thickness variations.
Site delays for the same stations were found to be large for a
‘‘lower lid’’ (path lengths 9� to 15�) inversion by Hearn et
al. [2004], who note that upper mantle effects may be
present in those results.

5. Discussion

[14] Our velocity image follows regional geology, and is
qualitatively consistent with results from previous time-term
Pn tomography studies [McNamara et al., 1997; Hearn et
al., 2004; Liang et al., 2004] and a three-dimensional model
constructed from a composite of layered model inversions
[Sun et al., 2004]. These studies obtained similar mantle
velocity ranges for this region, and the patterns outlined
above match reasonably well, with some exceptions that
may be related to differences in path coverage. Interestingly,
the time-difference image shows velocities that are more
stable across geological provinces, such as the Tarim and
other basins. This may be due to effective culling of poor
data using the gridded median described above, to the
longer path-length limits and the possible influence of
slightly deeper structure, to the use of first- rather than
second-difference regularization, to the smoothing effect of
the higher sensitivity time differences, or to the reduction of
effects of event mislocation.
[15] McNamara et al. [1997], Hearn et al. [2004], Liang

et al. [2004], and Sun et al. [2004] report RMS misfits (s)

of 0.55, 1.3, 1.33 and 0.65 s, respectively. The misfit
variations result from different quality control procedures
in these studies. These misfit levels compare to that reported
here (0.96 s) if we account for the increased error expected
for a time difference ((2s2)1/2 = 0.78, 1.8, 1.88 and 0.92 s,
respectively).
[16] The development of tomography models is one of

many uses of interstation regional phase time differences.
Stable time differences can also be used to evaluate inde-
pendently constructed models (see references listed in the
Introduction). Currently, only the best constrained events
are used for such work. The use of time differences will
greatly expand the number of events and the ensuing model
coverage, however, assuming the models will not include
near surface detail, will require relative site terms to be
determined or introduced from independent studies.
[17] Time difference techniques can also be used to

evaluate arrival-time picking error. By examining low-
sensitivity arrival-time differences from northern California,
Rowe et al. [2003] showed that data error increased dramat-
ically for paths along fault zones, ascribing this to a
combination of poor propagation conditions and nodal
take-off angles. An expected stable time difference that is
anomalous relative to neighboring events indicates that one
or both arrival times are poorly determined. A simple
inversion that compares all stable pairs will assign error
estimates to individual arrival times. These error estimates
can be used to cull data sets, and may even be useful for data
weighting or correction; however, the latter idea will require
detailed investigation before confidence can be assured.
[18] Pavlis and Booker [1980] and Spencer and Gubbins

[1980] discuss techniques that decouple location and veloc-
ity model portions of a joint inversion, thus desensitizing
velocity results to some level of mislocation, as does the
method described here. These parameter separation tech-
niques may be applied to the Pn time-term problem by
solving for epicentral location and a source term that
combines origin time and depth, which cannot be resolved
independently, and performing the decoupling as the method
directs, using the null space of the resulting three-column

Figure 2. Velocity (km/s) of the mantle lid from the
tomographic inversion of arrival-time residual differences.
Velocity has been corrected for earth curvature based on a
crustal thickness of 40 km. Triangles denote stations that
provided data. The colored region is limited to standard
errors <0.00035 s/km and outlines the extent of the ray
coverage for this data set. Regional features are labeled as
follows: A) Tibet, B) Tian Shan, C) Qilian Shan, D) Bohai
Sea, E) Sichuan Basin, F) Tarim Basin, G) Junggar Basin,
H) Qaidam Basin, and I) Ordos Basin.

Figure 3. Relative site delay (s) from the tomographic
inversion of arrival-time residual differences.
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location matrix. This is an attractive alternative to the
tomography portion of the method described here. Irrespec-
tive of the tomography method used, we believe that the data
quality control provided by the time difference analysis will
remain critical to this type of study.

6. Conclusions

[19] We have discussed the identification of interstation
arrival-time differences that are stable with respect to event
mislocation, their use in data quality control, and the
development of a tomographic technique used to obtain
laterally varying velocity and site terms for China and
surrounding regions. Results follow regional geology and
crustal thickness and show qualitative agreement with the
results of some previous Pn inversion studies in the region
that were based on single path inversion methods. The
velocities we obtain are smoother within individual geolog-
ical provinces, while matching the range of variation of
previous studies, likely a consequence of the quality control
afforded by the time differences, but perhaps also from the
longer paths, decreased effects of mislocation, smoothing
effects of high sensitivity differences, or style of regulari-
zation. Testing the model’s ability to improve location
accuracy with sparse sub-networks is the next step in
verifying this method.
[20] Interstation time difference techniques can also be

used to evaluate travel-time models, normally performed
using a small number of rare, high quality GT events, thus
allowing much greater coverage and validation of a model.
Time differences can also be used to estimate arrival-time
errors through consistency between neighboring events,
which will further contribute to quality control efforts.
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