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Question: Let x=700mb, y=T2m . Which MOS is better?
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Better if NWP model looses skill slower than atmosphere.
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Better if NWP model looses skill faster than atmosphere.

So, 2 new possibilities:
1) Let t be variable, and find optimal value.
2) Separate model and atmosphere losses.
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Variable Definition Example
xo(t) Observed predictor Observed 700mb height
xm(t) Model predictor Model forecast of 700 mb height
xr(τ ) Reanalysis predictor Reanalysis value of 700 mb height
yo(T ) Observed predictand Observed 2m temperature

yf(t, T ) Forecast predictand Forecast 2m temperature
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PP: yo(T ) = f [xo(t)] + error, yf(t, T ) = f [xm(t)] .

MOS: yo(T ) = f [xm(t)] + error, yf(t, T ) = f [xm(t)] .

RAN: xr(τ ) = f [xm(t)] + error,

yo(T ) = g[xr(τ )] + error, yf(t, τ, T ) = g [f [xm(t)]] .



Question: Which is better?

Linearf (x) = α x + β

Minimize MSE → OLS estimates

Evaluate MSE = Var + Bias2 and Uncertainty

Calculation ... ρ ∼ generalized correlation coefficient.

VP = σ2[yo(T )] + ρ2
P (tP , T )− 2 ρP (tP , T ) ρM(tP , T )

VM = σ2[yo(T )]− ρ2
M(tM , T )

VR = σ2[yo(T )] + ρ2
R(tR, τR)− 2 ρR(tR, τR, T ) ρM(tR, T )

BP = αP (tP , T )
[
xo(tP )− xm(tP )

]
BM = 0

BR = 0

VP (tP )− VM(tM) = [ρP (tP )− ρM(tP )]2 + [ρ2
M(tM)− ρ2

M(tP )]

VR(tR, τR)− VM(tM) = [ρR(τR, tR)− ρM(tR)]2 + [ρ2
M(tM)− ρ2

M(tR)]

VR(tR, τR)− VP (tP ) = [ρR(τR, tR)− ρM(tR)]2

− [ρP (tP )− ρM(tP )]2 + [ρ2
M(tP )− ρ2

M(tR)]

MOS outperforms PP and RAN, in terms of Bias and Variance.
Gauss-Markov Theorem.



Forecast uncertainty depends on sample size, N .

σ2
P [yf ] =

σ2[yo]

NP
{1 + (

xm − xo

σ[xo]
)2}

σ2
M [yf ] =

σ2[yo]

NM
{1 + (

xm − xm

σ[xm]
)2}

σ2
R[yf ] = σ2[yo] {

1

NR
+ (

xm − xm

σ[xm]
)2 (

r2[xm, xr]

NM
+

r2[xr, yo]

NR
)}

NR > NM −→ RAN has lower uncertainty than MOS.

50-year reanalysis data!
RAN outperforms MOS in terms of uncertainty.



Conclusion

Among MOS, PP, and RAN:

1) Only MOS and RAN are bias-free.
2) MOS is better than RAN in terms of variance.
3) RAN is better than MOS in terms of uncertainty.

That’s all linear.

3.5) Nonlinear MOS is better than MOS.

Next question: Nonlinearly, which is better?
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