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Introduction
• Glad to be working with this community again.

25 years ago I was using sputtering data from
TRIM and Marlowe to model tokamak divertors.

• Computational materials have many of the
same issues as the general computational
science community

• The growth of computing power over the last
50 years has enabled us to address and “solve”
many important technical problems for society

• Codes contain Realistic models, good spatial
and temporal resolution, realistic geometries,
realistic physical data, etc. but we need to
more than generate pretty pictures!

G. Gisler et al-Impact of Dinosaur Killer Asteroid
L. Winter et al-Rio Grande Watershed

Stanford ASCI Alliance—Jet Engine Simulation

U. Of Illinois ASCI Alliance—Shuttle Rocket Booster Simulation
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Computer Power has increased 1013 since 1945
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Lessons Learned are
important

• 4 stages of design maturity
• Case studies of failures (and

successes) were essential for
reaching reliability and
credibility

1

2

3

4
Case studies conducted after each crash.
Lessons learned identified and adopted
by community

Tacoma Narrows Bridge buckled
and fell 4 months after construction!
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Case Studies: “Lessons Learned”
The Successful projects emphasized:
• Building on successful code development history and prototypes
• Highly competent and motivated people in a good team
• Risk identification, management and mitigation
• Software Project Management: Run the code project like a project
• Determine the Schedule and resources from the requirements
• Customer focus

– For code teams and for stakeholder support
• Better physics and computational mathematics is much more important than

better “computer science”
• The use of modern but proven Computer Science techniques,

– They don’t make the code project a Computer Science research project
• Develop the team
• Software Quality Engineering: Best Practices rather than Processes
• Validation and Verification
The unsuccessful projects didn’t emphasize these.
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Integration Sub-project: a unique architecture
to compare performance & couple tools

Self-consistent Mean FieldSelf-consistent Mean Field Driven systemsDriven systems

 Phase stability,  Chemical
mixing Point defects,

 Dislocations

Cluster DynamicsCluster Dynamics
Rate EquationsRate Equations

Precipitates, Clusters, 
Point defects Solutes 

Clusters, Impurities, Point
Defects Dislocations 

Monte Carlo  Monte Carlo  
On eventsOn events

Atomistic Diffusion Theory, Residence
 time, Point Defects, Solutes 

       Lattice Kinetic        Lattice Kinetic Monte CarloMonte Carlo

Concentrated alloy, 
GB segregation, Chemical mixing

 Point Defects, Correlation

Microstructure

Elementary Physical
Properties

Constitutive Equation and Failure
Criteria

Fracture MechanicsFracture Mechanics
Local approachLocal approach

Finite ElementsFinite ElementsMicro-Macro TechniquesMicro-Macro Techniques
MezzoscaleMezzoscale, Homogenisation, , Homogenisation, ……

Marlowe & TRIMMarlowe & TRIM
CodesCodes
Molecular Dynamics

AB AB initioinitio
ComputationComputation

Primary Damage

Ab initio  Ab initio  

Crystal cohesion,
Grain Boundary cohesion

Molecular Dynamics  Molecular Dynamics  

Interactions of  PD and clusters with 
dislocations and grain boundaries

Discrete Dislocations DynamicsDiscrete Dislocations Dynamics

Dislocation network 
Interaction between them 
and with other obstacles

Mezzo-scale Mezzo-scale 
crystalline plasticity and FEcrystalline plasticity and FE

Grain Aggregate :
Local strain and stress fileds

Local criteria or quantities

—J.L. Boutard CEA/Saclay
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Materials Simulation is entering
new territory: a “Brave New World”
• The past:

– Small collocated teams
– A limited number of effects in general
– No deadlines or milestones
– Peer review by community, etc.

• The future:
– Big teams spread across many institutions,
– Integrating many different effects,
– Large projects that will likely have
– Deadlines, milestones,
– Oversight by regulatory bodies, etc.



March 30, 2004 8

Welcome to
the world of
10 CFR 830

• Software Quality
Assurance mandated
for codes used for
nuclear safety and
nuclear facilities.
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Verification is essential.
• Verification-the code solves its model

correctly
• If it doesn’t do that, validation is a waste of

time
• How?

– Exercise care, review code, monitor code for
unusual behavior

– Check with analytic test problems
– Convergence tests
– Manufactured solutions
– Monitor conserved and predictable processes

• There isn’t much else. What do you do?
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Predictive capability is linked
to validation experiments.

• Predictions for validation experiments are essential

— Oberkampf and Trucano
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International Atomic Physics Community
(Astrophysics and fusion)
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“Virtual” International
Projects

Iron Project
Opacity Project

Many institutions
• UK: London, Belfast
• US: JILA, Harvard, NASA, NBS,….
• Japan, France, Germany, Many
others

• Long term, began in 1960’s, going
strong today

• Free sharing of codes, packages,
modules

• Low level of formality
• Common interests and benefit, strong
scientific reputation of leaders

• No real proprietary issues (not a
large lucrative market)
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Complementary role of experiments
and simulation and theory

• Example: spectroscopy
• Zillions of lines for 1000’s of

ions ( Fe+q, 0<q<26; W+q,
0<q<74)

• Experiments establish the
positions and line strengths of
a small number of lines

• Simulations generate the full
data set of lines and line
strengths (see the NBS tables,
etc.)

Astron. Astrophys. Suppl. Ser. 143, 483{489 (2000)

Atomic data from the IRON Project
XLII. Electron impact excitation of Fe xxi?

K. Butler1 and C.J. Zeippen2
1 Institut f¨ur Astronomie und Astrophysik, Scheinerstr. 1, D-81679 M¨unchen, Germany
2 UMR 8631 (associ ee au CNRS et  a l'Universit e Paris 7) et DAEC, Observatoire de Paris, F-92195 Meudon, France
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Path Forward
• Appropriate role of simulation expressed in many talks here,

Olson in particular
• Codes capture the corporate knowledge and understanding
• But code results must be sufficiently reliable that one can base

decisions on their results
• Codes are only models of nature, not nature

– Unvalidated codes are useless
• Codes complement experiments
• Experiments are expensive, time consuming, can’t easily use

experiments to map out parameter space, explore all possible
options

• Codes can fill in gaps between experimental benchmarks,
explore new parameters, confirm understanding and ability to
extrapolate from existing knowledge

• Progress proceeds in a “leap frog” fashion, experiments working
together with codes/theory, each feeding the other with results,
understanding, models and hypotheses, to develop a predictive
capability
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Codes and experiments are
both essential for progress

• In my view, validation will need dedicated experiments that can
test the ability of the codes to predict
– Validation will need to more to a more formal basis: projects with

clearly defined goals and documented achievements
– Ability to predict both single physics and integrated physics effects

will need validation
• For fission and fusion: prototypical spectra and fluxes and

material conditions (temperatures, etc.) to confirm
understanding of relevant mechanisms and provide benchmarks
to validate the codes
– Fission: reactors are essential
– Fusion: a 14 MeV neutron source is essential

• Codes can be used to optimize the experimental program and
reduce the required experimental capacity but not the
experimental capability

• The experiments will need the capability to benchmark and
validate the codes, and provide confirmation that the choices
made on the basis of code results were correct
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Do we have the right algorithms?
• Many of the algorithms don’t scale well

for present 1000 to 10,000 processor
machines.

• How are we going to make the shift to
algorithms that work well on 100,000
processors?
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Other computational communities
emphasize validation

• DOE/NNSA spending much more on validation experiments
than on modelling
– National Ignition Facility (NIF), ~$3B capital cost, ~$350M/year

operating costs
– Dual Axis Radiograph, Z, Omega, Trident,….

• Main purpose of NIF is to validate nuclear weapons design
codes

• CFD community using dedicated wind tunnels
• Many other communities using simulation for decisions

– Engineering communities do design with codes
– Each new type of application is validated, each element and the

integrated package
• All require validation!
• We also need validation.


