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ABSTRACT

One of the most difficult aspects of ocean-state estimation is the prescription of the model forecast error
covariances. The paucity of ocean observations limits our ability to estimate the covariance structures from
model–observation differences. In most practical applications, simple covariances are usually prescribed.
Rarely are cross covariances between different model variables used. Here a comparison is made between
a univariate optimal interpolation (UOI) scheme and a multivariate OI algorithm (MvOI) in the assimi-
lation of ocean temperature profiles. In the UOI case only temperature is updated using a Gaussian
covariance function. In the MvOI, salinity, zonal, and meridional velocities as well as temperature are
updated using an empirically estimated multivariate covariance matrix.

Earlier studies have shown that a univariate OI has a detrimental effect on the salinity and velocity fields
of the model. Apparently, in a sequential framework it is important to analyze temperature and salinity
together. For the MvOI an estimate of the forecast error statistics is made by Monte Carlo techniques from
an ensemble of model forecasts. An important advantage of using an ensemble of ocean states is that it
provides a natural way to estimate cross covariances between the fields of different physical variables
constituting the model-state vector, at the same time incorporating the model’s dynamical and thermody-
namical constraints as well as the effects of physical boundaries.

Only temperature observations from the Tropical Atmosphere–Ocean array have been assimilated in this
study. To investigate the efficacy of the multivariate scheme, two data assimilation experiments are vali-
dated with a large independent set of recently published subsurface observations of salinity, zonal velocity,
and temperature. For reference, a control run with no data assimilation is used to check how the data
assimilation affects systematic model errors. While the performance of the UOI and MvOI is similar with
respect to the temperature field, the salinity and velocity fields are greatly improved when the multivariate
correction is used, as is evident from the analyses of the rms differences between these fields and independent
observations. The MvOI assimilation is found to improve upon the control run in generating water masses
with properties close to the observed, while the UOI fails to maintain the temperature and salinity structure.

1. Introduction

Data assimilation provides a framework for the com-
bination of the information about the state of the ocean

contained in an incomplete data stream with our knowl-
edge of the ocean dynamics included in a model. The
problem of data assimilation may be formulated in sta-
tistical terms where, because of uncertainty in both ob-
servations and models, an estimate of the state of the
ocean at any given time is considered to be a realization
of a random variable. An estimate of the state of the
ocean is produced as a blend of estimates from obser-
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vations and model forecast based on prior knowledge
of the error statistics of each, with some measure of the
uncertainty in the estimate. The differences between
assimilation methods lie primarily in the approaches
taken to estimate the error statistics associated with the
forward (dynamical) model, the so-called background
or forecast error statistics. Since an accurate represen-
tation of the observation and forecast error statistics is
crucial to a successful data assimilation, a lot of effort
has been expended in this direction.

One simplifying assumption that is often made is that
the forecast error statistics do not change significantly
with time and thus can be approximated by a constant
probability distribution. This is the basis of the optimal
interpolation (OI) data assimilation scheme, also
known as statistical interpolation (e.g., Daley 1991,
chapters 4 and 5). An alternative to this assumption is
to allow for time evolution of the probability distribu-
tion. An example of such a data assimilation scheme is
the Kalman filter (Kalman 1960), in which the model
and data errors are assumed to be normally distributed
and the forecast error covariance matrix is evolved
prognostically. The Kalman filter can be shown to give
an optimal estimate in the case of linear dynamics and
linear observation operator. To account for nonlinear
processes a generalization of the Kalman filter, the ex-
tended Kalman filter uses instantaneous linearization
(and often a truncation) of the model equations during
the update of the error covariance matrix and the full
equations to update the model forecast (e.g., Daley
1991; Ghil and Malanotte-Rizzoli 1991). However, time
stepping the forecast error covariance matrix is compu-
tationally expensive, rendering this method impractical
when used with high-resolution general circulation
models. Under certain conditions it is possible to use an
asymptotic Kalman filter (e.g., Fukumori et al. 1993),
where a steady-state covariance matrix replaces the
time-evolving one. An ensemble Kalman filter (EnKF)
was introduced by Evensen (1994) based on a Monte
Carlo technique in which the forecast error statistics are
computed from an ensemble of model states evolving
simultaneously. The methodology of the EnKF was fur-
ther refined by adding perturbations to the observa-
tions (e.g., Burgers et al. 1998) to maintain consistent
variance in the ensemble analysis. An application of
this method with the Poseidon ocean model used in this
study has been developed by Keppenne and Rienecker
(2002, 2003). Zhang and Anderson (2003) describe an
ensemble adjustment Kalman filter (EAKF), which is
another modification of the Kalman filter based on a
Monte Carlo approach, and compare it to an ensemble
OI scheme (time-invariant forecast error, but spatial
structure is derived from a collection of state vectors) as

well as an OI with functionally prescribed covariances.
Their conclusion is that when applied to a simple at-
mospheric model an ensemble OI can produce reason-
ably good assimilation results if the covariance matrix is
chosen appropriately.

This study focuses on the importance of the multi-
variate aspect of the forecast error covariance in the
context of data assimilation using OI. Provided with a
fairly good observing network, the background error
structure can be estimated using analysis of spatial and
temporal decorrelation scales, as done in numerous me-
teorological applications (Ghil and Malanotte-Rizzoli
1991; Derber et al. 1991). However, even for atmo-
spheric data assimilation, the observing system is not
adequate to support a full calculation of the back-
ground error covariance statistics; hence model fore-
casts are often used for error estimation, as, for ex-
ample, done in the “NMC (National Meteorological
Center) method” (Derber et al. 1991).

The vastness and complexity of the domain and rela-
tive scarcity of oceanographic observations would re-
quire additional simplifying assumptions in similar cal-
culations. To avoid imposing severe restrictions on the
error covariance calculation due to limited data avail-
ability, this paper explores the efficacy of estimating the
forecast error from an ensemble of model integrations.
Several studies used a Monte Carlo approach to esti-
mate forecast error covariance structure from an en-
semble of assimilation integrations with randomly per-
turbed observations (Fisher and Andersson 2001) or
randomly perturbed background states and observa-
tions (Buehner 2005). Houtekamer et al. (1996) use an
ensemble in which the uncertain elements of the fore-
cast system are perturbed in different ways for different
ensemble members, including perturbations to obser-
vations, perturbations to the model’s parameters and
perturbations to the surface fields. A Monte Carlo tech-
nique similar to the EnKF is used here. An important
advantage of using an ensemble of ocean states is that
it provides a natural way to estimate cross covariances
between the fields of different physical variables con-
stituting the model-state vector while incorporating
model balance relations and the influence of bound-
aries. The idea of a multivariate forecast error covari-
ance matrix has been implemented in the oceano-
graphic context, for example, to relate the tide gauge
data (Cane et al. 1996) and surface velocity data (Oke
at al. 2002) to the dynamically varying quantities in the
water column below.

There are many questions that arise with this ap-
proach. For example, how large should the ensemble
be, and more generally, how should it be generated?
Other questions are related to the underlying assump-
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tion of the stationarity and the unbiased nature of error
statistics in the OI algorithm. Will a one-time estimate
of the forecast error, derived from a Monte Carlo en-
semble, be a good representation of this error at an-
other time? At any time during assimilation? Or, in
other words, what is the variability of the forecast error
covariance structure? What are the dominant time
scales? Can this information be acquired and, if so, used
to improve the assimilation scheme?

The primary interest of this study is ocean phenom-
ena taking place on seasonal-to-interannual time scales.
One example of such phenomena is the quasi-regular
occurrence of El Niño—a large-scale warming of near-
surface temperature in the eastern equatorial Pacific
Ocean accompanied by a basinwide perturbation in the
tilt of the thermocline across the equatorial ocean (e.g.,
Philander 1990). The estimate of error statistics derived
below attempts to capture errors associated with such
variability. The logical organization of the paper is as
follows. Next, the OI assimilation algorithm, model,
and data are described (section 2). Then the forecast
error covariance model, a traditional Gaussian model
of the forecast error covariance, and the empirical mul-
tivariate model of interest are detailed (section 3).
Then the multivariate error covariance model proper-
ties are explored (section 4). After the experimental
setup is described, the results of multivariate assimila-
tion are compared with univariate assimilation (section
5). The paper concludes with a discussion of the results
and further directions of research (section 6).

2. OI assimilation

a. OI framework

A detailed discussion of sequential data assimilation
algorithms can be found in earlier literature (see, e.g.,
Lorenc 1986; Daley 1991; Cohn 1997). Here, only a
brief outline is given to introduce necessary terminol-
ogy and notation.

The aim of a data assimilation algorithm is to deter-
mine the best estimate of the state vector based on the
estimates available from both model and observations.
A dynamic (prediction) model can be represented in
terms of a nonlinear operator �(x), where x is a state
vector of length nx. Let d denote a vector of observa-
tions, which has dimension nd � nx (typically for ocean
applications) and an element of d is not necessarily an
element of the state vector x. A discrete form of the
model can be written as xk � �k�1(xk�1), where xk is
the forecast state vector at time level k, and �k�1 is the
numerical approximation to the set of model equations
describing the evolution of the state forward from time

k � 1 to k. Similarly, observations available at time k
can be denoted as dk and the observation transforma-
tion operator as Hk(xk).

A sequential, unbiased assimilation scheme for the
time-varying xk is given by

xk
f � �k�1�xk�1

a �, �1�

xk
a � xk

f � Kk�dk � Hk�xk
f ��. �2�

Here superscript f stands for the forecast and a stands
for the analysis. The sequential data assimilation
schemes that have the form of Eq. (2) differ from each
other by the weight matrix Kk often called the gain
matrix.

The optimality of Kk can be defined under certain
assumptions about the error statistics. Most sequential
data assimilation algorithms are based on assumptions
that the observational and model errors are unbiased,
white in time, spatially uncorrelated with each other,
and that their spatial covariances are known (usually it
is assumed that, at least initially, the errors are Gauss-
ian). The observational error may also include any er-
ror of representation of the processes of interest, al-
though such errors will not in general satisfy the as-
sumption of a white, Gaussian sequence. Without any
loss of generality, it is also assumed that the system
noise and the observational noise are uncorrelated with
each other. Under these assumptions, for a linear
model and a linear observation transformation opera-
tor, Hk � Hk, the optimal Kk is given by

Kk � Pk
f Hk

T�HkPk
f Hk

T � Rk��1. �3�

Here Pf
k is the forecast error covariance matrix, which,

in general, is time dependent. For a high-resolution
ocean model with the number of state variables on the
order of 106, Pf

k is extremely expensive to store and
evaluate in full. Thus, numerous approaches have been
suggested to simplify the computation of Pf

k. The tra-
ditional OI method assumes that Pf

k � P is approxi-
mately constant in time. In the case of observational
errors, the matrix R is often assumed to be diagonal and
to contain only information about the level of variance
in the measurement error due to instrumental imper-
fection and unresolved small-scale signal. There are
means of allowing for simple time evolution of the fore-
cast error variance (see, e.g., Ghil and Malanotte-
Rizzoli 1991; Rienecker and Miller 1991), but they are
not considered here. A full evolution of Pf

k would be a
Kalman filter.

The effects of nonlinear dynamics and inhomogene-
ities associated with ocean boundaries are implicitly
taken into account when the empirical forecast error
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covariance matrix P is constructed from model integra-
tions as presented in the next section.

b. Model and forcing

The model used for this study is the Poseidon re-
duced-gravity, quasi-isopycnal ocean model introduced
by Schopf and Loughe (1995) and used by Keppenne
and Rienecker (2002, 2003) for testing the ensemble
Kalman filter. The model described by Schopf and
Loughe (1995) has been updated to include the effects
of salinity (e.g., Yang et al. 1999). The model was shown
to provide realistic simulations of tropical Pacific cli-
matology and variability (Borovikov et al. 2001). Ex-
plicit details about the model are provided in Schopf
and Loughe (1995). The prognostic variables are layer
thickness, temperature, salinity, and the zonal and me-
ridional current components. The generalized vertical
coordinate of the model includes a turbulent well-
mixed surface layer with entrainment parameterized
according to a Kraus–Turner (1967) bulk mixed-layer
model.

For this study, the domain is restricted to the Pacific
Ocean (45°S to 65°N) with realistic land boundaries. At
the southern boundary the model temperature and sa-
linity are relaxed to the Levitus and Boyer (1994) cli-
matology. The horizontal resolution of the model is 1°
in longitude, and in the meridional direction a stretched
grid is used, varying from 1/3° at the equator to 1°
poleward of 10°S and 10°N. The calculation of the ef-
fects of vertical diffusion, implemented at 3-h intervals
through an implicit scheme, are parameterized using a
Richardson-number-dependent vertical mixing follow-
ing Pacanowski and Philander (1981). The diffusion co-
efficients are enhanced when needed to simulate con-
vective overturning in cases of gravitationally unstable
density profiles. Horizontal diffusion is also applied
daily using an eighth-order Shapiro (1970) filter. The
net surface heat flux is estimated using the atmospheric
mixed-layer model of Seager et al. (1995) with monthly
averaged time-varying air temperature and specific hu-
midity from the National Centers for Environmental
Prediction–National Center for Atmospheric Research
(NCEP–NCAR) reanalysis (e.g., Kalnay et al. 1996),
climatological shortwave radiation from the Earth Ra-
diation Budget Experiment (ERBE) (e.g., Harrison et
al. 1993), and climatological cloudiness from the Inter-
national Satellite Cloud Climatology Project (ISCCP)
(e.g., Rossow and Schiffer 1991).

Surface wind stress forcing is obtained from the Spe-
cial Sensor Microwave Imager (SSM/I) surface wind
analysis (Atlas et al. 1991) based on the combination of
the Defense Meteorological Satellite Program (DMSP)

SSM/I data with other conventional data and the Eu-
ropean Centre for Medium-Range Weather Forecasts
(ECMWF) 10-m surface wind analysis. The surface
stress was produced from this analysis using the drag
coefficient of Large and Pond (1981). Monthly aver-
aged wind stress forcing was applied to the model. The
precipitation is given by monthly averaged analyses of
Xie and Arkin (1997).

Model mean (1988–97) temperature, salinity, and
zonal velocity sections along the equator compare very
well with estimates made from observations (Johnson
et al. 2002) taken during an overlapping period (Fig. 1).

c. Data

The Tropical Atmosphere–Ocean (TAO)/Triton ar-
ray (Fig. 2), consisting of more than 70 moored buoys
spanning the equatorial Pacific (http://www.pmel.noaa.
gov/tao; McPhaden et al. 1998), measures oceano-
graphic and surface meteorological variables: air tem-
perature, relative humidity, surface winds, sea surface
temperatures, and subsurface temperatures down to a
depth of 500 m. By 1994 these measurements became
available daily approximately uniformly spaced at 2°–3°
latitude and 10°–15° longitude across the equatorial Pa-
cific Ocean.

The temperature observations from the TAO/Triton
array were the only data type used in these assimilation
experiments since the focus is on well-known deleteri-
ous effects of temperature assimilation in the equatorial
waveguide, as discussed, for example, in Troccoli et al.
(2002, 2003). [In the global assimilation conducted by
the National Aeronautics and Space Administration
(NASA) Seasonal-to-Interannual Prediction Project to
initialize seasonal forecasts, the global XBT database is
included.] The standard deviation of the observational
error, denoted �	
�, is set to 0.5°C and the errors are
assumed to be uncorrelated in space and time. This
value is high compared to the instrumental error of
0.1°C (Freitag et al. 1994) since it also has to reflect the
representativeness error; that is, the data contain a mix-
ture of signals of various scales including frequencies
much higher than the target scales of assimilation. By
tuning �TAO we effectively control the ratio of the data
error variance to the forecast error variance.

3. Forecast error covariance modeling

In error covariance structure modeling, one is striv-
ing for an accurate representation of the error statistics
as well as for simple and efficient implementation for
computational viability. With little knowledge of the
true nature of the forecast error covariances, one often
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FIG. 1. Equatorial cross section of the Poseidon model means (1988–97) of (right) temperature, salinity, and zonal
velocity and (left) corresponding data-based estimates from Johnson et al. (2002).
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has to make assumptions and settle for simple methods
that usually have the advantage of being easy to imple-
ment. This section describes two different models for
the forecast error covariance structure, a simpler and
less computationally intense and a more elaborate and
more accurate model. For both, an OI framework is
used wherein the forecast error covariance matrix, P f, is
assumed to be time invariant.

a. Univariate functional model

A commonly used analytical error covariance func-
tion (e.g., Carton and Hackert 1990; Ji et al. 1995) has
been employed here in the tropical Pacific Ocean re-
gion: the spatial structure of the model temperature (T)
forecast error is assumed to be Gaussian in all three
dimensions with scales 15°, 4°, and 50 m in zonal, me-
ridional, and vertical directions, respectively. The val-
ues used in this study were estimated from the en-
semble of model integrations described in the next sub-
section. Those spatial scales are also (marginally)
resolved by the equatorial moorings, which are nomi-
nally separated by 10° to 15° in the zonal direction and
by 2° to 3° in the meridional direction. Horizontal
scales are comparable to scales used in similar [three-
dimensional variational data assimilation (3DVAR)]
assimilation schemes (e.g., Ji et al. 1995; Rosati et al.
1996). There are several advantages to this error co-
variance model. For the Gaussian form of the covari-
ance function, the minimum variance estimate for the
least squares minimizing functional is the maximum
likelihood estimate, and the analysis error covariance
function is also Gaussian. It is relatively easy to imple-
ment and adapt to parallel computing architecture. The
study by Rosati et al. (1997) also shows that use of such
empirical covariance scales, though simplified, is nev-
ertheless effective for improving seasonal forecasts.

In the univariate implementation the temperature
observations have been processed and the correction
was made only to the model temperature field during

each assimilation cycle, while other variables adjusted
according to the model’s dynamic response to the tem-
perature correction.

b. Monte Carlo method for estimating the
multivariate forecast error covariance

A more realistic covariance structure that is consis-
tent with model dynamics and the presence of ocean
boundaries was sought through an application of the
Monte Carlo method. The variability across an en-
semble of ocean-state estimates was used for a one-time
estimate of the forecast error statistics. This approach is
similar in spirit to the ensemble Kalman filter except
that the error covariance does not evolve with time and
does not feel the impact of prior data assimilation, al-
though it could.

The design of this forecast error covariance model
was influenced by the need to assimilate TAO mooring
observations for seasonal forecasts. While the Poseidon
model has a layered configuration, the TAO observa-
tions are taken at approximately constant depth levels.
In the implementation for this study, the covariances
are calculated on predefined depth levels. At each as-
similation cycle the model fields are interpolated to
these depths, the assimilation increments are computed
on these prespecified levels, and are then interpolated
back to the temperature grid points at the center of the
model layers. The discussion below deals with the
three-dimensional forecast error covariance matrix
whose horizontal structure coincides with the model
grid, and in the vertical is arranged at depths coincident
with the nominal TAO instrument depths.

Consider the nondimensionalized model-state vector

x ��
T��T

S��S

U��U

V��V

ssh��ssh

� . �4�

Here T, S, U, V, and ssh are model variables: tempera-
ture, salinity, zonal, and meridional velocities and dy-
namic height, respectively, and � [	, S, U, V, ssh] are non-
dimensionalizing factors. For the latter we took the
global standard deviation within each of the model
fields at a depth of 100 m (the depth of highest vari-
ability, around the thermocline): �	 � 0.65°C, �S �
0.08, �U � 0.09 m s�1, �V � 0.08 m s�1, and �ssh � 0.08
m. Note that �	, which represents the internal variabil-
ity of the model is comparable to the assumed �TAO �
the observational error standard deviation, so that the

FIG. 2. Map of the TAO array, consisting of approximately 70
moored ocean buoys in the tropical Pacific Ocean.
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model forecast and data are given comparable weights
in assimilation. The multivariate covariance matrix is

P ��
PT,T PT, S PT,U PT,V PT, ssh

PT, S PS, S PS,U PS,V PS, ssh

PU,T PU, S PU,U PU,V PU, ssh

PV,T PV, S PV,U PV,V PV, ssh

P ssh,T P ssh,S P ssh,U P ssh,V P ssh, ssh

� .

�5�

If the matrix Am�nx contains the m-member ensemble
of (anomalous) ocean states as columns, then P can be
computed as

Pnx�nx �
AAT

m � 1
, with rank �P� � minm, nx�. �6�

The size of P is of the order of nx � 106 (the dimension
of the state vector), while its rank is smaller than the
size of the ensemble, m (on the order of 102 in the case
of this study). Since the rank of the error covariance
matrix P estimated using this method is so small, it can
be conveniently represented using a basis of empirical
orthogonal functions (EOFs), E. EOFs have been
widely employed in oceanographic contexts (e.g., Cane
et al. 1996; Kaplan et al. 1997), and the relevant theo-
retical background can be found, for example, in Pre-
isendorfer (1988). The necessary linear algebra con-
cepts may be reviewed by using Golub and Van Loan
(1996).

To compute the EOF representation of P, observe
that AAT has the same eigenvalues as ATA, which is
only m � m, and the eigenvectors of AAT are related to
those of ATA as

E � AU����1�2, �7�

where Enx�m contains the eigenvectors of AAT, Um�m

contains the eigenvectors of ATA, and �m�m � diag(�2
1,

. . . , �2
m) has the eigenvalues of ATA. Then, since U is

orthogonal (Golub and Van Loan 1996, p. 393),

P �
AAT

m � 1
�

E�ET

m � 1
� LLT, with L � E�1�2�m � 1��1�2.

�8�

The columns of E are orthonormal and the eigenvalues,
�2

i , i � 1, . . . , m, are the variances. Equation (3) can
thus be rewritten as

K � LLTHT�HLLTHT � R��1. �9�

1) ENSEMBLE GENERATION

As the first test of this methodology, the ensemble of
states was generated by forcing the ocean model with
an ensemble of air–sea fluxes:

Fn � F � �Fn. �10�

Here F is the forcing used for the control run, and �Fn

are interannual anomalies—in phase with respect to the
annual cycle and interannual SST anomalies but with
different internal atmospheric chaotic variations. Sur-
face forcing is used for the ensemble generation be-
cause this is probably the dominant source of error in
the upper ocean in the equatorial Pacific. Our approach
is similar to Cane et al. (1996) in the sense that all the
ensemble variability is a result of the perturbations to
the atmospheric forcing, although the implementation
details differ. Although errors in the synoptic forcing
will be large, the focus here is on the longer time scales
of interest for seasonal prediction. The fluxes were ob-
tained from a series of integrations of the Aries atmo-
spheric model (e.g., Suarez and Takacs 1995) forced by
the same interannually varying sea surface tempera-
tures (SSTs) and differing only in slight perturbations
to the initial atmospheric state. The interannual anoma-
lies in surface stress and heat flux components were
added to the seasonal forcing estimated from the
sources described in section 2b. This approach attrib-
utes all of the ocean model forecast error to uncertain-
ties in the surface flux anomalies, since differences be-
tween the ensemble members were due to atmospheric
internal variability. No perturbations were added to the
SSTs used for the atmospheric integrations and so the
long-term mean of the heat fluxes are strongly con-
strained.

In all, 32 runs were conducted, each 15 yr long, cor-
responding to the 1979–93 period of the SST data used
to force the atmospheric model. Five-day averages
(pentads) of the model fields were archived. These
were subsequently interpolated to the 11 depth levels,
coincident with the depths of the TAO observations.
All the covariance estimates have been made using
these fields. Selecting at random a pentad from a 15-yr
period, a computation of the EOFs of the matrix P was
carried out using the ensemble of 32 ocean-state real-
izations. The first EOF explained only about 3% of the
total error variance, and this result was similar for many
one-time estimates of P attempted at other randomly
selected dates. All eigenvalues of AAT appear to be so
close to each other as to be virtually indistinguishable.
Apparently, this ensemble was not sufficient to reliably
define the subspace containing the leading directions of
the forecast error variability. A possible reason for this
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result is the small size of the ensemble, not adequate to
resolve the dominant modes of variability of such a
complex system. Thus, the question arose of how to
enlarge the ensemble given the accumulated model out-
put. A natural solution would be to include fields from
the same model run, but selected in such a way as to
prevent contamination of the internal model error vari-
ability by the temporal variability, such as lag correla-
tion or interannual variations.

Thus, a matrix of ensemble members, A, was formed
by selecting at random 5 yr from the 15-yr period, then
choosing a pentad from each year corresponding to the
same date, say, the first of January. Such a choice en-
sured that the states were sufficiently separated in time
to be considered independent. This allowed for the col-
lection of an ensemble of 160 members. This limit was
set by practical considerations. The mean was removed
separately for each of the 5 yr to remove the influence
of interannual variability. The EOFs of the matrix P
were then computed. The properties of the error co-
variance matrix constructed in such a way are discussed
below.

2) COMPACT SUPPORT

A persistent problem associated with empirical fore-
cast error covariance estimation is the appearance of
unphysical large lag correlations that are an artifact of
the limited ensemble size (e.g., Houtekamer and Mitch-
ell 1998, their Fig. 6). We use an ensemble size of 160,
yet the potential number of degrees of freedom is
O(106). To alleviate this problem, the multivariate
anisotropic inhomogeneous matrix was modified by a
matrix specified by a covariance function that vanishes
at large distances; that is, a Hadamard product of the
two matrices was employed, as discussed by Houteka-
mer and Mitchell (2001). Keppenne and Rienecker
(2002) implemented the compact support for the en-
semble Kalman filter developed by the NASA Sea-
sonal-to-Interannual Prediction Project (NSIPP) for
parallel computing architectures, and that implementa-
tion is used in the present study. The functional form
follows the work by Gaspari and Cohn (1999) who pro-
vided a methodology for constructing compactly sup-
ported multidimensional covariance functions. The
characteristic scales of this function were selected in
such a way that most of the local features of the em-
pirically estimated error covariance structure are pre-
served, but at large spatial lags the covariance vanishes:
30°, 8°, and 100 m in the zonal, meridional, and vertical
directions, respectively.

To visualize the covariance structure, an artificial ex-
ample is considered with a single observation different

from a background field by one nondimensional unit.
The resulting correction reflects the forecast error cor-
relation structure—it corresponds to a section of a
single row of the P matrix. This is also termed the mar-
ginal gain since it measures the impacts of processing a
single perfect measurement without reference to other
data that might be assimilated. The correlation between
temperature observations at several locations across
the equatorial Pacific Ocean (156°E, 180°, 155°W, and
125°W) at depths roughly corresponding to the position
of the thermocline, estimated by the 20°C isotherm
depth, and the temperature elsewhere in the Pacific
reveals that with compact support the long-range cor-
relation is eliminated, but the local structure is intact
(Fig. 3).

3) MULTIVARIATE ERROR COVARIANCE PATTERNS

The following discussion of the multivariate error co-
variance model will focus on the thermocline region in
the equatorial Pacific Ocean. The shapes of the corre-
lation structure associated with a single point differ be-
tween the eastern and western regions (Fig. 3, top four
panels). The zonal scale tends to be shorter in the west-
ern and central and longer in the eastern part of the
basin. Meridional decay scales are similar along the
equator, but the vertical correlation (Fig. 3, middle four
panels) varies: shorter and symmetrical in the western
part, slightly skewed in the central part, and symmetri-
cal but more elongated in the eastern part of the equa-
torial Pacific basin. Zonal sections (Fig. 3, bottom four
panels) illustrate the anisotropy associated with the tilt
of the thermocline. This example alone demonstrates
that even the error covariance structure of the tempera-
ture itself is so complex that a homogeneous error cor-
relation structure is not quite applicable.

Although to date there have been very few salinity
observations, this is changing with the Argo program
(http://argo.jcommops.org; Wilson 2000). Hence, it is of
interest to explore corrections associated with salinity
observations (Fig. 4). The decorrelation scales in the
western basin are noticeably longer than in the middle
and eastern basin, 8°–10° in the zonal and 4°–6° in the
meridional direction in the west and 2°–4° in the zonal
and 1°–2° in the meridional direction in the east. The
scales are notably shorter than those for temperature
(Fig. 3) except for the meridional scales in the west.

In a similar fashion one can analyze the temperature–
salinity, temperature–velocity, and other cross-variable
relationships, that is, the effect of a single unit obser-
vation on various fields/components of the ocean-state
vector. Corrections in S and U fields associated with a
T observation and corrections in T and U associated
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FIG. 3. Examples of correlation structure derived from a 160-member ensemble. The compact support is applied as described in the
text. Contour interval is 0.1. Crosses mark the position of the simulated observation.
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FIG. 4. Same as in Fig. 3 but for salinity.
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with an S observation are displayed for a single loca-
tion, 155°W at the equator (Fig. 5).

Examples of the temperature–salinity covariance
(Fig. 5) reveal and reflect the complex and irregular
nature of the temperature–salinity relationship. The
change in salinity associated with a temperature incre-
ment is not necessarily density-compensating. Equato-
rial temperature and salinity south of the equator in the
western region are anticorrelated, while temperature at
the equator and salinity immediately to the north are
correlated at 150 m in the western and central Pacific.
The scales of influence are short compared with the
temperature–temperature relationship. The anticorre-
lation is consistent with the mean thermohaline (T–S)
structure, with freshwater overlying a saline core. In the
east, the correlation between T and S is primarily ver-
tical; horizontal scales are very short, on the order of
2°–4°. The positive correlations on the equator, as seen
on the meridional sections of the central basin, are
higher toward the Northern Hemisphere. The negative
correlations to the south are consistent with higher tem-
peratures straddling the cold tongue with more saline
water south of the equator and fresher water north.
Thus the covariances are consistent with vertical and
meridional variations.

The relationship between temperature and velocity
in the western Pacific reflects temperature changes as-
sociated with upstream advection/convergence effects.
At 156°E and at the date line (not shown), the higher
temperatures are associated with a weaker equatorial
undercurrent in a broad region to the west. At 155°W,
the effects are more local and wavelike with increased
temperature associated with a stronger equatorial un-
dercurrent. At 125°W (not shown) the scales are
shorter and also wavelike, with changes in temperature
apparently associated with instability waves.

It is possible to infer from the multivariate analysis
the effect a single salinity observation would have on
temperature and zonal velocity fields at various loca-
tions across the equatorial Pacific Ocean. The large
positive correlation between salinity and temperature
fields in the central and to a lesser degree in the eastern
Pacific indicates that the correction of the salinity field
may have a significant impact on the temperature. The
S–U relationship is weak in the western part of the
basin and the correlation patterns are wavelike in the
east, strongly pronounced in the north–south direction.

4. Robustness of the model error covariance
estimate

In this section, the sensitivity of the covariance struc-
ture to the choice made in populating the ensemble—

that is, to seasonal or interannual variations in the at-
mospheric forcing—is explored to evaluate the robust-
ness of the covariance estimates. The robustness is
tested by randomly sampling the full suite of integra-
tions. Five years out of 15 (the length of the run) were
picked at random, then the same date (e.g., 1–5 January
pentad) was taken for each year. As before, the mean
across the ensemble was removed for each year. The
procedure was repeated 10 times, allowing us to obtain
10 realizations of the covariance matrix P. The pentads
were chosen so that realizations from the same season
and from different seasons could be compared. From
visual assessment of figures similar to Figs. 3–5, the
correlation structures represented by the different esti-
mates of P were very similar.

One comparison of the robustness of covariance es-
timates is pointwise covariance sections (Fig. 6) at the
same locations as simulated temperature observations
as in Figs. 3 and 4. The tight distribution of the decor-
relation curves from the 10 different P realizations (thin
lines) indicates good reproducibility of the covariance
structure. No significant interannual variability is ap-
parent within this collection of P matrices. The over-
plotted Gaussian curves show that the decorrelation
scales vary at the four locations across the equatorial
basin and can hardly be fitted by a single parameter
(scale estimate) in a functional covariance model. In
the univariate optimal interpolation (UOI) covariance
model used for comparison below, the temperature
decorrelation scales chosen are consistent with the
scales of the empirical error covariance model in the
western and central equatorial Pacific.

The difference among the Monte Carlo estimates of
P can also be quantified in terms of the dominant error
subspaces spanned by each of the ensemble sets. These
subspaces are best described by the orthonormal bases
of EOFs. The use of EOFs allows a spatial filtering of
the covariance structures by inclusion of only those
EOFs that are non-noise-like, thus defining the domi-
nant error subspace. This procedure also eliminates
problems associated with different levels of variance
even though the spatial structures (covariances) are
similar.

Consider the projection of an ensemble of ocean-
state anomalies onto a given set of EOFs. An anoma-
lous ocean-state vector a can be expressed in terms of
the EOF basis {�} as

a � �
i

ai�i � ��. �11�

The set of EOFs {�} spans the subspace S� �f the fore-
cast error space S, and �� is the residual lying in the
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FIG. 5. Examples of correlation structure derived from a 160-member ensemble. The compact support is applied as described in the
text. Various combinations of observed and updated variables are presented. Contour interval is 0.1. Crosses mark the position of the
simulated observation.
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FIG. 6. One-dimensional decorrelation curves (zonal, meridional, and vertical directions) corresponding to the simulated observation
at the specified locations. Each thin solid line is produced by a different realization of the error covariance matrix. Dashed gray lines
show the Gaussian functional error covariance model used in UOI.
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complement of S�, that is, subspace Sc
�, not spanned by

{�}; Sc
� may or may not contain significant forecast error

covariability information. To assess the information
content not included in S� we examine covariability
through the EOFs of ��. If the EOFs of �� are noise-
like, this would indicate that the EOFs {�} captured the
significant information regarding the forecast error co-
variance contained in a. This calculation was repeated
for several instances of {�} and S � {a} to assess the
invariability of S�.

The spectra of various ensembles of �� ⊂ S c
� � S \S�

are shown in Fig. 7, where {�} are calculated from Janu-
ary pentads and {a} are pentads from July. In every
case, the eigenvalues of {�} and {�} are normalized by
the variance of the corresponding ensemble {a}. The
eigencurves of {�} are almost flat, characteristics of
white noise, and are one order of magnitude less than
the dominant eigenvalues of �. Thus the error subspace
generated from this Monte Carlo simulation appears to
be robust.

5. Assimilation experiments

The effectiveness of the empirical multivariate fore-
cast error covariance estimate is assessed by assimilat-
ing the temperature observations from the TAO moor-
ings. The evaluation uses a set of independent (i.e., not
assimilated) temperature, salinity, and zonal velocity
observations from the TAO servicing cruises. The tem-
perature and salinity data are based on conductivity–
temperature–depth (CTD) profiles and the velocity
data from the acoustic Doppler current profiler
(ADCP). The comparison uses a gridded analysis of
these data, as described by Johnson et al. (2000).

The assimilation experimental setup is as follows.
The model was spun up for 10 yr with climatological
forcing and then integrated with time-dependent forc-
ing for 1988–98 in all the experiments. The assimilation
began in July 1996. The initial conditions and the forc-
ing were identical in all assimilation experiments. In
addition to the data assimilation runs, a forced model
integration without assimilation (referred to as the con-
trol) serves as a baseline for assessing the assimilation
performance. The assimilation run with a simple uni-
variate covariance model is denoted UOI. The run with
the empirical multivariate forecast error covariance
model is termed MvOI.

In every assimilation experiment, the daily averaged
subsurface temperature data from the TAO moorings
were assimilated once a day. To alleviate the effects of
the large shock on the model resulting from the inter-
mittent assimilation of imperfectly balanced incre-

ments, the incremental update technique was used
(Bloom et al. 1996). In this implementation, the assimi-
lation increment is added gradually to the forecast
fields at each time step.

The simulation (i.e., the control, with no assimila-
tion) and two assimilation tests are cross validated
against the independent temperature, salinity, and
zonal velocity sections from Johnson et al. (2002). All
of the available observed profiles are used and the sta-
tistics are separated corresponding to four regions:
Niño-4 (160°E–150°W) and Niño-3 (150°–90°W), fur-
ther divided into two halves, north and south of the
equator (5°S–0° and 0°–5°N). To put the amplitude of
the root-mean-square difference (rmsd) in perspective,
the mean monthly standard deviation (std) of the
model is plotted as well. It is calculated using daily
values at the same predefined depth levels on which the

FIG. 7. Eigenvalues for several realizations of the matrix P
(marked �) and the eigenvalues for ensembles of �’s—the residu-
als of the projections of an arbitrary collection of anomalous
ocean states onto a basis of EOFs.
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analyses are performed. The standard deviation repre-
sents the level of the internal variability in the model
for the submonthly temporal scales, which could in part
be responsible for the errors in the monthly averaged
profiles assessed against single synoptic ship observa-
tions. In general, the rmsd of the control quantities and
the data is about twice as large as the model standard
deviation. The MvOI experiment shows comparable
skill in temperature as the UOI with the greatest re-
duction in rmsd in the thermocline in the Niño-3 region
south of the equator (Figs. 8 and 9). Below 400 m nei-
ther of the assimilation schemes shows smaller rmsd
than the control run due to the fact that data for as-
similation are only available above 500 m and at this
level the observations are sparse, but the MvOI error is
smaller north of the equator in both Niño-3 and Niño-4
regions. The transition between the upper part of the
water column, where the temperature profile is cor-
rected by the assimilation, to the abyss, where the data
are absent, may cause disruptions in the internal dy-
namic balances. While the model is attempting to rein-
state them using available mixing tools, it is not able to
fully preserve the temperature structure below the tran-
sition region, which is reflected in the larger rmsd (top
panels in Figs. 8 and 9). Apparently we should have
included broader, deeper covariances to take care of
this situation. [The problem has been corrected in the
global implementation.] The MvOI is able, however, to
preserve the salinity structure very well in every region
except south of the equator in the Niño-3 region. The
MvOI current structure is also improved compared
with the UOI everywhere, especially south of the equa-
tor.

The UOI assimilation improves upon the control
case in the representation of temperature, yet the in-
vestigation of other model fields, such as salinity, re-
veals potential problems in a long-term integration. To
illustrate this, consider time series of the equatorial sa-
linity, averaged between 2°S and 2°N at the ther-
mocline depth compared to the observed salinity (Fig.
10). In the UOI experiment, within 3–4 months the
salinity structure deteriorates significantly. Poor perfor-
mance of UOI is due to the fact that correcting the
temperature field alone introduces artificial and poten-
tially unstable water mass anomalies whose propaga-
tion and eventual strengthening destroys model dy-
namical balances. A method to alleviate this problem,
proposed by Troccoli and Haines (1999) relies on the
model-derived water mass properties to correct the
model salinity commensurate with the temperature cor-
rections made by assimilating temperature observa-
tions. The salinity increments are calculated according

to the temperature analysis by preserving the model’s
local T–S relationship. While the proposed method
shows improvement in temperature and salinity analy-
ses when tested with the Poseidon ocean model (Troc-
coli et al. 2003), it has the limitation that the scheme is
designed solely for temperature observations and relies
on the model maintaining a consistently good T–S re-
lationship.

To test how well the assimilation schemes preserve
the water mass properties, we consider, in a manner
similar to Troccoli et al. (2003), the T–S relationships in
the same subregions as used above. T–S pairs at each
observation are compared with model values interpo-
lated to the same locations using a T–S grid of granu-
larity 0.25°C by 0.1 (Figs. 11 and 12). At least five T–S
pairs must be found for a colored circle to be plotted to
make sure that the features in the figures are robust.
For a black dot to appear all of these values must be
from a model simulation, for a cyan dot to be plotted all
five must be observations, and for a red dot to appear
there must be a total of at least five of either kind.

North and south of the equator in both Niño-3 and
Niño-4 regions the model without assimilation (top
panels) shows good representation of T–S except in the
area of warmest water (cyan circles near the top of the
plot) and somewhat in the representation of the dense
cool saline water (few cyan circles below the main body
of red color). The first deficiency is successfully cor-
rected by the MvOI and to a lesser degree by the UOI.
Some observed surface warm saline waters in the
Niño-3 region north of the equator are not included in
any of the model analyses, probably due to errors in
surface forcing that the assimilation is not able to rec-
tify. The problem of the lack of dense saline water in
the model is slightly overcorrected by MvOI: all cyan
circles change to red and some black circles appear in
the Niño-3 region north and south of the equator and in
the Niño-4 region south of the equator. The UOI
scheme shows gross overproduction of this type of wa-
ter south of the equator and to a lesser degree in the
north, and it misses the more saline side of the distri-
bution from anomalous density �� of 22 to 26 kg m�3,
north of the equator as well as in the south. Thus, sig-
nificant problems are apparent in the UOI scheme,
while MvOI is able to improve upon the control over
almost the entire range of the T–S diagram.

Meridional cross sections of the temperature, salin-
ity, and zonal velocity (Figs. 13–15) are compared to a
selection of sections prepared and presented in Johnson
et al. (2000). The sections are chosen so that approxi-
mately simultaneous sections across the Pacific basin
can be shown after a long period of integration (about
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FIG. 8. Rmsd between the three model runs (UOI, MvOI, and control) and the observations as a function of depth (m) for the 35
transects. Statistics are grouped by Niño-4 (160°E–150°W) and Niño-3 (150°–90°W) regions, and each area is further divided into two
halves, north and south of the equator (0°–5°N shown here). (a), (b) Temperature rmsd, (c), (d) salinity rmsd, and (e), (f) zonal velocity
rmsd. Mean monthly standard deviations of the corresponding model fields for the same regions are shown by stars.
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FIG. 9. As in Fig. 8, but for regions south of the equator (5°S–0°).
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FIG. 10. Salinity time series for the control, UOI, and MvOI integrations. CTD observations are shown where
available. Values are averaged between 2°S and 2°N at the specified longitudes.
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2 yr). These sections are included in the rmsd statistics
of Figs. 8 and 9. The temperature in the UOI experi-
ment is an improvement over the control, while the
salinity structure in the UOI has little resemblance to

data. The model by itself is capable of producing good
salinity and current fields. The UOI salinity cross sec-
tions display no penetration of the saline waters from
the south across the equator. The salinity close to the

FIG. 11. Temperature–salinity diagram for UOI, MvOI, and control experiments for Niño-4 and Niño-3 regions
south of the equator. A black dot is plotted for values present only in the model, cyan is for those present only in
observations, and points where the model and observations agree are shown in red.
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equator is too low and there is an erroneous deep ex-
tension of high salinity around 8°S in the eastern basin.
The MvOI salinity cross sections are closer to the ob-
servations, although the salinity near the surface at
165°E north of the equator is somewhat low and the
region of high salinity values at 180°W south of the

equator is too wide. The MvOI zonal current is the
closest to the observed in the western and eastern Pa-
cific with a better representation of the deeper subsur-
face maxima and a surfacing of the undercurrent at
165°E. The UOI currents reach too deep. At the date
line the current structure in MvOI is exaggerated com-

FIG. 12. As in Fig. 11, but for regions south of the equator (5°S–0°).
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pared to observed, but the secondary subsurface maxi-
mum at about 4°N (the northern subsurface counter-
current) is captured in the assimilation. UOI currents
are again too weak, particularly at the equator, and

reach too deep south of the equator. It is apparent from
these figures that the MvOI corrects the current struc-
ture on and close to the equator better than the statis-
tics of Figs. 8 and 9 might suggest.

FIG. 13. Meridional profiles of the model and observed temperature. Model fields are averaged over 1 month,
whereas the observations are from individual quasi-synoptic CTD/ADCP sections (following Johnson et al. 2000).
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6. Conclusions

Two conceptually different forecast error covariance
models were considered in the context of optimal in-
terpolation data assimilation. One is the univariate

model of the temperature error, which uses a Gaussian
spatial covariance function with different scales in the
zonal, meridional, and vertical directions. The second is
the multivariate error covariance matrix estimated in
the dominant error subspace of empirical orthogonal

FIG. 14. As in Fig. 13, but for salinity. Contour interval is 0.2.
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functions (EOFs) generated from Monte Carlo simula-
tions. The latter provides an empirical estimate of the
covariability of the errors in temperature, salinity, and
current fields and spatial structure consistent with the
governing dynamics. Thus during an assimilation cycle

not only the temperature field but the entire ocean-
state vector can be updated.

The univariate assimilation scheme brought the tem-
perature field close to observations, yet the structure of
the unobserved fields (salinity and currents) deterio-

FIG. 15. As in Fig. 13, but for zonal velocity. Contour interval is 0.2 m s�1.
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rated quickly, precluding long-term integration. Most
of the problems with the univariate OI run (no salty
tongue in the south and deep penetration of salinity in
the south; currents that are too deep) are due to neglect
of the correlation between temperature and salinity
when assimilating temperature alone, which tends to
cause spurious convective overturning. The multivari-
ate scheme more successfully corrects the salinity and
currents as verified by independent observations.

The empirical error covariance model presented in
this study is an initial estimate of the forecast error
covariance and is used throughout the assimilation un-
der the assumption that the forecast error statistics do
not change significantly in time or after prior assimila-
tion. The robustness of such an estimate was investi-
gated and it was found that it does not exhibit signifi-
cant seasonal or interannual variability, although there
are not enough simulation years to distinguish among
statistics during El Niño, La Niña, and normal years.

The empirical multivariate forecast error covariance
model provides important information regarding the
error statistics of all the model fields, prognostic or
diagnostic. This gives a natural way to include into the
state-estimation process observations of different types,
for example, the sea surface height, which is often a
model diagnostic.

Further developments are underway in implementing
the MvOI method for the global ocean model configu-
ration, particularly improving the ensemble statistics by
including synoptic perturbations to the forcing fields,
perturbations to the model parameters, and initial con-
ditions. It is more natural, taking into account the
Poseidon ocean model formulation, to consider the co-
variances of the model variables within the quasi-
isopycnal layers. Investigations are also underway to
make the MvOI scheme more efficient in a reduced
space by including only a limited number of leading
EOFs.
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