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ABSTRACT 

This is the final report of a four-year numerical ocean circulation modeling program for the 
Gulf of Mexico. The aim of the program was to progressively upgrade an existing model of the 
Gulf of Mexico to provide the most realistic long-term simulation possible of Gulf circulation. The 
NOARIJJAYCOR multi-layer hydrodynamic and thermodynamic primitive equation circulation 
models of the Gulf of Mexico on a 0.2 degree and a 0.1 degree grid were used in the program. 
They were forced by constant inflow through the Yucatan Straits compensated by outflow through 
the Florida Straits, and by wind stresses from the Navy Corrected Geostrophic Wind data set for 
the Gulf of Mexico. The most realistic simulation produced by the program was a blending of one- 
layer and two-layer experiments, augmented by a perturbation analysis to extract surface currents 
from the vertically averaged ocean model velocities. Actual wind stresses from 1967 to 1982 were 
used to force the simulation, but the resulting currents are intended to be representative of Gulf 
circulation rather than a hindcast of the actual state of the Gulf over this time period. Wind stress, 
surface current, and geostrophic surface current fields from this simulation, sampled every three 
days for 10 years, have been delivered to MMS. Current fields at 100,300,750, and 1,600 meter 
depths, sampled every six days for the same 10-year period, have also been delivered. As have 
detailed vertical current profiles at the locations of 16 moored buoys used in Years 1 through 5 of 
MMS's recently concluded Gulf of Mexico Physical Oceanography Program. 
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TABLE OF MODEL NOTATION 

P only 

3.5% only 

FCT2D 

Results from a one-layer model. Currents are vertically averaged over the layer 
depth, i.e., are barotropic. The currents over the continental shelf can be taken 
as "geostrophic" surface currents. 

Results from a two-layer model. Currents in each layer are vertically averaged 
over the layer depth. The upper-layer currents can be taken as "geostrophic" 
surface currents. 

Merged L1 and L2 results using L1 in shallow water and L2 in deep water. 
Currents are still vertically averaged over layer depths. The upper-layer 
currents can be taken as "geostrophic" surface currents. 

L2+L1 with the addition of a perturbation analysis that converts the layer 
averaged currents into a full vertical profde. The actual surface currents and the 
currents at fixed depths can be obtained. 

L2+L1 with MMS's "3.5% of wind speed rule. An alternative to L2+Ll+P, 
but for surface currents only. 

(L2+L1 +P) - (L2+L)1) at the surface. 

(L2+L1+3.5%) - (L2+L1) at the surface. 

A two-dimensional (x-z) version of the layered model that used the technique of 
"Flux Corrected Transports" to allow layer interfaces to effectively intersect the 
bottom topography. 

A three-dimensional version of FCT2D. This model was never completed. 

Climatological currents from historical ship drift data. 



I. INTRODUCTION 

This report gives details of the third and fourth years of a four-year numerical ocean 

circulation modeling program for the Gulf of Mexico. The aim of the program was to 

progressively upgrade, in modest increments, an existing numerical ocean circulation model of the 

Gulf so that the final model has a horizontal resolution of about 10 km and a vertical resolution 

approaching 1-10 m in the mixed layer, 10 m at the thermocline, and 100 m in the deep water. 

Throughout the four-year period, the validity of the upgraded model was continuously tested and 

velocity field time series were delivered periodically based on the most realistic simulation of Gulf 

circulation available. 

Experiments in the first year were with the existing Naval Oceanographic and Atmospheric 

Research Laboratory* and JAYCOR (NOAWJAYCOR) two-layer hydrodynamic primitive 

equation ocean circulation model of the Gulf on a 0.2 degree grid. They concentrated on correctly 

specifying the coastline and bottom topography for maximum realism in circulation simulation and 

on how best to include wind forcing. 

Experiments in the second year were also with the existing NOARLIJAYCOR 

hydrodynamic model, but most were on a 0.1 degree, rather than 0.2 degree grid. Wind-forced- 

only, port-forced-only, and wind-plus-port-forced simulations were generated. The major 

limitation of layered models is that bathymetry is confined to the lowest layer, so multilayer models 

are not generally realistic in shallow water. Detailed comparisons between the model results and 

observations on the Florida Shelf demonstrated that this limitation was severe enough to wanant a 

change of approach. 

An attempt was made in the third year to modify the layered model to allow bathymetry to 

be in any layer, and hence, more realistically represent shelf regions. A two-dimensional prototype 

was successfully demonstrated, but the three-dimensional version was not functional by the end of 

the third year. 

Rather -than continue the development of this new model design, the Year 4 effort 

concentrated on producing the best possible surface currents with the existing thermodynamic 

model. This involved running a one-layer version of the model to obtain realistic results over the 

shelf and blending them with two-layer model results that were more realistic in deep water. A 

NOARL was previously known as the Naval Ocean Research and Development Activity (NORDA). 



perturbation analysis technique was then used to obtain vertical profiles from the blended layer 

averaged fields. 

Simulated surface currents sampled every three days for more than 10 years were delivered 

to MMS from the blended and perturbed fields, which represents the best simulation available from 

the entire four-year effort. Corresponding currents at selected fixed depths sampled every six days 

were also delivered, as were detailed vertical profiles of currents sampled every three days at 16 

locations where MMS has collected current meter time series in the Gulf. 

11. SUMMARY OF YEARS 1 AND 2 

The hydrodynamic ocean model, used for Years 1 and 2, contained many innovative 

features and the reader is referred to its detailed discussion in Hurlburt and Thompson (1980). In 

particular, Section 2 (pp. 1613-1614) gives the model equations and Appendix B (pp. 1647- 1650) 

describes the numerical design of the model. Since 1980, the code has been completely rewritten 

by JAYCOR and the capability to handle general basin geometry had been added, but this does not 

affect the description in any major way. Wind forcing is treated identically to interfacial and 

bottom stress terms, i.e., wind stress appears directly as an additive term in the momentum 

equation [p. 1614 of Hurlburt and Thompson (1980)l. 

In terms of 'realism' Experiment 9 (Wallcraft, 1984) was the most successful Gulf of 

Mexico numerical simulation prior to the start of this project. The model was driven from rest to 

statistical equilibrium solely by a steady inflow through the Yucatan Straits that was compensated 

by outflow through the Florida Straits. Figure 1 compares 'instantaneous' upper-ocean flow 

patterns just before an eddy is shed by the Loop current (a) from the numerical model and (b) from 

observations by Leipper (1970). The ability of the model to simulate observed features is clearly 

demonstrated by this comparison, which is remarkable given the simplicity of the model forcing. 

However some discrepancies remain; for example, the eddy has not penetrated as far into the Gulf 

and is more intense than that shown in the observations. Waves can be seen moving around the 

wall of the Loop in -the observations, but in the model they are at the limit of resolution and 

therefore unrealistically large. Moreover in the Gulf the waves are more pronounced on the eastern 

wall of the Loop and can form strong cold intrusions that may contribute to the eddy-shedding 

process (Vukovitch and Maul, 1984). 

Experiment 68 (Wallcraft, 1984) is the most realistic simulation produced in Year 1. It has 

two layers on a 0.2 degree grid and is forced by transport through the Yucatan Strait and by winds 



Figure 1. (a) Instantaneous view of the interface deviation in a two-layer simulation of the Gulf of 
Mexico driven from rest to statistical equilibrium solely by inflow through the Yucatan 
Straits (Experiment 9). The contour interval is 25 m with solid contours representing 
downward deviations. (b) Depth of the 22-degree isothermal surface, 4-18 August 1966 
(Alarninos cruise 66-A-1 I), from Leipper (1970). The contour interval is 25 m. 



from the Navy Corrected Geostrophic Wind data set for the Gulf of Mexico, which is based on the 

Navy's 12-hour surface pressure analysis from 1967-1982 (Rhodes et al., 1986). Figures 2-5 

show upper-layer currents (i-e., vertically averaged currents above the thermocline) every 60-120 

days for 300 days. Vectors are only drawn at every second point (i.e., every 0.4 degrees) to 
improve readability. Figure 2 shows the furthest northward penetration of the Loop Current ever 

attained by the ocean model, which is often seen in the Gulf. After the eddy breaks off, the Loop 

Current intrudes onto the Florida Shelf and some of the flow splits off to the north for a brief time 

(Figure 3). Similar intrusions have been observed in the Gulf, but the model's inadequate 

representation of shelf topography makes it likely that the simulated currents in shallow areas (less 

than 100 m) are too energetic. A persistent anticyclonic gyre in the northwest Gulf has been a 

feature of almost all Gulf simulations performed to date. The addition of wind forcing in 

Experiment 68 has increased its average size and its effect on incoming Loop Current eddies 

(Figure 4). The presence of a gyre in this position is explainable by the northward migration of 

anticyclonic eddies along the coast of Mexico until the continental slope bends eastward and they 

can go no further, which magnifies the effect because the winds also tend to produce an 

anticyclonic gyre at the same spot. However, in the Gulf the gyre probably dissipates relatively 

rapidly against the shallow shelf area. 

Simulations in Year 2 (Wallcraft, 1986) were on a 0.1, rather than 0.2 degree grid. 

Experiment 201116.0 is the most realistic of these and it is forced by winds and Yucatan transports 

very similar to those used in Experiment 68. Figures 6-10 show upper-layer currents every 90 

days for two Loop Current eddy shedding cycles with winds from 1968 and 1969. When 

compared with similar simulations without wind forcing, this simulation has higher maximum 

currents and significantly more variability; for example, in Loop Current eddy shedding cycle 

times. However, the anticyclonic gyre off the Texas coast is generally larger, as is expected from 

the wind stress curl patterns. 

The major limitation of layered models is that bathymetry is confined to the lowest layer, so 

multilayer models, in general, are not realistic in shallow water. In order to quantify how well the 
ocean model was performing in shelf areas, three years of hydrographic data obtained at fixed 

moorings on the Florida Shelf (as part of a 1986 MMS-sponsored Gulf of Mexico Physical 

Oceanography Study done by SAIC) was compared to 1,080 days of simulated current meter 

data at approximately the same 1113.0, In all cases the currents were significantly monger in 

the simulation than in the observations. Figure 11 shows a comparison of observed and simulated 



Figure 2. Instantaneous view of upper-layer averaged velocities from Experiment 68 on model 
Day 3918. Vectors are only plotted at every second model grid point, i.e., every 0.4 
degrees. 
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Figure 3. Instantaneous view of uppeplayer averaged velocities from Experiment 68 on model 
Day 4038. Vectors are only plotted at every second model grid point, i.e., every 0.4 
degrees. 
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Figure 4. Instantaneous view of upper-layer averaged velocities from Experiment 68 on model 
Day 4158. Vectors are only plotted at every second model grid point, i.e., every 0.4 
degrees. 
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Figure 5. Instantaneous view of upper-layer averaged velocities from Experiment 68 on model 
Day 4218. Vectors are only plotted at every second model grid point, i.e., every 0.4 
degrees. 
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Figure 6. Instantaneous view of the upper-layer averaged velocities from Experiment 201J16.0 on 
model days (a) 2880 and (b) 2970. The assigned dates (344/1967 and 069/1968) 
indicate the applied wind forcing, but the experiment was not a hindcast and the ocean 
currents in the Gulf on that date might have been quite different from those shown. 
Vectors are only plotted at every second model grid point, i.e., every 0.2 degrees, and 
all velocities greater than 50 cmlsec are plotted as 50 crn/sec. 



Figure 7. Instantaneous view of the upper-layer averaged velocities from Experiment 201/16.0 on 
model days (a) 3060 and (b) 3150. The assigned dates (159/1968 and 249/1968) 
indicate the applied wind forcing, but the experiment was not a hindcast and the ocean 
currents in the Gulf on that date might have been quite different from those shown. 
Vectors are only plotted at every second model grid point, i.e., every 0.2 degrees and 
all velocities greater than 50 cdsec  are plotted as 50 cdsec. 



Figure 8. Instantaneous view of the upper layer averaged velocities from Experiment 201/16.0 on 
model Days (a) 3240 and (b) 3330. The assigned dates (339/1968 and 063/1969) 
indicate the applied wind forcing, but the experiment was not a hindcast and the ocean 
currents in the Gulf on that date might have been quite different from those shown. 
Vectors are only plotted at every second model grid point, i.e., every 0.2 degrees and 
all velocities greater than 50 cdsec are plotted as 50 cdsec. 
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Figure 9. Instantaneous view of the upper layer averaged velocities from Experiment 201/16.0 on 
model Days (a) 3420 and (b) 2510. The assigned dates (153/1969 and 243/1969) 
indicate the applied wind forcing, but the experiment was not a hindcast and the ocean 
currents in the Gulf on that date might have been quite different from those shown. 
Vectors are only plotted at every second model grid point, i.e., every 0.2 degrees and 
all velocities greater than 50 cdsec are plotted as 50 cdsec. 



Figure 10. Instantaneous view of the upper layer averaged velocities from Experiment 201/16.0 
on model Days (a) 3600 and (b) 3690. The assigned dates (333/1969 and 058/1970) 
indicate the applied wind forcing, but the experiment was not a hindcast and the ocean 
currents in the Gulf on that date might have been quite different from those shown. 
Vectors are only plotted at every second model grid point, i.e., every 0.2 degrees and 
all velocities greater than 50 cdsec are plotted as 50 cm/sec. 
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Figure 11. Kinetic energy spectra at 40 m depth for (solid) Experiment 201/13.0 at location Z and 
(dashed) Mooring F. 
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kinetic energy spectra at mooring MOF, which was located on the inner shelf in 50 m of water. 

The simulation is far too energetic and still shows a strong influence from the Loop Current that is 

completely absent from the observations. 

111. YEAR 3 

A major thrust of the third-year program was an attempt to produce improved simulations 

in shelf areas by developing a version of the layered-ocean model that would allow layer interfaces 

to, in effect, intersect the bottom topography. When intersection occurs in a conventional layer 

model the layer thickness becomes negative, which is clearly unphysical and leads to unrealistic 

results and, if the situation persists, catastrophic failure of the model run due to undamped 

instabilities. The obvious solution of setting a minimum layer thickness at or about zero does not 

work because: (a) it leads to loss of mass and (b) clamping the layer thickness induces dispersive 

ripples in the interface at the intersection point (i.e., we have an unresolved boundary layer). In a 

study of the effects of humcanes in the Gulf, Cooper and Thompson (1989) used a multilayer 

model in which each layer interface intersects with a different artificial vertical step in the 

topography that acts as a solid wall boundary to that interface. This technique proved effective for 

short-term simulations of hurricane forcing with the simplifying assumption that the Gulf was at 

rest before the humcane occurred. The technique is not generally applicable to simulations that 

include the Loop Current. In this case, the variations in each layer interface depth across the Gulf, 

which makes it impossible to design a stepped topography that guarantees that each interface will 

be everywhere and intersect the topography on the vertical face of a step at all times. The most 

promising approach to the layer intersection problem is to insure positive layer thicknesses via 

'Flux Corrected Transport,' a technique that was originally developed for fluid problems with 

shocks (Book et al., 1981). In this method the continuity equation is solved for layer thickness 

using two different sets of transports; one obtained via a low-order (highly dispersive) scheme, 

guaranteed to give monotonic results; and, the other via a standard (ripple prone) high order 

scheme. The low-order scheme, used alone, would prevent layer intersection, but it very rapidly 

damps out circulation features and would not produce realistic simulations. Instead, the final layer 

thickness at each point is a linear combination of the two solutions chosen to be as close as 

possible to the high-order solution. Away from areas of layer intersection, the high-order scheme 

is used alone and the solution is identical to that without Fm, but near intersections just sufficient 

contribution from the low-order scheme is used to ensun a positive layer thickness. In other 
words, bottom topography is still confined to the lowest layer, but that layer can get very thin so 



there is effectively no contribution from the deep layer over the shelf and no limit on how shallow 

the bottom topography can be. This method has been used with some success in a similar layered 

ocean model, both for interfaces that intersect the surface and for layers that intersect the 

topography (Bleck et al., 1983). The major problem with the method is that FCT is an inherently 

explicit scheme in contrast to the existing ocean model that treats gravity waves implicitly (to allow 

much larger timesteps). A fully explicit model's timestep would be controlled by the external 

gravity wave speed (about 150 d s ) ,  but the depth averaged flow can still be treated implicitly in a 

model with FCT, so the timestep depends on the internal gravity wave speed (about three 4 s ) .  

The ocean model without FCT, on the other hand, treats both external and internal gravity waves 

implicitly and can use a timestep three-to-five times longer than the FCT code. 

Two-dimensional (x-z) versions of a two-layer hydrodynamic model that uses FCT to 

allow layers to intersect the bottom were developed and tested on sections across the Gulf of 

Mexico (FCT2D) (Figure 12). The position of each model grid point is indicated by a vertical line 

below the topography contour. Data is only available at grid points and straight lines are used to 

connect data values in the plot. The upper-layer rest depth is 300 m over deep water, but is less 

near 98W and 82W, where the continental shelf is shallower than 300 m deep. The lower layer is 

set to be at least 10 cm thick across the entire region, so there is a lower layer over the continental 

shelf although it is too thin to be seen in the plot. Figure 12 is for two days into an experiment to 

test the ocean model with no applied forcing. The layers are in exactly the same position as at the 

initial time and the velocities are zero everywhere. This demonstrates that the model does not 

deviate from an initial rest state without applied forcing. 

Figures 13 and 14 show only the upper 450 m of the water column for a gravity wave 

sloshing experiment, where there is no applied forcing, but the layer interface is initialized with a 

single-period cosine profile across the region. Figure 13(a) shows the initial state with about 100 

m variation in the depth of the interface from east to west (note that the lower layer is again 10 cm 

thick where the topography is shallower than the expected interface depth). Figure 13(b) is for 

Day 3 of the simulation, where the layer interface is now almost level. Figure 14(a) is for Day 6. 

The layer interface has moved up or down about 100 m at each end to reverse the profile; however, 

it is no longer exactly sinusoidal because gravity waves travel slower in shallow water than they do 

: in deep water. The interface is level again between Days 9 and 10. Figure 14(b) is for Day 12, 

where the interface is again shallower to the west as it was on Day 0, but the wave is almost square 



Figure 12. Layer depths for a two-dimensional two-layer hydrodynamic model with full-scale 
bottom topography that uses Flux Corrected Transport to allow the layer interface to 
'intersect' the topography. The figure is for Day 2 of an experiment testing the 
stability of the rest configuration in the absence of external forcing. There has been no 
change over the two days. The lower layer is 10 cm thick at all points where the 
topo&phy appears to infrude into the upper layer. 
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Figure 13. Layer depths on Days (a) 0 and (b) 3 for a two-dimensional two-layer hydrodynamic 
simulation that uses Flux Corrected Transport to allow the layer interface to 'intersect' 
the topography. Only the upper 450 m of the water column is shown. 
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Figure 14. Layer depths on Days (a) 6 and (b) 12 for a two-dimensional two-layer hydrodynamic 
simulation that uses Flux Corrected Transport to allow the layer interface to 'intersect' 
the topography. Only the upper 450 m of the water column is shown. 
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and the model blows up at Day 15 as the wave 'breaks.' The conversion of the original wave into 

a breaking wave is to be expected, given than gravity waves travel slower in shallow water. 

The extension of F C n D  to three dimensions (FCT3D) was still under development at the 

end of Year 3. The only difficulty encountered was the practical one of the time and expense 

involved in debugging the code. There is no reason to suppose that a model of this kind could not 

work in the Gulf of Mexico; however, there is no guarantee that it could produce acceptable 

simulations. One obvious area of concern with such a model would be the accuracy of the 

simulation in the zone where the model goes from one layer to two. However, any single model 

that tried to accurately simulate on- and off-shelf flow at the same time would have problems in this 

shelf slope region. Models like FCT3D are at least one, and perhaps two, orders of magnitude less 

expensive than all other model designs that might be able to provide similar simulations. 

The second major element of the third-year program was the addition of bulk-layer 

thermodynamics to the model. The existing model was 'hydrodynamic' (i.e., the density in each 

layer was constant and fixed for all time) with the fixed densities and the density difference 

between layers set to realistic mean values for the Gulf of Mexico. With the addition of 

thermodynamics, the density is allowed to vary in space and evolve with time under the control of 

an equation of state and a temperature equation forced by heat fluxes (or by relaxation back to a 

density climatology) and the density of inflow water. Mixing of denser fluid from the layer below 
into each layer is also allowed and this can prevent the layer interface surfacing due to upwelling, 

i.e., the layer gets denser rather than getting thinner. In hydrodynamic models there is no 

exchange of fluid between layers. 

The vertically integrated equations of motion used in the n-layer finite depth thermodynamic 

model are, for k=l ... n: 



where - 
Vk = 

D = 
D = 

Hk = 

H, = 

irk = 
pk = 
d k  = 
Q = 

hkCk 
actual water depth 

model water depth, D 2 D 
k-th layer thickness at rut 

min(hk, D) 
k-th layer (constant) density at rest 
k-th layer density climatology 

surface heat flux 

The above equations are only valid provided the layer thicknesses are always positive, and 
the density fields are always stably stratified. Stable stratification is not generally a problem in the 

Gulf, and mixing can be used to prevent a layer becoming thin due to upwelling, but the model 
h) 

depth, 5 must be made deeper than the actual Gulf depth, D, over the continental shelf in order to 
insure that the lowest layer interface never intersects the bottom. 

The model is always initialized from rest, with zero velocities, level layer interfaces, and 

constant density fields, i.e., at time t=O : 

In the absence of external density forcing and mixing, the density in each layer remains 

constant for all time and the above equations are equivalent to those for the hydrodynamic model 

(Hurlburt and Thompson, 1980). External density forcing can take the form of atmospheric heat 
flux, Q, or relaxation back to a density climatology, Fk, or the inflow through a port can be at a 

different density. Mixing is the process of entraining or detaining mass from one layer to the next. 

Mixing cannot be applied to a hydrodynamic model because it causes a change in the layer 



averaged density. In a layered model, the "physics" of mixing is controlled by the calculation of 
the vertical mixing velocity at the layer interfaces, &. Since in this case the layer interface 

represents the thermocline depth, rather than the mixed layer depth, very simple mixing physics is 

used to effectively constrain the layer thickness to tend to stay in the range hi; to hz. This form of 

mixing is primarily designed to prevent the layer interface surfacing due to upwelling, i-e., the 
h 

layer gets denser rather than getting thinner. Mixing is also balanced, by a, SO that there is no net 

exchange of mass between the layers over the region as a whole. 

The surface heat flux fields, Q, used to drive an ocean model must be of high quality, 

otherwise they will cause climate drift in the model by applying too much heating or cooling. 

Since there are no data sets of sufficient quality for heat fluxes in the Gulf of Mexico, the model 
was instead required to relax back to a monthly density climatology, Dl, based on sea surface 

temperature maps from historical ship observations. One way to look at relaxation to climatology 

is as a heat flux that always drives the model's instantaneous density field back towards a reference 

density field, i.e., 

where 

ry - 
The e-folding time for the relaxation, plhllplHlop, was chosen to be about 360 days in 

the center of a Loop Current eddy, but only 90 days over the continental shelf. The use of the 

smaller of the layer thicknesses and the actual water depth, h;, ensures rapid relaxation over the 

continental shelf where rapid winter cooling is important. The model can be forced by sufficiently 

accurate heat flux fields; however, because of the problem of climate drift, it would probably 

always be wise -EO include a relaxation term that forced the model's density field to stay close to the 

climatological mean field. This relaxation term is, in effect, a parameterization of the mean heat 

flux forcing. The additional heat fluxes, applied to a model that includes such a relaxation term, 

should represent the perturbations in heat fluxes about the long-term mean. The present model is 

forced by relaxation to a monthly density climatology. The alternative, should heat fluxes of 

sufficient quality be available, would be to relax to a mean density climatology and in addition 



force the model with heat flux anomalies about the mean heat flux field. The mean density 

climatology would simply be the average of the existing monthly density fields. 

Figure 15 shows the sea surface and corresponding density fields for January. The density 
ranges from 25.8 sigma-t over the shelf to 24.0 sigma-t in the Yucatan Straits. The model sets the 

density of the Loop Current inflow through the straits to agree with the density climatology there 

month by month. Figure 16 shows contour maps of sea surface height and of density for an 

experiment without wind forcing and with a constant inflow transport of 20 Sv in the upper layer. 

It is for a day in December and so the shelf areas are cool (note the strong density front between the 
large anticyclonic and the smaller cyclonic eddies in the northwest Gulf). In this case, a new eddy 

is in the process of developing on the Loop Current as it extends into the Gulf. Figure 17 is for 

180 days later in the summer. The anticyclonic eddy has detached from the Loop Current and is in 

the central Gulf, which is already cooler than the Loop Current. The shelf areas are significantly 

less dense than they were during the winter. 

A detailed study of the appropriate model parameters to use for this layered model in the 

Gulf of Mexico was performed by Hurlburt and Thompson (1980 and 1982). Their results were 

for a simplified Gulf of Mexico geometry, but they carry over to the more realistic geometry used 
here. Many of the parameters are constrained to be physically realistic for the Gulf of Mexico. 

The Coriolis parameter and the beta used in the beta-plane approximation are set by the Gulfs 

location and the acceleration due to gravity is set at 9.8 meters per second for obvious reasons. 

The mean upper-layer thickness, HI, is set to 200 m in all two-layer simulations because this is the 

approximate average depth of the thermocline in the Gulf. Similarly the value of reduced gravity, 

g', is chosen based on the average contrast between the vertically averaged density above and 

below the thermocline. The allowable range is from 0.02 to 0.03 meters per second and 0.025 is 

typically used here. The reference thickness of the lower layer, H2, in two-layer simulations is 
chosen to be slightly larger than the actual rest thickness everywhere when allowing for bottom 

topography. Since the bottom topography used is never deeper than 3,650 meters, a value of 

3,450 meters is used for H2 (allowing for an H1 of 200 meters). The actual rest thickness of the 

lowest layer depends on the bottom topography. Following Hurlburt and Thompson (1980), the 

total transport though the Yucatan Straits is held fixed in all multilayer experiments at 30 Sv; 

however, the distribution of transport between layers is difficult to estimate from observations and 

different simulations have allocated as much as 26 Sv and as little as 20 Sv of the total to the upper 

layer. Allocating more transport to the upper layer increases the speed of the Loop Current; how- 



Figure 15. Sea surface temperature and the corresponding calculated upper-layer density for 
January from a monthly climatology based on historical ship observation data. 
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Figure 16. Instantaneous (a) free surface deviation and (b) upper-layer density from a 
thermodynamic model of the Gulf with no wind forcing. Snapshots are for December 
26 after four years of spin up from rest. 
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Figure 17. Instantaneous (a) free surface deviation and (b) upper layer density from the same 
simulation as Figure 16. Snapshots are for 180 days later than Figure 16, i.e., for a 
day in the summer. 
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ever, allocating more transport to the lower layer tends to prevent the Loop Current from intruding 
onto the Florida Shelf. The horizontal grid spacing is chosen to resolve the features of interest. A 

good rule of thumb is that 10 grid points are required across and eddy and five grid points across a 

jet in order for their dynamics to be resolved by the model. Twenty kilometers is sufficient to 

resolve the Loop Current and Loop Current eddies, but 10 kilometers is required to resolve some 

associated features that have smaller horizontal scales. The actual grid spacing is specified in 

degrees at the center of the Gulf and is either 0.2 degrees (20 km by 22 km) or 0.1 degrees (10 krn 

by 11 krn). The model parameterizes subgrid scale processes using Laplacian eddy viscosity and 

density diffusivity. The appropriate coefficients are primarily controlled by the horizontal grid 

spacing and less viscosity is required on a finer grid. Density diffusivity is only required in 

thermodynamic models, since hydrodynamic models have no horizontal variation in density. 

Density diffusivity has typically been set five times larger than eddy viscosity. A quadratic 

formulation has been used for bottom stress with a typical coefficient of 0.002, although some 

simulations have used 0.003. 

IV. YEAR 4 

The thermodynamic simulations started in Year 3 were continued into Year 4; however, no 

further attempt was made to develop a three-dimensional model with flux-corrected transport. 

Instead, the best possible simulation was generated using the existing multilayer thermodynamic 

model. Similar barotropic models have been used by others (O'Brien, 1971). The 

NOAWJAYCOR-layered ocean model is designed to run with one or more layers. The one-layer 

Gulf of Mexico simulations use the same model code on the same grid over the same region as the 

two-layer simulations. The only difference is that there is just one layer and the topography does 

not need to be scaled back as it does in multilayer simulations. 

The model equations apply equally well to a one-layer barotropic model as to a two- or 

three-layer model. In fact, the original Gulf of Mexico simulations with a very early version of the 

model included barotropic experiments (Hurlburt and Thompson, 1980). The advantage of one- 

layer simulations is that the standard requirement, rather than bottom topography confined to the 

lowest layer, is not a limitation (since the only layer is the lowest layer). The disadvantage of such 

a model is that one vertically-averaged layer is a very poor approximation to the ocean's structure 

in deep water since it cannot include a thermocline. So a one-layer model does well over the shelf, 



but less well over deep water; and a two- or three-layer model does well over deep water, but not 

as well over the shelf. 

To obtain the "best" simulation, the results from two independent model runs (one layer 

(Ll) and two layers (L2) using the same forcing) were merged (L2+Ll). The barotropic fields 

were used in water shallower than 100 meters, the two-layer fields were used in water deeper than 

200 meters, and a linear combination of the two sets of fields weighted by water depth were used 

in the fairly narrow zone at the shelf break between these regions. In particular, the merged layer 

thicknesses and transports are given by: 

for D < h p )  
for D > hy2) 

where 

1 for D 5 100 
a = { o  for D 2 200 

(200 - D)/100 otherwise 

and the merged layer thicknesses are given by: 

for D 5 hy ' )  
for D > h(,L.) 

The choice of 100 m as the cutoff depth, at which L1 starts merging with L2, was chosen 

based on current meter data on the Florida shelf (SAIC, 1986) that indicated that there was no 

discernable effect of the Loop Cunent in water shallower than this depth. The choice of 200 m as 

the cutoff depth, at which L2 starts merging with Ll,  was based on the average depth of L2 layer 

interface across the entire Gulf at this depth. Any value between 200 m and 500 m would have had 

very little effect on the final result since the horizontal distance between these depths is very small 

in the Gulf. 

This approach does not guarantee that currents in the blending zone will be physically 

realistic. For example, an attempt to merge Experiment 210/16.0 from Year 2 (Figures 6- 10) with a 

barotropic experiment would give poor results since modeled deep water features often intrude to a 



significant degree onto the inner shelf. These features, such as an anticyclonic eddy off the Texas 

coast and the Loop Current on the Florida shelf just after an eddy is shed (Figure 7) would be 

sheared off in the merged fields. Merging the fields only makes sense if the multilayer simulation 

confines deep water. circulation features primarily to deep water. Three-layer models have 

difficulty keeping circulation off the shelf because there is insufficient connection between the 

topography confined to the lowest layer and the upper-layer circulation. Two-layer models 

typically do better than three-layer versions at confining flow to deep water, but conventional two- 

layer simulations are not good enough to allow merging of the one- and two-layer fields. A new 

two-layer version of the model was used with a modified mixing term that holds the layer interface 

close to the rest depth of 200 meters over the shelf for the entire simulation. Major eddies and jets 

cause significant deformation of the layer interface, so these features cannot get over the shelf if the 

interface is held rigid. The advantages of this approach are that the minimum topography depth can 

be raised from 500-300 meters and the simulation is much improved in the shelf and shelf break 

regions. The disadvantages are that only two layers can be used (to maximize shelf realism) and 

the strong mixing over the shelf must be balanced region wide to maintain a constant-layer 

thickness that adds friction to the deep water circulation. In the Gulf, there are occasional 

intrusions of eddies onto the outer shelf and more frequent entrainment of fluid off the shelf into 

deep water. The former are excluded from the merged simulation, but the latter can occur since the 

two-layer component includes the full shelf region. A major advantage of blending two 

independent simulations is that either one can be replaced by an improved simulation at a later date. 

In this case, the shelf circulation is more likely to be upgraded in this way. In fact, each major 

shelf region (i.e., the Texas and Florida shelves) could be upgraded with different models at 

different times. 

Layered models provide current fields representing the vertical average over their 

instantaneous layer depths. Upper-layer currents are very similar to geostrophic surface currents. 

In order to obtain actual surface currents and currents at fixed depths throughout the water column, 

an analytic perturbation analysis is used (Thompson, 1974). By subtracting the vertically-averaged 

equations from the Navier-Stokes equations, differentiating the result with respect to the vertical, 

employing the hydrostatic relation, and assuming small Rosby number and quasi-equilibrium 

conditions, the following lowest order perturbation equation results: 



Define 

Then 

with integral constraints 

Jbr 
and boundary conditions 

The boundary conditions match both stress and velocity across each internal interface and 
linear friction is applied at the bottom, i.e., Av awlaz = CDo. 

If all the Q ~ S  and J ~ S  were known, the solution would be: 

The boundary values Q2. . . Qn and J1.. . Jn can be found by solving (numerically) an appropriate 

set of simultaneous linear equations formed by expressing A, B, and C in terms of Q and J, and 

expanding the boundary condition equations. 

The resulting currents (L2+Ll+P) have the same vertical average as the layered fields 

(L2+L1), but include an Ekman component and a contribution from horizontal variations in 



mass. The major disadvantage of this approach is the assumption that the model is at quasi- 

equilibrium, and in particular, that wind stresses are steady. So the winds used in both L1 and L2 

models, consisting of a seven-day running average of the Navy Corrected Geostrophic Winds 

(Rhodes et al., 1986 and 1989), are sampled every three days with linear interpolation used in time 

between samples. As in the Year 3 simulations, heat fluxes are represented by relaxation to a 

monthly density climatology. 

Experiment 212183.1 has been selected as the best two-layer simulation (L2). Model 

parameters are: . Upper-layer inflow transport = 26 x 106 m3 sec-1 (26 Sv), 
Lower-layer inflow transport = 5 x 106 m3 sec-1 ( 5 Sv), 
Wind stress = seven day Navy Winds, . Heat flux = relaxation to monthly density climatology, 
Horizontal eddy viscosity, A = 200 mzlsec, 
Horizontal density diffusivity, ARHO = 1000 m2/sec, 
Grid spacing = 20 by 22 km (0.2 by 0.2 degrees), 
Upper-layer reference thickness, H1 = 200 m, 
Lower-layer reference thickness, H2 = 3,450 m, 
Minimum depth of bottom topography = 300 m, 
Beta, dfldy = 2* 10-11 m-1 sec-1, 
Coriolis parameter at the southern boundary, f = 4.5 x 10-5 sec-1, 
Gravitational acceleration, g = 9.8 dsec2, 
Reference reduced gravity, g' = -025 dsec2, 
Interfacial stress = 0, 

Coefficient of quadratic bottom stress = .002, and 
Time step = 0.5 hours. 

The simulation was spun up from rest for 10 years to reach statistical equilibrium and then 

run for another 10 years. All results are from the last 10 years. Figures 18-25 show free surface 

deviation and upper-layer density deviation every 90 days for a typical Loop Current eddy cycle. 

This sequence was forced by winds from 1971 and 1972, but the simulation is not intended to be a 

hindcast, i.e., the circulation is typical of the Gulf, but does not represent the actual Gulf in 1971 

and 1972. The path of the Loop Current eddy, into the southwest Gulf and then north to the Texas 

coast, is typical of large eddies. The simulation includes smaller Loop Current eddies that take a 

path due west, rather than southwest. Figures 26 and 27 show free surface deviation every 90 

days for a typical cycle that includes the.reabsorption of an eddy by the Loop Current. Over the 10- 



Figure 18. Instantaneous view of (a) the free surface deviation and (b) the upper-layer density 
deviation from Experiment 212183.1 on wind Date O93Il97 1. 
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Figure 19. Instantaneous view of (a) the free surface deviation and (b) the upper-layer density 
deviation from Experiment 2 l2i83.l on wind Date 1831197 1.  
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Figure 20. Instantaneous view of (a) the free surface deviation and (b) the upper-layer density 
deviation from Experiment 212/83.1 on wind Date 273/197 1. 
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Figure 21. Instantaneous view of (a) the free surface deviation and (b) the upper-layer density 
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Figure 22. Instantaneous view of (a) the free surface deviation and (b) the upper-layer density 
deviation from Experiment 21 2183.1 on wind Date 094/1972. 
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Figure 23. Instantaneous view of (a) the free surface deviation and (b) the upper-layer density 
deviation from Experiment 2 12183.1 on wind Date 1 8411972. 



Figure 24. Instantaneous view of (a) the free surface deviation and (b) the upper-layer density 
deviation from Experiment 21 2183.1 on wind Date 274/1972. 
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Figure 25. Instantaneous view of (a) the free surface deviation and (b) the upper-layer density 
deviation from Experiment 2 12183.1 on wind Date 00411 973. 
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Figure 26. Instantaneous view of the free surface deviation from Experiment 212/83.1 on wind 
Dates (a) 005/1974 and (b) 095/1974. 
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Figure 27. Instantaneous view of the free surface deviation from Experiment 212/83.1 on wind 
Dates (a) 185/1974 and (b) 275/1974. 



year period, six eddies are shed from the Loop Current. The average Loop Current eddy shedding 

cycle in the simulation is perhaps as much as twice that of the actual Gulf. This may be partly due 

to the additional friction from the shelf mixing. The effective distance between the Yucatan and 

Florida Straits is also reduced by the shelf mixing and has also been shown to have the effect of 

increasing the shedding period in the case of highly idealized Gulf of Mexico geomemes (Hurlburt 

and Thompson, 1980). 

Figure 28 shows interface deviation and upper-layer density deviation annual climatologies 

over the 10 years for Experiment 121/83.1. These fields are comparable to the depth of the 

thermocline and the temperature at that depth (i.e., Robinson, 1973). Figures 29-32 show 

monthly clirnatologies for January, April, July, and October. There is a clear seasonal cycle in the 

density climatology, but a 10-year sample length is too short for any significance to be placed in 

most of the differences in the interface deviation fields. 

Experiment 212/80.0 has been selected as the best one-layer simulation (Ll). Model 

parameters are: 

Upper-layer inflow transport = 10 x 106 m3 sec-1 (10 Sv), 
Wind stress = seven-day Navy winds, 

Horizontal eddy viscosity, A = 200 m2/sec, 

Grid spacing = 20 by 22 km (0.2 by 0.2 degrees), 

Upper-layer reference thickness, H1 = 3,650 m, 

Minimum depth of bottom topography = 30 m, 

Beta, df/dy = 2* 10-1 1 m-1 sec-1, 

Coriolis parameter at the southern boundary, f = 4.5 x 10-5 sec-1, 

Gravitational acceleration, g = 9.8 mfsec2, 

Coefficient of quadratic bottom stress = .002, and 

Time step = 0.5 hours. 

The simulation was spun up from rest for six years to reach statistical equilibrium and then 

run for another 10 years. All results are from the last 10 years. The forcing fields are identical to 

those used in Experiment 121/83.1. The final 10 years of the two simulations have been merged 

as described above (L2+L1). Figure 33 shows upper-layer currents-from both experiments (L2 

and L1) on the same day for the Texas shelf region. The 100 and 200 meter topography depth 

contours are included to show the blending region. Figure 34 shows the corresponding merged 



Figure 28. Annual climatology, from 10 years of Experiment 2 12183.1 (a) interface deviation and 
(b) upper-layer density deviation. 



Figure 29. Monthly climatology for January fmm 10 years of Experiment 212/83.1 (a) interface 
deviation and (b) upper-layer density deviation. 
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Figure 30. Monthly climatology for April from 10 years of Experiment 212/83.1 (a) interface 
deviation and (b) upper-layer density deviation. 



Figure 3 1. Monthly climatology for July from 10 years of Experiment 212/83.1 (a) interface 
deviation and (b) upper-layer density deviation. 
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Figure 32. Monthly climatology for October from 10 years of Experiment 212/83.1 (a) interface 
deviation and (b) upper-layer density deviation. 



Figure 33. Upper-layer current vectors and bottom topography contours for the Texas shelf on 
wind Day 001/1969 for (a) one-layer Experiment 212/80.0 and (b) two-layer 
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Figure 34. Merged current vectors and bottom topography contours for the Texas shelf on wind 
Day 001/1969: (a) "geostrophic" surface currents and (b) surface currents. 
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field (L2+L1), labeled as "geostrophic" surface current, and the surface current obtained after 

applying the perturbation analysis to obtain a detailed vertical profile (L2+Ll+P). Figures 35-37 

show the same merged fields at 90-day time intervals to illustrate the seasonal cycle on the shelf. 

Figures 38 and 39 are one year later than Figures 34 and 35 respectively, illustrating interannual 

variability. 

The present Oil Spill Risk Analysis system at Minerals Management Service calculates the 

surface current due to local wind forcing by taking 3.5% of the wind speed at an angle to the right 

of the wind of between 0 and 30 degrees depending on wind speed (Samuels et al., 1982). This 

current is then added to the geostrophic component to obtain the total surface current. Figure 40 

shows the surface current for a day in January calculated via the perturbation analysis and by the 

3.5% rule (L2+Ll+P vs. L2+L1+3.5%). Figures 41 and 42 show the corresponding wind 

stresses and the surface currents minus the geostrophic component (P only versus 3.5% only). 

Figures 43-45 show the same fields for a day in April. The perturbation analysis typically 

generates a current component that is about 45 degrees to the right of the local wind, which is 

further to the right than the 3.5% rule. This is consistent with the Ekrnan spiral produced by the 

analytic analysis and is appropriate for a steady wind. The different angles, and the fact that the 

perturbation analysis gives smaller magnitudes, is partly due to the absence of the Stoke's drift 

current component from the analysis. The perturbation analysis is also sensitive to the drag 

coefficient used to convert wind speeds to stresses. In this case, the drag coefficient is 0.00012 

[see Rhodes et al. (1989)l. These winds were not generated as part of this contract; if they were, it 

is likely that greater attention would have been paid to what drag coefficient to use. The 

geostrophic surface currents (L2+L1) and the wind stresses have been made available, in addition 

to the surface currents from the perturbation analysis (L2+Ll+P). So the 3.5% rule, or some other 

alternative technique, can be used to obtain the currents due to local wind effects. Figures 46-52 

cover the same period as Figures 33-39, but for the Florida shelf. Obviously, this brief 

comparison is not sufficient to decide on the relative merits of the two approaches. In any case, 

both are very gross approximations to the actual effect of winds on the surface current. 

Figure 53 shows the annual surface current climatology for the full 10-year simulation 

(L2+Ll+P) and a corresponding climatology based on historical ship drift data (N) provided by the 

Naval Oceanographic Office. The observational climatology bins data into one-degree squares, so 

the full resolution of this data set is shown. The model currents have been subsampled in space to 

improve plot clarity. Given the wide variation in horizontal resolution between these two data sets, 



Figure 35. Merged current vectors and bottom topography contours for the Texas shelf on wind 
Day 091/1969: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 36. Merged current vectors and bottom topography contours for the Texas shelf on wind 
Day 18 1/1969: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 37. Merged current vectors and bottom topography contours for the Texas shelf on wind 
Day 271/1969: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 38. Merged current vectors and bottom topography contours for the Texas shelf on wind 
Day 002/1970: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 39. Merged current vectors and bottom topography contours for the Texas shelf on wind 
Day 092/1970: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 40. Merged current vectors and bottom topography contours for the Texas shelf on wind 
Day 001/1969: (a) surface currents and (b) surface currents using the 3.5% rule. 
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Figure 41. (a) Wind stresses and (b) local wind-induced currents for the Texas shelf on wind Day 
00111969. 
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Figure 42. (a) Wind stresses and (b) local wind-induced currents from the 3.5% rule for the 
Texas shelf on wind Day 001/1969. 
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Figure 43. Merged current vectors and bottom topography contours for the Texas shelf on wind 
Day 091/1969: (a) surface cumnts and (b) surface currents using the 3.5% rule. 
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Figure 45. (a) Wind stresses and (b) local wind-induced currents from the 3.5% rule for the 
Texas shelf on wind Day 091/1969. 
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Figure 46. Upper layer current vectors and bottom topography contours for the Florida shelf on 
wind Day 001/1969 for: (a) one-layer Experiment 212/80.0 and (b) two-layer 
Experiment 212/83.1. 
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Figure 47. Merged current vectors and bottom topography contours for the Florida shelf on wind 
Day 001/1969: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 48. Merged current vectors and bottom topography contours for the Florida shelf on wind 
Day 091/1969: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 49. Merged current vectors and bottom topography contours for the Florida shelf on wind 
Day 1 8 111 969: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 50. Merged current vectors and bottom topography contours for the Florida shelf on wind 
Day 271/1969: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 51. Merged current vectors and bottom topography contours for the Florida shelf on wind 
Day 002/1970: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 52. Merged current vectors and bottom topography contours for the Florida shelf on wind 
Day 092/1970: (a) "geostrophic" surface currents and (b) surface currents. 
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Figure 53. Annual surface current climatology (a) from the 10-year merged simulation and (b) 
from historical observations. 
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a side-by-side comparison is more appropriate than a plot of the two fields differenced together. 

Both fields include a mean Loop Current, but it bends further westward in the simulation. Both 

show westward zonal flow at 22N to 23N bending northward near the Mexico~Texas coast. These 

currents are stronger in the observations, but the simulation only includes seven-day wind stress 

averages and the simulated mean flow might be stronger with 12 hourly winds. Figure 54 

compares the annual surface current and annual geostrophic surface current climatologies. The 

zonal flow at 22N is weaker in the geostrophic case, suggesting this is largely a wind driven 

response. Figures 55-58 show seasonal climatologies. In all seasons the simulation shows a 

cyclonic gyre in the far southwest Gulf. This feature is not seen in the observations; however, it 

would be barely resolvable on a one-degree grid and there are probably relatively few observations 

in the region. On the other hand, the wind stresses used by the model are also open to question in 

that region (Rhodes et al., 1989). Figures 59-62 show a representative instantaneous field and its 

difference from the seasonal mean for each season. The differences are taken with respect to the 

model mean, rather than the mean from observations because of the wide variation in horizontal 

resolution between these two data sets. The size of the anomaly is comparable to that of the 

original field particularly in deep water. 

The comparisons, begun in Year 2 (Wallcraft, 1986), between statistical measures of the 

simulated currents and those from actual field measurements have been continued. The ocean 

model simulation is not a hindcast (i.e., it does not claim to represent the actual situation in the 

Gulf over any given time period), so direct day-by-day comparison with observations would be 

inappropriate. This is unfortunate since a direct comparison would provide far more information 

on the quality of the simulation than the statistical measures used here. Figure 63 shows the 
locations of moored current meter arrays deployed as part of MMS's Gulf of Mexico Physical 

Oceanography Program (SAIC, 1986). Very good data has been obtained from these moorings, 

but statistical comparisons are made more difficult by the fact that the data record at many moorings 

extends for no longer than one year. The average Loop C m n t  eddy shedding period is about one 

year, but it can vary from 6-18 months. So a one-year data record is too short to obtain reliable 

statistics about Loop Cumnt related phenomena, which means in practice that the only place where 

the data record is likely to be long enough for good long-term statistics is over the shelf. Figure 64 

shows the full 10-year velocity component spectra from the simulation at mooring MOF, which is 

on the inner shelf so the one-layer model (Ll) results apply. There is very little energy below 10 

days, as would be expected from seven-day averaged wind stress forcing, and there is a strong 



Figure 54. Annual surface current climatology (a) from the 10-year merged simulation and (b) 
"geostrophic" climatology from the merged simulation. 
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Figure 55. Winter surface current climatology (a) from the 10-year merged simulation and (b) 
from historical observations. 
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Figure 56. Spring surface current climatology (a) from the 10-year merged simulation and (b) 
from historical observations. 
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Figure 57. Summer surface current climatology (a) from the 10-year merged sirnulati 
from historical observations. 
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Figure 58. Fall surface current climatology (a) from the 10-year merged simulation 
historical observations. 
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Figure 60. On wind Day 091/1969 (a) surface current from the merged simulation and (b) surface 
current anomaly versus the spring climatology. 



Figure 61. On wind Day 18 lIl969 (a) surface current from the merged simulation and (b) surface 
current anomaly versus the summer. 
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Figure 62. On wind Day 27 111969 (a) surface current from the merged simulation an( 
current anomaly versus the fall climatology. 
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Figure 63. Map of the Gulf of Mexico showing the locations of current meter arrays from the 
Gulf of Mexico Physical Oceanography Program. 
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Figure 64. Velocity component spectra for 10 years from the simulation at location MOF (a) u 
component and (b) v component. 



annual signal in the cross shelf, but not the the long shelf direction. In contrast to the case studied 

in the second year (Wallcraft, 1986) comparison (Figure 1 I), there is no peak at about 100 days in 

the latest simulation. This is additional evidence that the original signal was due to Loop Current 

effects that cannot be present in the merged simulation at this location. Figures 65 and 66 show 
velocity component spectra at location MOD for the observations and the simulation. As in all 

cases, there is very little energy below seven days in the simulation. Both show a peak at about 

50-100 days, but the simulation shows a strong peak at 20 days that is not present in the 

observations. Figures 67 and 68 are for location MOE that has one of the longest set of 

observations (1,090 days). The observations and simulation are in good agreement although the 

10-year simulation shows energy at multiyear periods that is not present in the observations. 

Figures 69 and 70 are for the simulation only at locations MOA and MOC. They show a 

strong peak at about two years, which is the signature of the Loop Current cycle in this simulation 

(six eddies shed in 10 years). Figures 71 and 72 are again for the simulation only, but this time for 

locations MFF and MGG in the central Gulf. A strong Loop Current eddy signature can be seen 

here too. 

Wind stress, surface current (L2+Ll+P), and geostrophic surface current (L2+L1) fields 

from the merged simulation (sampled every three days for 10,750 and 1,600 meter depths, 

sampled every six days for the same 10-year period) have also been delivered, as have detailed 

vertical current profiles (L2+Ll+P) at the locations of all the moored buoys used in Years 1-5 of 

MMS's recently concluded Gulf of Mexico Physical Oceanography Program. Figures 73- 193 

show all the surface current fields (L2+Ll+P) delivered for one full Loop Current eddy cycle, 

which is about 20% of the surface current fields in the full 10 years. 

V. CONCLUSIONS 

This project was designed from the outset to be modest in scope. The limitations of the 

original layered model were known from the beginning (JAYCOR, 1983), but the fact that the 

shelf circulation is vital to the success of any simulation used in oil spill risk analysis was not fully 

appreciated at first. Attempts to improve the multilayered model's skill over the shelf, while 

maintaining the project's modest funding level, have proved largely unsuccessful. The final 

product does not have several of the major enhancements to the model that were originally 

proposed; and instead, uses two related models with the same forcing, but with no other coupling 

between them for the shelf and deep water circulation. If a mare ambitious project were to choose 



Figure 65. Velocity component spectra for 362 days from the observations at location MOD (a) u 
component at 60 m and (b) v component at 60 m. 
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Figure 66. Velocity component spectra for one year from the simulation at location MOD (a) u 
component and (b) v component. 
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Figure 67. Velocity component spectra for 1090 days from the observations at location MOE (a) u 
component at 100 m and (b) v component at 100 m. 



Figure 68. Velocity component spectra for 10 years from the simulation at location MOE (a) u 
component and (b) v component. 



Figure 69. Velocity component spectra for 10 years from the simulation at location MOA (a) u 
component and (b) v component. 



Figure 70. Velocity component spectra for 10 years from the simulation at location MOC (a) u 
component and (b) v component. 



Figure 71. Velocity component spectra for 10 years from the simulation at location MFF (a) u 
component and (b) v component. 



Figure 72. Velocity component spectra for 10 years from the simulation at location MGG (a) u 
component and (b) v component. 



Figures 73-193. Surface currents from the merged simulation every three days for a full Loop 
Current eddy cycle. The wind day for each figure is given by the "DATE" in the 
top right-hand comer of each plot. 



SURFACE CURRENTS 

FIGURE 74 
C. OF MEXICO 21 112:2  0 3 

0 0 nn - DATE = 009/197L 

SURFACE CURRENTS C. OF MEXICO 21 142.2. 0.0 
OSM DATE = 012/1971 

MAX SPEED- 1205 Y:'S 

9 2  



FIGURE 75 
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FIGURE 76 
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FIGURE 77 
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FIGURE 78 
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FIGURE 79 
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FIGURE 80 
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FIGURE 8 1 
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to use a layered model in the Gulf, it should probably look first to flux-corrected transport 
techniques for producing improved simulations; however, such a project would also have the 

option of using several other kinds of ocean models that did not use layers in the vertical. 

The final geostrophic surface currents (L2+L1) and surface currents (L2+Ll+P) from this 

study provide a vastly improved realization of Gulf circulation than the existing alternatives; 

however, there are several limitations in the system design that suggest better simulations may be 

possible, such as the following approaches: 
The most obvious limitation of the deep water circulation is that the simulation's 
typical Loop Current eddy shedding period, at about two years, is twice as long as 
the generally-accepted average period for the Gulf. Other two-layer simulations 
have had shorter eddy shedding periods,.but were less suitable for merging with the 
one-layer results. 

The transport through the Yucatan Straits was held constant in both magnitude and 
profile throughout all the simulations. The only possible source for a detailed long- 
term time series of currents through the Straits would be a numerical model of the 
entire North Atlantic forced by observed winds. The effects of variations in flow 
through the Yucatan Straits on Gulf circulation are not known; if they are indeed 
important, then a time series of this kind would be very useful for future models of 
the Gulf. 

. A better simulation of shelf circulation could almost certainly be obtained by using a 
model designed specifically for that purpose. 

. The validity of blending two simulations at all is open to question. 

The most important model-related question for future field measurement programs is the 

nature and the degree of interaction between on- and off-shelf circulation. It might be that such a 

program would demonstrate that on- and off-shelf circulation can indeed be treated separately 

without significantly degrading simulation skill. At the very least it would quantify the kinds of 

interactions a model, or suite of models, must have to produce better simulations. 

It is probably not possible to produce long-term simulations of the deep water circulation in 

any section of Gulf of Mexico without modeling the entire Gulf at a horizontal resolution of at least 

25 km. Too little is known about the interactions between on- and off-shelf circulation to be 

confident that simulations that decouple these regimes can, even in principle, capture all the 

important variations in the current field. Therefore, the ideal long-term simulation in the Gulf 

would come from a model of the entire Gulf of Mexico or perhaps a system of tightly coupled 

models of the Gulf that demonstrated simulation skill in both the deep wher and on the shelf. The 

problem with this approach is that the vertical scales and, to a lesser extent, the horizontal scales 



required to model on- and off-shelf processes are entirely different. It is extremely difficult to 

include both sets of scales and the transition between them in one model at the same time. There 

are no models that have demonstrated the ability to do this successfully in any comparable oceanic 

region and there are only a few model designs that might, theoretically, be able to so given 

sufficient resources. 

On the horizon, there is an alternative to simulations of any kind. In the atmosphere the 

best source of wind fields are the prediction centers that produce atmospheric forecasts every day. 

Any long-term forecast sequences will provide better statistics than a long-term numerical 

simulation of the atmosphere. Similarly a long-tern sequence of ocean forecasts would be 

superior to any simulation of the Gulf. The routine forecasting of ocean currents on the scales 

necessary for good statistics in the Gulf of Mexico should be a reality by 1994. These forecasts 

will immediately provide a valuable source of verification data for numerical simulations and will 

entirely supplant the need for simulations within 10 years of their introduction. 
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