CHAPTER 2

@? Reseath on Intlaseasonal

to Intelannual \ariability SIRES

Much of CDC eseart is focused on undeianding and pedicting climate variability on lorey than
synoptic time scales. a\are inteested not only in the colet phenomena that occur on these time
scales sug as floods, drughts, atmospheric blocking, thepical MJO, and of cose ENSO, but also

in the variations of the statistics of weather systems. Some of these phen@arsharter duation

than what one might typically associate with ‘climate’ variahiltyCDC, howeer, we ecanize that a
description of climate variability in terms of seasonal mean anomalies can often give a blangrand e
misleading view of what most people experience as unusual weather. Hence our broader focus.

We use a combination of empirical and modeling apphes to address these problems. The empirical
studies range &m simple descriptions employing a variety of observational datasets to ‘linegisén
modeling’ studies. The latter@adesigned to tlorv light on the underlying dynamics, and also yield sta-
tistical forecast models that can be competitive wethegal ciiculation models. Our modeling studies
are conducted using modelanging in compleity from simple planetary Rossby wavegagation
models to the global NCEP atmospheric GCM.

In the last four yeas, CDC scientists have made important contitms to the understanding and pre-
diction of seasonal tropical SST anomalies and their impact on the extratropical atmosphere. They have
also made significant contuitions to the fundamental dynamics wfratropical low-frequency vari-

ability, especially the dynamics ggrning the statistics of weather systems, and haveupdrnuwel
approadies to the mblem of anticipating unusual weatheédome of thiseseart is summarized below

More details can be found in the peer-reviewed journal articles listed at the end of the chapter.

2.1 Understanding and predicting Lead Forecast Bulletin, and the monthly
seasonal tropical SST variations Climate Diagnostics Bulletin, and are

also made \ailable on the \ld
2.1.1SST variations in thedpical Indo- Wide Web (ttp://www.cdc.noaa.gov/
Pacific ocean ~mcp/ Cecile.forecast.htjnl

For several years, CDC scientists vea The forecasts are made using Linear
been supplying skillful forecasts of Indo- Inverse Modeling, which is a method of
Pacific SST anomalies, which are anextracting the dynamical parameters of a
important part of the ENSO phenome-system from data. The assumption is
non. These forecasts are published io twmade that the dynamics can be modeled
publications of the National ¥é4ther Ser- as a stable linear multriate process

vice: the quarterly Experimental Long- driven by geographically coherent white
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CHAPTER 2 Research on Intraseasonal to Interann ual Variability

noise. PRsically, the white noise repre- functions of this propagor matrix rep-
sents the broad-band nonlinear dynamresent the natural modes afriability of
ics afecting the more sloly varying the system. Nw if a dynamical system
‘deterministic’ (and predictable) part of is stable, its eigenmodes must all indi-
a measured signal. This assumption hagidually decay How then can the
been found to be remarkably appropri-obsered predictable gmeth of SST
ate for the description of ENSO as man-anomalies occur? The answer is that
ifested in Indo-Acific SST anomalies. since the modes are not orthogonal,
The assumption passesariety of tests, temporary SST anomaly gath can still
including the dificult ‘“Tau-test’, which occur from their constructe interfer-
suggests not only that the deterministicence. It can be skhm that the domain-
dynamics can be treated as linear andweraged square of IndaBific SST
stable, but also that the parameters assanomalies can amplify by as much as a
ciated with these deterministic linearfactor of 5 @er 7 months by this mecha-
dynamics can be treated as seasonallyism. The initial SST anomaly pattern
independent. associated with this optimal guth is
shawvn in Fig. 2.1a The model predicts
The irnverse modeling yields a systemthat if such a pattern were actually to
propa@tor (or Green function) which is occur as an initial condition, it euld
used in making forecasts. The eigen-evolve 7 months later into the amplified

30S 4 T T ; ; ; "
30E 60E 90E 120E 150E 180 150w 120W qow

Fig. 2.1. (a) The optimal initial structure for sea surface temperature anomaly growth. The pattern is nol
to unity. The contour intea is 0.025, and mtive values are indicated by dashed contours. (b) The li
inverse mode$ 7-month prediction when (a) is used as the initial condition. Contourahgard shading are ¢
in (a).
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Research on Intraseasonal to Interannual Variability CHAPTER 2

mature ENSO pattern iRig. 2.1h That forecasts are competig with dynami-
this is more than an interesting theoreti-cal model forecasts.
cal possibility is demonstrated irig.
2.2 The plot shws that wheneer the An example of a forecast made with our
ewlving obsered SST anomaly field multivariate first-order linear werse
projects strongly on the optimal patternmodel (actually a hindcastubof inde-
in Fig. 2.1a it also tends to project pendent data) is @&n inFig. 2.3 The
strongly on the pattern irFig. 2.1b figure shavs the obsemrd 3-month
seven months later In other vords, it mean SST anomaly field for January
leads to ENSO. February and March (JFM) 1972, the 2-
season SST anomaly forecast made for
Our conclusion that the obsexd/ cou- JAS 1972 using this as the initial condi-
pled Indo-Rcific ocean-atmosphere tion, and the obseed SST anomaly
system can be treated, at least for théeld for AS 1972. The obseed field
purposes of understanding and predictundegoes a substantial change in pat-
ing seasonal SSTawiations, as a stable tern, magnitude, and sigrver the tvo
linear system dvien by spatially coher- seasons, yet the model correctly predicts
ent white noise has major implications.most elements of this change. This is an
Apart from challenging the resgid example of a good, Wi not the best,
wisdom that ENSO arises from an instaforecast that can be made using our
bility of the coupled system, it implies model. It was chosen to illustrate the
that there is no such thing as a singlgoints made abe, and also highlight
‘ENSO mode’ of tropical &riability: in
reality, ENSO is not one modeiba col- Initial condition: JEM 1972
lection of modes. From a practical ™ g
standpoint, our conclusion implies that
much of the nonlinear dynamics incor- “§
porated in intermediate and ahced

120w

coupled dynamical models are parame- " e e
terizable as linear terms in SST plus Prediction for JAS 1972

30N

noise. This may be one reasonydur

! f\ \ \ M‘ ‘.J‘ I B0E 90E 120€ 150€ 180 150w 120w
| | AR iy

Verification for JAS 1972

Cor (Optimal Structure, SSTA) (t-7mo)

(1) (V1SS ‘ouIN [F 28I W) 10D

1 |
1950 1960 1970 1980 1990 2000
Date

Fig. 2.2. Light cure: Rattern correlation of Fig. Fig. 2.3. Example of a 2-season SST anon
2.1(b) with the obsead SST anomaly field on the forecast. p: Initial condition: JFM 1972. Middls
dates indicated. Hewg red cure: Rattern correlatior  Prediction for AS 1972. Bottom: ¥frification for
of Fig. 2.1(a) with the SST anomaly field 7 mor JAS 1972. Contour inteat is 0.2C., and rative
earlier. values are indicated by dashed contours.
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CHAPTER 2 Research on Intraseasonal to Interann ual Variability

the multvariate nature of the coupled in the tropical Atlantic ocean, described
dynamics that are clearly reasonablyin mary studies as being dominated by a
well represented in the model. A north-south SST dipole patternwd
univariate Marlov model would be different irverse models, based on SST
unable to predict either the gvth or data in the tropical Atlantic alone and in
the changes of sign irig. 2.3 It would the tropics as a whole, were constructed.
merely hae the initial condition decay It was found that the global tropical
to climatology possibly with diferent model is more skillful than the Atlantic
decay rates at ddrent points, eer the model in predicting SST anomalies in
domain. the Caribbean and north tropical Atlan-
tic ocean, bt not in the equatorial and
Finally, our assumption of statistical sta-south tropical Atlantic oceans, where it
tionarity might appear inconsistent with is difficult to beat persistence.
the clear obserd preference of El Nifio
to occur during certain times of year. InTo help resole the debate as to whether
fact there is no inconsistencin our the dipole found in arious EOF analy-
description, the obseed phase locking ses is an arifct of the technique or a
to the annualycle is transmitted to the physically real structure, 6-month
SST anomalies through a seasonallyinfluence functions’ (not shwan) were
dependent ariance of the stochastic determined for areavaraged SST
forcing. Indeed the stochastic forcinganomalies in the north and south tropi-
diagnosed from SST anomaly data usingal Atlantic oceans. The 6-month influ-
a fluctuation-dissipation relation appro-ence function for the north (south)
priate only to a stable linear processAtlantic SST represents the optimal ini-
yields a seasonally dependent forcingial SST pattern for maximizing SST
variance. When our stable lineavense over the north (south) Atlantic 6 months
model is dven with this nonstationary later In other vords, it shavs at each
stochastic forcing, the correct phasegeographical location the sengity of
locking of El Nifio to the annual cycle is the area~@eraged north (south) Atlantic
obtained. W& emphasize ajn that the SST to the SST at that location 6
forcing variance is the only seasonally months earlier The maps constructed
varying specified quantity in the model, using only the tropical Atlantic data
and that it is neither the deterministicwere found to be similar and of opposite
dynamics alone nor the stochastic forcsign, with both leading to a clear dipole
ing alone bt the interplay of the tw in six months. On the other hand, the
which accounts for the obsexy growth maps constructed using the global tropi-
of El Nifio events and their phase lock- cal SST data sheed a lage sensitiity
ing to the annual cycle. of the north, bt not the south, Atlantic
SSTs to the SSTs in the Indadffic
2.1.2 SST variations in the dpical basin, especially Nifio-3. These results
Atlantic ocean suggest that the tropical Atlantic SST
dipole is a real phenomenontlithat the
The inverse modeling approach has alsanfluence of the Indo-dific disrupts its
been applied to the problem of under-northern branch so that the dipole is
standing and predicting SSTnations rarely seen in its pure form.
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2.2 The impact of tropical SST fields. The SSTorced contriltion to
variations on the low-frequency this, i.e. the ariance of the 45 ensem-
variability of the extratropical ble-awraged winters, is sha in the
atmosphere middle panel. The bottom panel sf®
the ratio of the SSforced \ariance to
The impact of ENSO is detectablethe total ariance. Clearlythe SST sig-
worldwide. The recent progress in pre-nal eplains only a small part of the total
dicting tropical Rcific SSTs seeral variability of seasonal means in middle
seasons ahead therefore raises the hopaitudes, and its influence is mostly
that at least some aspects of interannualonfined to the &ific-North American
variability may also be predictable else-(PNA) sector.
where, perhapsven in the apparently
turbulent etratropics. Mag GCM
groups are assessing the impact of SST

Winter 200mb Z TOTAL VARIANCE
90N

==~

variations on the global atmospheric cir- 60N

culation in pursuit of this goal. CDC sci- 30N {2

entists are also wolved in this efbrt Fo

through a collaboration with NCE$’ 30

Coupled Model Project. @have access 605

to the output from all the model runs 908 F— e
performed under the project. A 12-

member ensemble of 45-year runs, 400 800 1600 3200

made with the (T40,184el) atmo-
spheric GCM with dfferent initial con-
ditions hut the same obsexd global
SST fields for 1950-95 asvaving
specified boundary conditions, has
proved especially aluable. NCEP has
also generously puwided us with the
GCM itself, so we can perform ouwa 908 e
experiments.

Winter 200mb Z SST-FORCED VARIANCE
90N

400 800 1600 3200

2.2.1 Signal-to-noise atio and

. o Winter 200mb Z
predictability 90N

VARIANCE RATIO

son =" ,_
How large is the tropical SSfbrced son {85 & '
signal in the rtratropics? The question FQ
is surprisingly dificult to answer One 308
possible answer is\gn by the 45-year 605 e
runs mentioned ale. The SSTorced 0STe0 120e 1B Zow 0w 0
signal in these runs is defined as the 12- — L —

member ensemble average minus clima-
t0|ogy The top pane| 0|F|g 2.4shavs Fig. 2.4. The NCEP GCMs simulated totalariance
. _ (top) and SSTorced variance (middle) of DJF-mes
the total ‘a“"_ince of the 540 (_ 45X]_-2) 200 mb heights.The bottom panel wisothe ratio o
simulated winter mean 200 mb heightthe SST-forced variance and total variance.
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The GCM simulations of each 3-month hemisphere in which the SS$drced
season in 1950-95 may also be intersignal is relatively large.
preted as seasonal forecasts made using

perfectly predicted (i.e., obsew)
SSTs, and the ensembleegage inter-
preted as a ‘best’ maximum é&khood

According to the NCEP GCM, then, the
tropical SSTorced signal is small in
the tratropics, and as such the poten-

forecast. Hw good are such forecasts?tial for modestly useful seasonal predic-

The thin cure with open circles ifrig.

tions based solely on SST information is

2.5 shaws a 45-year time series of thelimited to the PM sector during north-
pattern correlation of the predicted andern winter Several other GCM groups

obsered eddy 500 mb height
over the PM sector (20°N-70°N, 180-
60°W). The thick red cuevis a 9-point
running mean. Consistent with thect

that our maximum liklihood forecast is
precisely the SSiorced signal dis-

fields have also arrived at this conclusion. One

may wonder if the conclusion isafse
because the GCMs ¥®& a spuriously
weak sensitivity to tropical SST forcing.
Fig. 2.6 demonstrates that this is not the
case at least for theeksion of the NCEP

cussed above, the forecast skill is appre-

ciable only in ENSO winters when the

tropical SST forcing is lge. Evn in

those winters, a pessimist may contend

thatFig. 2.50nly shavs the skill of pre-
dicting the patterndt not the amplitude

of the 500 mb height anomalies, and
only in the small portion of the northern

Skill Score

Anomaly Correlation

1952 1954 1956 1958 1960 1962 1964 1966 1968 1970 1972

1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994

Fig. 2.5.Time series of the pattern correlation of
obsered and predicted zonally asymmetric 500
height anomaly fields ver the PM region for
consecutie 90-day serages during 1950-95. A nir
point smoother has been applied to generate tt
curve.

0BS

COMPOS I TE

(a)'_

MRF9

Fig. 2.6. Composites of the Decembapril 500 mhb
eddy height anomalies for mature El Nifivests
based on (a) obsations, (b) MRF8 GC»
simulations, and (c) MRF9 GCM simulatio
Contour interal is 5 m, and rgative \alues an
indicated by dashed contours.
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GCM (MRF9) analyzed here. The bot- predictable seasonal signal, and as such
tom panel shas the GCM$ composite it is important to get it right. The ques-
SSTForced 500 mb height signal for tion arises as to whether it is sensitive to
three El Nifio winters in the 1980s. It the details of the tropical SST forcing. If
compares @ry well in both pattern and it is, the accurac of tropical SST pre-
magnitude with the long-term obsarv dictions will need to be high: it will not
tional El Nifio composite sk in the be suficient to issue forecasts of area-
top panel. By way of contrast, the mid- aweraged SST in, sathe eastern equa-
dle panel shws the much weak com- torial Pacific ocean alone.
posite El Nifio signal simulated by an
earlier version (MRF8) of the GCM. Fig. 2.7 shavs the obsem®d anomalous
tropical SST and 500 mb heights in the
2.2.2 The importance of the €grent PNA sector for four El Nifio winters.
‘flavors’ of El Nifio The height fields are appreciablyfdif
ent from one anothgand so are the SST
Small though the SST-forced signal is infields. To what extent are the differences
middle latitudes, it is at present the onlyin the former attribtable to those in the

Winter OBS JFM 1966 Winter OBS JFM 1969
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Fig. 2.7.Obsered winter 500 eddy height and SST anomalies for the El Niéote of 1966,1969, 1983 ar
1992. The anomalies are departures from a 1950-79 climatéddy height anomalies are contourgdrg
10 m, and ngative values are dashed. The SST anomalies are contoueed E K, and ngative \alues are
dashed.
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latter? An answer can am be gven As an eéample,Fig. 2.9 shavs the pre-
using the 45-year runs discussedwabo cipitation signals along the west coast of
Fig. 2.8 shaws the SSTorced 500 mb North America for 9 recent El Nifio
height signals in the four cases. The patevents. The ariation betweenwents is
terns are similar to one anothdespite not negligible.

the tropical SSTs (and the simulated

rainfall fields, shan in the tropical sec- 2.2.3 Identifying the most sensitive
tions) being appreciably ddrent. This areas of tropical SST forcing

suggests that the thtrences in the

height fields inFig. 2.7 are not mainly To the atent that the tropical SST
due to the dferences in the SST fields. forced signalg in the etratropics are a
The 500 mb height signals iig. 2.8 linear function of the SST anomaligs
are relatrely insensitre to the pattern it is meaningful to think of a Green
of the SST forcing; theshav more functionG linking the two ay =Gx A
sensitvity to its amplitude. Hwoever, knowledge ofG would clearly be gry
even such modest ddrences in the sig- useful, lut for a \ariety of reasons is dif-
nals for diferent El Nifio gents may ficult to obtain from the obseational
prove important in rgional predictions. record. We have estimat&ldirectly for

Winter GCM JFM 1966 Winter GCM JFM 1969
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Fig. 2.8. GCM simulated winter 500 mb eddy height and tropicatift rainfll anomalies for the El Nif
ewents of 1966,1969, 1983 and 1992.The anomalies are departures from a 1950-79 climatolpdyeight
anomalies are contouredezy 10 m, and rgative \alues are dashed. The precipitation anomalies are cont
every 4 mm/day, and negative values are dashed.
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Pacific West Coast Rainfall  ual January mode for 4 months with 8
1 different initial conditions, with both
58 " positive and negative 1.5°K SST anoma-
1] lies, and the response defined as half the
66 jr' difference of the ensembleaages of
1 the positve and ngative anomaly runs.
69 ﬂ’*‘v; The entire gperiment irvolved running
1

the GCM for a total of 226 years.

#

1

73 0 ——— |
]

1 The Green function thus estimatedswy
83 ?F -— then used to construct SST influence

functions (i.e., sensitity maps) for lin-

87 ﬂ D ear measures of the xteatropical
1 response in certain et regyions of
88 M ~—— interest. As gplained in the pngous
o section, such a map represents the opti-
92 1 —~— mal SST anomaly pattern for maximiz-
1 ing the response in the gt region, and
95 ﬂ"A also shws, at each geographical loca-
1 tion, the sensiity of the response in
AVG T —— the taget region to an SST anomaly at
LTI TR T TR TR TR T T that geographical locationFig. 2.11
CA OR WA shavs the SST influence functions for

Fig. 2.9. GCM simulated Rcific west coast raiafl area—aerqged preC|p|tat|on In, fev dif-
anomalies weraged between 125°M8°W for the  ferent r@ions of North America. The

November through March rainseason during figure dramatically illustrates theery
recent El Nifio events. different sensitiities of the GCMs pre-

cipitation in these ggons to tropical
the NCEP GCM from the set of SST forcing, and also identifies the most
responses to SST anomalies in the 42ensitie areas of SST forcing for gener-
elliptical areas shen in Fig. 2.1Q For  ating lage precipitation anomalies in
each area, the modelw run in perpet- the target areas.

30N

30Sg5E
Fig. 2.10. Array of 42 oerlapping SST anomaly patches used in the Ggddements. Peak amplitude is 1.5
Only the 0.75 contour is dran for each patch. Diéring line thickness is only to reduce visual clutiére shades
field in the background is the standardiidgon of January-mean SSTs for 1950-95, with daghading foi
values greater than 1 K.
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Fig. 2.11. SST sensitiity maps for areaxeraged precipitation in the indicatedgetr regions, deriad from the
GCM's precipitation responses to prescribed SST anomalies in the 42 areas shown in Fig. 2.10.

2.2.4 Nonlinear aspects of thesponse both the rairdll and 500 mb height
anomaly fields in La Nifa are shifted
The prevailing view of the global atmo- well westward of their El Nifio counter-
spheric climate signal associated withparts.
ENSO is that of a linear response, with
the spatial pattern of anomalies in theGiven the short obseational record
warm (El Nifio) phase opposite to that infrom which thg are dened, one might
the cold (La Nifia) phase. &\find that question the statistical significance of
this paradigm is fl@ed. The upper and these results. Also, the raatif and 500
lower panels ofig. 2.12show observa- mb height composites iRig. 2.12 are
tional composites of the tropical raatif not derved from the same set of ENSO
and 500 mb eddy height anomalies inevents: the rainfall composites are based
northern winter for El Nifio and La on 4 warm and 4 coldwents since 1974;
Nifia, respectiely. The patterns in the the height composites on Samm and 9
lower panel are clearly not opposite tocold eents since 1950. Finally and per-
those in the upper panel. The extrema ohaps most importantlythe composites
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1508 180

Fig. 2.12.0bsened seasonallyvaraged Decembe
February 500 mb eddy height and precipital
anomalies composited with respect to El Nifio (i
and La Nifia (bottom) SST states. The heights
shown only polewrd of 20 N and contours are dra
every 10 m. Precipitation is shwm only equatonard
of 20°N, with shades dwn at eery 2 mm/day
interval.

are not for strictly equal and opposite

SST anomalies.

To settle these doubts, 40 integrations of
the NCEP GCM were performed with a

warm ENSO-lile SST life gcle as
boundary forcing. Thexperiment vas

then repeated with the sign of the SST

forcing reversed.Fig. 2.13 shavs the

ensemble-aarage rairdll and 500 mb
height anomalies obtained in theotw
GCM experiments, in an identical for-
mat to that ofig. 2.12 Even though the
SST forcing is ractly equal and oppo-

site in the eperiments, there is an

that in Fig. 2.12 The basic reason for
this asymmetry, we belieyis that tropi-
cal rainfll responds to the total, rather
than the anomalous, SST.

Given this evidence that the nonlinearity
seen inFig. 2.12is real, and predictable
to some gtent, one wuld hope that the
nonlinear NCEP GCM wuld hae a
substantial advantageeminear models
in forecasting ENSO-related seasonal
anomalies wer the PM region. In fact
the adwantage is only slight. The skill of
the simplest possible linear forecast —
that the seasonal anomaly pattern is the
obsenational composite ofFig. 2.6a
during warm, and the opposite pattern
during cold, ENSO winters — when
plotted inFig. 2.5(not shown), turns out
to be \ery similar to that of the NCEP
GCM.

El Nino
=20

60N 1.
45N
30N
15N
£Q

188

150€ 180

0

60N

45N

30N

15N

Fig. 2.13. As in Fig. 2.12 bt for the GCMSs
response to El Nifio (top) and La Nifia (bottom) ¢

asymmetry of the response similar tostates.
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2.3 The basic dynamics of extratropical level somahere in the upper tropo-
low-frequency variability sphere. Many investigators have studied
low-frequeng variability in terms of
Much of etratropical lav-frequency upper tropospheric Rossby ave
variability is apparently unpredictable dynamics, and a great deal has been
noise, unrelated to tropical SSBria- learned about atmospheric teleconnec-
tions. Although its statistical structure istions in this vay. In a seminal 1983
different from that of synopticaviabil-  paper Simmons, Wllace and Bransta-
ity, with variance maximawer the east- tor (SWB) found that h-frequency
ern rather than the westermadffic and planetary scale Rossbyaves &olving
Atlantic oceans, it is strongly fatted on the zonally arying climatological
by the behaor of synoptic weather sys- upper tropospheric flo were weakly
tems as the approach and decay in unstable, and had structures strongly
these rgions of difluent flov. Much of reminiscent of those of the obsedv
its unpredictability therefore ultimately variability. Because of their sk
arises from the unpredictability of syn- growth, SWB doubted that suchawes
optic weather systems. Thewdre- would appear in a pure form on synoptic
quency variability is also affected by thecharts, and gued instead that the
behaior of tropically forced Rossby would be more evident in long-term sta-
waves, such as those associated with thgstics, especially in a scenario in which
MJO, in these difuence rgions. A the ambient flow is constantly perturbed
clear understanding of eddy-meanwflo by random forcing.
interactions in these gens (as well as
of the eddies themselves) would be welFig. 2.14 shavs the streamfunction of
come, lnt has remained elw@ for the most unstable Rossbyawe in its
decades. Progress in this area wiNéda two quadrature phases, obtained from
large implications for the predictability our avn eigenanalysis of the obsed/
of intraseasonal, interannual andee wintertime upper tropospheric ¥o
interdecadal variabilityRecent wrk by  Except near the pole, the resemblance to
CDC scientists has helped clarifyvse obsered lov-frequeny structures is
eral aspects of the problem, which weundeniable. The amplitude pattern of
summarize next. the wavwe (not shwn, lut imagine the
sum of the squares of thedwanels) is
2.3.1 Low-fequency Rossby wave similar to the obseed \ariance of lov-
dynamics pass filtered 300 mb streamfunction
anomalies, gien in the upper left panel
Extratropical lev-frequengy anomalies of Fig. 2.15 The resemblance, though
tend to be ‘equivalent barotropic’, in the far from perfect, is impresa& consider-
sense that tlyeextend through the tro- ing the \ast simplification made to the
posphere with relately little vertical dynamics. One is tempted to think: here
tilt. If their structures were precisely is the essence ofwefrequency variabil-
separable in the horizontal andrtical ity; a few such Rossby awes, continu-
coordinates, their dynamicsowld be ally excited by white noise forcing, with
gowerned by the barotropic owticity a little extra push from anomalous tropi-
equation at an equalent barotropic cal SSTs during ENSOvents. Unfortu-
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Most energetic phase

Fig. 2.14.The streamfunction of the leading barotropic eigenmode of the 250-mb northern winter climatc
flow at two quadrature phases: (a) the most gt phase, and (b) the least gatic phase. The contour intah
is arbitrary, lnt the same in the wpanels. Negativealues less than one contour in@rare shaded. The moi
evolves from (a) to (b) to -(a) to -(b) to (a) over its period.

nately a closer look (published In three forcing, it predicts that the lag-cari-
papers in thdournal of the Atmospheric ancesC(t) are linlked to the zero-lag
Sciencep reveals that this eragingly covarianceC(0) asC(t) = G(t) C(0) The
simple viev is not \alid in any quantita- remaining tvo panels ofig. 2.15com-
tively useful sense. The basicfatifilty  pare the observed 10-day lag-covariance
is that the forcing cannot be treated a<C(10) of the lav-pass 300 mb stream-
random with a simple statistical struc-function with that predicted using the
ture. If it were white, the linear barotro- observedC(0) as the zero-lag wari-
pic model, gen an initial ance. The comparison is poor; there is
streamfunction anomalyx(0), would even an error of sign over large areas.
predict a most probable anomaly at a

later time a(t) = G(t) x(0) whereGis A red noise forcing produces sowteat
the barotropic propagor The laver better but still unrealistic, lag-caari-
right panel ofFig. 2.15shavs the poor ances (not siven). We hare systemati-
awverage skill of 640 10-day forecasts ofcally  investicated the  statistics
low-pass 300 mb streamfunction madegenerated by a hierarghof stochastic
in this manner using obserd initial forcing distributions, and concluded that
conditions in the winters of 1985-93. extratropical lav-frequeng variability
Given that one does nokmect such a cannot be viewed as stochastically
simple model to produce accurate foreforced barotropic Rossbyames &olv-
casts, only reasonably accurate statisng on the climatological zonallyavy-
tics, one might consider this test tooing upper tropospheric flo The spatial
harsh. Unfortunatelythe model does and temporal structure of the obssav
not fare ay better at reproducing the variability cannot be understood without
obsered statistics. & a white noise also taking into account the detailed
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observed 300 mb
streamfunction variance

predicted 300 mb
10-day lag covariance

_— ’,?\

5 d

%

&

observed 300 mb
10-day lag covariance

anomaly correlation of 300 mb
10-day forecasts

G

\yﬁ

Fig 2.15.Top left: Obsered \ariance of la-pass filtered 300 mb streamfunction anomalies for the winte
1985-93. The filter passes periods longer than 10 days.rifiht: obsered 10-day lag c@riance of the
streamfunction anomalies. Bottom left: predicted 10-day lag covariance of the streamfunction anomalies
15-day drag in the linear barotropic model. The contour iatés0 x 16?m? s'L in all three panels, and are
with negative alues are colored blue. Bottom right: the local anomaly correlation of the predicted anea!
day 10 streamfunction anomalies. The contour interval is 0.15, and areas with negative values are colot

spatial and temporal structure of theln view of the likely importance of the

forcing, respectively.

2.3.2 The most sensitive eas of
Rossby wave fomng, and their
dependence on season

details of Rossby awe forcing sug-
gested abee, we hae attempted to
determine the most sensd#i areas of
forcing for generating lge responses
over North America. As in the prsus
sections, this has been done by con-

20
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structing sensitivity maps, i.e., influencesensitie area of forcing in early spring
functions or optimal forcing patterns, (February-March) is wer the tropical
using our knowledge of the upper tropo-central and eastaeific ocean; in June it
spheric barotropic propatpr  As is over the subtropical af western
before, we seek to maximize a linearPacific ocean. There is also a maak
measure of the responseeo a chosen decrease in the spatial scale of the opti-
target rgion, say the 300 mb geopoten-mal forcing as spring progresses. Some
tial height anomaly \&eraged wer the of these changes can be understood in
western United State&ig. 2.16shows terms of simple WKB theory applied to
the optimal forcing patterns for generat-Rossby wave propagation on the sphere.
ing a large height anomaly in this region

at different times of yeaiSince Rossby In addition to highlighting the sensiti
wave propagtion is strongly décted by ity of western U.S. height anomalies to
the background aorticity gradients, different forcing areas at tiirent times
which change substantially from monthof year,Fig. 2.16 makes another impor-
to month, we epect the optimal forcing tant point. For an arbitrary forcirfg the
patterns also to change from month taesponseR in the taget rgion is the
month, and the do. The changes are projection ofF on the sensitivity mapS
particularly markd during the spring in Fig. 2.1 we write R=SeF. The
and &ll seasons. ¢t example, the most fact thatS is strongly time-dependent

3 \ j‘s\w
""?i" //é%%?j@‘ J (4%’4%""’%
; \az Qv

Forcing influence functions
for Western U.S. height response

A V.

‘&

Fig 2.16. Sensitvity maps for Rossby awe \orticity forcing of western U.S. 300 mb height response, us
obsered base states. The center of thgeharea is indicated by adar filled circle. (The taret area itself is
congiderably lager than the filled circle). The contour intains 6 x 181 ms?2, values greater than 6 x

ms2 shaded red, and those less than - 63 1As2 are shaded blue. The zero contour is not shown for cla
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then raises the possibility of interactionstal flow deformation. W addressed this
across time scales. In otheomss, it is issue in the simplest model capable of
possible for a steady forcing to pro- generating storm-tracks, a 2-level quasi-
duce an unsteady response, and equallgeostrophic model with periodic bound-
for an unsteady forcing to produce aary conditions on a midlatitude beta
seasonal-mean responség. 2.16sug- plane. Idealized backgroundyile, with
gests that such multiscale interactionsrarious combinations of baroclinicity
would be relatiely strong in the transi- and deformation, were prescribed as
tion seasons. Chapter 3 discusses superpositions of an egailent barotro-
study of the 1988 U.S. drought in which pic stationary \ave on a zonally sym-
they may have played a significant role. metric baroclinic flowlIn such flevs the

relative strengths of the zonallyarying
2.3.3 Understanding and predicting the baroclinicity and horizontal deformation
statistics of synoptic weather systems are controlled by a single parameter

the ratio of the stationary ave ampli-
Extratropical synoptic ariability, with  tudes at the upper andaler levels. For
variance maxima wer the western r - 1, the baroclinicity is zonally uni-
Pacific and Atlantic oceans (often form. In this case the model generates a
referred to as ‘storm-tracks’), is strongly storm track Fig. 2.173 that is located
affected by the slw variations of the in the entrance geon of the upper ieel
background flar in space and time. The jet, just downstream of the point of min-
variations of the storm tracks, in turn,imum deformation. & r — 0O, both the
affect the \ariations of the background baroclinicity and deformation fields
flow, acain in both space and time. Asvary zonally The modeb storm track
mentioned earliera proper understand- (Fig. 2.179 is nav located in the xat
ing and modeling of this interaction region of the upper jet, just dmstream
remains an outstanding problem inof the point of maximum baroclinicity
meteorology Some progress has beenFor intermediate alues ofr, the model
made by uncoupling the twcompo- produces tw distinct storm tracks in the
nents of the problem, and asking quesjet entrance and xé& regions Fig.
tions such as 1) gen a background 2.17b). Thus both baroclinicity and hor-
flow, to what &tent can one predict the izontal flov deformation are important,
storm tracks? and 2) \@n the storm but with very different efects on storm
tracks, to what x@ent can one predict track organization.
the structure of the background flow?

Our goal is to understand storm track
Research conducted at CDC has shedrganization well enough to be able to
new light on the first of these questions.predict the different storm tracks associ-
Two different, but complementary, stud- ated with diferent background fles, in
ies have been performed. In the first, thdoth obserations and GCM simula-
focus was on clarifying the roles of v tions. A reasonably simple and accurate
apparently competing processes instorm-track model’ would be useful for
storm-track oganization by a zonally understanding seasonal anomalies, diag-
varying background fle: low-level nosing GCM errors, and parameterizing
baroclinicity and uppetevel horizon- synoptic eddy flugs in simple models
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SSSLta0Ys exponentially stable fi for a finite
SEEES NS 2SS IR time, either through local baroclinic and
: barotropic engy interactions with the
flow or in response to the stochastic
forcing. In a state of statistical equilib-
rium, a fluctuation-dissipation relation
(FDR; also referred to as the Liapwno
equation) links the a@riance of the
eddies to the structure of the back-
ground flav and the ceariance of the
NN === forcing. We assume that the white noise
BAAAae e 7007 forcing alvays has the same constant
covariance. Under this assumption, the
FDR reduces to a one-to-one link
between the synoptic-eddy v@iance
and the background fip and so gien
any background flow, it can be solved to
obtain the eddy c@riance associated
with that flav. All other second-order
Fig 2.17.Syngp_tic-scaletransientleddy egvf(thit_:k statistics such as eddy kinetic amer
o o e onieve isanupcler - momentum and heat flos, and paer
r=0.5 and (cj = 0.25. Line sgements are aligne ~ SPectra, can then also be predicted. This

along major eddy as with length proportional to is our storm track model.
measure of eddy anisotropy.

For long-term mean fles such as the
of low-frequeng variability. The mid- wintertime climatologythe model pro-
latitude beta plane model with periodicduces rather realistic climatological
boundary conditions, though useful forstorm tracks. Fig. 2.18 shaws the
investicating storm track sensiities to  obsered and predicted synoptic-eddy
certain features of the backgroundaflo streamfunction ariances at 400 mb, and
is too simple for this more ambitious also the 400 mb streamfunction tenden-
purpose. cies induced by the obsed and pre-

dicted eddy wrticity fluxes. In viev of
We hae subsequently constructed athe simplicity of the 2-keel quasi-geo-
more sophisticated, but still very simple,strophic dynamics and the drastic
storm-track model that is applicable inassumptions made about the forcing, the
realistic settings. W consider a 2-l&l models predictions based only on a
hemispheric quasi-geostrophic modelknownledge of the climatological mean
linearized about a specified backgroundlow are astonishing. ¥also find that
flow, and force it with Gaussian white the FDR is sensite enough to back-
noise. r seasonal-mean ¥s, the ground flav changes that it is able to
model is baroclinically stable for a rea-predict important aspects of the
sonable choice of damping parametersobserned seasonal ariation of storm
As emphasized by geral investigators, tracks associated with the seasoral-v
synoptic eddies can still groon an ation of the background o Fig. 2.19
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#ﬁ!‘w\‘,
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Fig 2.18. Comparison of some observed measures of synoptic eddy variability (left) with those predictec
storm-track model (right), for northern winter (DJF). Synopédability is defined here as thaniability of 1-
to-8 day band-pass filtered eddiempTpanels: Obseed and predicted 400 mb streamfunctiariance.
Contour interal is 1x16-3 m4s2, and \alues greater than 6 contour intiesare shaded. Bottom panel
Obsened and_predicted 400 mb streamfunction tengenduced by synoptic eddyoticity fluxes. Contour
intenal is 6 n? s2, values greater than 6412 are shaded bvan, and those less than - 6812 are shaded
blue. This streamfunction tendgnds a measure of the synoptic eddy feedback on the backgr
climatological flow.

compares the obsexet and predicted The success of these calculations sug-
400 mb synoptic eddy kinetic eggr gests that it is not necessary tedke
maps for January and April. The either &ponential baroclinic instability
obsened Rucific storm track is we@&k or the details of synoptic eddyatation
than the Atlantic storm track in Januaryto understand most of the obsedv
(even though the &ific jet is stronger characteristics of »ratropical storm
than the Atlantic jet), and stronger thantracks, and their sl variations in time.
it in April. The model successfully cap- Rather the dynamics of honmodal syn-
tures this behavior. optic eddy grwth in the Rcific and
Atlantic jets, and the propatgon and
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Fig 2.19. Comparison of the obsesd (left) and predicted (right) 400 mb synoptic eddy kineticggnéor
January (top) and April (bottom). Contour interval is 159¥, and values greater than 103 &¥ are shaded.

dispersion of the eddy acitly in the dif- The dominant mode ofaviability of the
fluent rgions devnstream of the jets, zonal mean 500 mb winds, determined
appear sufficient for this purpose. through an EOF analysis and shmoin
the upper panel dfig. 2.2Q is associ-
2.3.4 Zonal mean flow - stationary ated with meridional displacements of
wave interactions the jet between 35°N and 55°N. The
lower panel ofFig. 2.20 shavs a 47-
Given that the climatological zonal year time series of a winter zonal imde
mean flov strongly afects the structure defined as the zonal wind flifence
of the climatological stationaryaves, it between 35°N and 55°N. Its interannual
seems plausible toxpect that zonal variability is appreciable, and interest-
mean flov changes will also &ct the ingly, it is only weakly correlated with
stationary vaves, thus contriliting to the interannual ariability of tropical
extratropical lav-frequeny variability.  Pacific SSTs. The indeis, havever,
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U answer this question for the winters of
o 1977-94 using a steady linear baroclinic
| stationary wag model. Br each winter
ok we specify the terms representing the
g e | adwection of the climatological station-
ary waves by the anomalous zonal mean
) circulation as a steady forcing, and
! interpret the response to this forcing as a
o ‘zonal anomaly-forced signaFig. 2.21

compares the standardwvigion of the
sonal mnoex L7 eddy 500 mb height signals thus
obtained with the standard\dation of
ol || | the 17 obsemd eddy 500 mb height
' bl ".|| s "lll" anomaly fields. The point of this com-

oN s o ®

!
~

parison is similar to that of the upper
and middle panels &fig. 2.4 The zonal
anomaly-forced signals irFig. 2.21

Fig. 2.20. Top: The leading mode of wintertime 5 ¢ in’ -
mb zonal mean windariability. Bottom: The zong apparently explaln a much la‘ger frac

mean inde defined as the dérence in 500 m  tion of the total seasonal variability than
zonal-mean zonal geostrophic wind betw  explained by the SSforced signals in
latitudes 35°N and 55°N for the winters of 1¢ Fig 2.4

through 1994 (units m/s). The geostrophic win e

computed from the NCEP analyses of the 500

geopotential height field north of 20°N. A pogit

zonal mean inde denotes westerly anomalies

35°N relative to those at 55°N.

-4

"7 4B 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 86 90 92 94

significantly correlated with thexgat- ..
ropical stationary wave anomalies; in
fact, in lage portions of the hemisphere | .
the correlations are comparable to and «{
even greater than those associated with
ENSO.

What is the dynamical significance of s ™ 500mb STD_(ZONAL/EDOY)
the \ariability of the zonal mean fig? P e » 5
Given that it dects and is d&bcted by
the \ariability of the stationary aves, =
one is agin looking at a coupled eddy- «» 7 4L WS o
mean flov interaction problem. As
before, some insight may baiged by » _
uncoupling it and asking questions suctfd 5%, J% SERIEE, ST Ol heigh
as: gven the anomalous zonal meancalculated from NCEP analyses (top), and \aefi
flow for a Winter, to what extent can onefrom the linear model response to the anomal
predict the anomalous StationaraVes  2ana Toen. s s oo e o

for that winter? W hae attempted to values greater than 40 gpm are colored red.
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These calculations suggest that a sub- ,North Pacific SST INDEX
stantial portion of the le-frequency |
variability of the zonally asymmetric ‘L. ." ."|l-- L rpreppe
circulation is associated with that of the ™ I
zonal mean circulation. ®V/recognize, > —m w wm we e e e T s
of course, that both are mostly unpre-

dictable noise. Neertheless, the aft , quatorial Pacific R

that the zonally symmetricaviability is | 1 | I |
relatively low-dimensional noise (in its  ojb-=pre ey Ll byt Leed e
ol I T | | | | |

o
-

EOF space) suggests that the zonally;!
asymmetric ariability is also relatiely = & w0 W we ws w0 s we s
low-dimensional noise. It is interesting
to note in this contd that nearly 64% of
the \ariance of the 17 signals iRig.
2.21 is eplained by a single pattern
associated with the anomalous zonal
wind profile inFig. 2.2Q

Standord Deviation DJF SST

2.3.5 The ole of e<tratrop|cal SST Fig. 2.22. Top: Ind of area-seraged DJF-mes

variations SST anomalies in the gimn 40°N-50°N, 150°E
160°W Middle: Inde of area-seraged DJF-me:

g SST anomalies in thegimn 5°N-5°S, 180" \AL00°W
Interannual wriations of SST are not (middle). Bottom: Standard diation of DJF-mea

confined to the eastern tropicahdffic  SST anomalies during 1950-95.

ocean. As shan in Fig. 2.22 there is

also substantial SSTaviability in the

North Pacific and North Atlantic basins. atmosphere cares less about anomalous

Furthermore, there isviElence that a extratropical SSTs than viceexsa. This

large portion of it, especially in the still leaves the question open,wever,

western oceans, occurs independently odis to precisely how much it does care.

ENSO. The top and middle panels of

Fig. 2.22shav the time series of area- Many atmospheric GCM >@eriments

averaged winter SST anomalies in thehawe been performed with prescribed

western North Bcific and eastern equa- extratropical SST anomalies to deter-

torial Pacific oceans, respeetlly. Their mine the atmospheric response to them.

correlation is only - 0.15. The results hae been ariable and con-
fusing, not only because the response is

Despite map studies, the impact of weak and dffcult to establish in short

such atratropical SST ariations on integrations, bt also because it is sensi-

low-frequeny atmospheric ariability tive to the precise location of the pre-

remains unclear Empirical lead-lag scribed SST anomalies in relation to the

relationships studied by CDC scientistsatmospheric jet streams and their associ-

strengthen the we that the SST ari- ated storm tracks.

ability is more of a response to the

atmospheric ariability than a generator CDC scientists are taking some of the

of it. In other vords, the etratropical first steps in systematically investigating
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these sensitities. A series of long ary response is baroclinic; the February
NCEP GCM integrations have been per+esponse is nearly equivalent barotropic.
formed using an idealized SST anomalyThese diferences highlight the Ige
pattern in the northwestaBific (Fig. sensitvity of the response to the rela-
2.23, with amplitude roughly double tively minor changes that occur in the
the standard deation of obsered SST Pacific jet and storm track from January
anomalies in the region. Four sets of 96t0 February.

month runs hae been made for both

perpetual January and perpetual Febru2.4 The predictability of extreme
ary conditions. The lwer two panels of climate and weather events

Fig. 2.23 shav the ensemblevarage

500 mb height responses obtained in thén essence, weather and climate predic-
two cases. Both are much weakhan tion are both problems of predicting the
the response to tropical SST anomaliesonditional probability distributiofs of
discussed in the prmus section, and anomalies gien that somewent (a par-
very different from one anotheiTheir ticular initial condition, ENSO, or a
associated ertical structures (not doubling of Carbon Dioxide, forxam-
shown) are also very different: the Januple) has occurred. The usefulness of the

North Pacific SST Anomaly
==

500mb Z Jan Response 500mb Z Feb Response

Fig 2.23SST anomaly pattern specified in the perpetual January and Februaryxg&iments (upper panel
The GCMS 500 mb height response in the perpetual Janugugrienent (lever left) and in the perpetue
February experiment (lower right).
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prediction depends upon Wodifferent  the awrage forecast skill afis low, the
Pt is from the unconditional distuition  forecast is more skillful in some cases
P. If the distrilutions are normal, tiye than others, either becausk is rela-
are completely defined by their meandively large orof /o is relatvely small.
and standard detions; we may write One may attempt to identify such cases
Pf = N(s,0f) andP = N(0,0). Heres is  beforehand, that is, ‘forecast the fore-
the most lilely anomalous state (the cast skill. CDC scientists ka been
‘signal’) andof a measure of the range investigating both of these possibilities,
of possible states (the ‘noise’) after thethe first in the conteé of seasonal pre-
event has occurredo is a measure of dictions ower North America, and the
the range of possible states before it hasecond in the comté of medium to
occurred (the ‘natural ariability’). In  extended range weather prediction.
practice,sand of may be estimated as
the sample mean and standardiaiion, 2.4.1 The altered risks of extreme events
respectively of an ensemble of fore-
casts, ando estimated as the climato- Even apparently small changes of the
logical standard deation. Note that the normal distrimtion can hee lage
forecasts in question may be eitherimplications for the probabilities of
dynamical or empirical forecasts. extreme @ents. or example, a shift of
half a standard d@tion to the right
The usefulness of a forecast is thens/o = 0.5,0f /0 = 1) nearly doubles the
determined by the alues of of /o and  probability of \alues greater thanot
slo. If of lo << 1, as in short range from 16% to 31%, and more than halves
weather prediction, the maximum likeli- the probability of alues less tharo
hood forecass is ‘deterministic’. Such from 16% to 7%. For the shift accompa-
a forecast is useful gardless of nied by slightly altered variability, say
whether o is lage or small. In of/o = 0.8, these changes are from 16%
extended-range weather prediction, seato 27%, and from 16% to 3%, respec-
sonal forecasting, and global changdively. The occurrence of ENSO is asso-
scenarios, heever,of /o ~ 1. In such a ciated with similar small shifts and
situation,s can still be useful as a fore- altered variabilities in the distribtions
cast ifs/o >> 1. In most cases, Wwever, of extratropical @ariables. Soen if the
slo << 1, and consistent with thithe ENSO signal is not lge enough to
average skill ot is low (e.g.Fig 2.5. affect appreciably the xpected mean
values of those ariables, it can still
The problem, then, is noto make opti- greatly afect the probabilities of their
mal use of forecasts whefo <<land extreme values.
of /o ~ 1, that is, whef®s is close toP.
There are tw possibilities. One is to use It is clearly important to determinief
the fact that gen in such situations the andP as accurately as possible if one is
differences betweeRf andP are rela- to drav inferences about the altered
tively large on the tails of the distib  risks of etreme @ents associated with
tions, and so focus on predicting theENSO. One may attempt to do this
altered probabilities ofxtreme &ents. either through a large ensemble of GCM
The other is to use thadt that gen if  simulations with and without ENSO, or
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through an analysis of past obsmilv ENSO. The altered odds are mosi- e
behavior The two approaches are com- dent at a one-season leddlg. 2.24
plementary Both hae their adantages shaows the relatie risk, compared to a
and dravbacks, and both are on our climatological risk of 20%, of the occur-
research agenda. rence of &treme springtime precipita-
tion anomalies associated with El Nifio
We hare made some progress with the(upper panel) and La Nifia (lower panel)
empirical approach in estimating thein the preceding winteiThere is a great
altered risks of dreme U.S. precipita- deal of information of both scientific
tion anomalies associated with El Nifioand practical interest on these maps.
and La Nifa. Br this study a long-term The green areas matt ‘Wet’ are those
SOI time series and NCDC Climate for which there is a substantially higher
Division precipitation data for 1896- risk of an e&tremely wet spring accom-
1995 were used. The results suggest thgtanied by a substantiallyve@r risk of
the odds of etremely dry or wet spring an &tremely dry spring. The yelo
seasons in the southwestern U.S. arareas markd ‘Dry’ are those for which
significantly changed as much as threehe opposite is true, that is, a substan-
seasons in adnce by the occurrence of tially higher risk of an xtremely dry

a) b) DJF El Nino vs. MAM PRCP
m Significant Risks: 1896—-1995
8 Normal climate distribution
3 %’.{' [Py
bud Dry 0 Wet £ * V
: 2 o ) '14;‘@*2;
o) L
WA STk
5\ Shifted mean ---’}k oo
: o JFEEN
Reduced variability
oy 0 Wet C) DJF La Nina vs. MAM PRCP

Fig 2.24.(a) Schematic illustrating lochanges in
the mean or ariance alter the risks ofxeeme

climatological risk of 20%) of the occurrence a TR T o
extreme springtime precipitation anomaliegepthe EE}E%““%E}';&
U.S. associated with El Nifio and La Nifia in thé -E'ﬁ‘.‘-“gl“’!')kz,%
preceding winter. The impact of ENSO involves bot —-t==!""‘i’l /‘%—*‘a}i
changes in the mean and higher moments of the U.S: ggﬁp}'ﬁ .-,;“K'ig?
climate distributions. In particulaa shift in the mean '|!=} ,l‘w“%‘
increases the risk of ongteeme and reduces it of the ‘1.&%\!«-7‘

other The areas maek ‘Wet' and ‘Dry’ refer to
these situations. On the other hand, increased or
decreasedariability associated with ENSO raises or
lowers the risks of eithexeeme, which are maekd | \ \ \
‘Both’ and ‘Reduced’, respectively. No Dry Wet Both  Reduced
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spring accompanied by a substantialljthe mean deation of the indvidual
lower risk of an etremely wet spring. In  members from the ensemble-mean. The
the olve green areas ma#t ‘Both’, two quantities are then averaged over all
there is a higher risk of bothxteemely 105 cases and all grid points. The blue
dry and &tremely wet springs due to and black curves ikig. 2.25show such
increased ariability associated with awverages ofE and of, respectiely, for
ENSO ©f /0 > 1), and in the red areas the 250 mb streamfunction as a function
marked ‘Reduced’, there is a reducedof forecast lead time. Ideallyhe two
risk of both etremely dry and curves would be identical. Theatt that
extremely wet springs due to reducedthey are not suggests that there is room
variability (of /o < 1). Note also the for improvement in the NCEP ensemble
interesting asymmetries in the maps forforecasting system; it is possible that
El Nifio and La Nifa. both initial condition and model errors
are being undersampled in generating
2.4.2 forecasting the facast skill of the ensembles.
weather events
The red cure in Fig. 2.25 shavs the
No weather or seasonal forecasting syseorrelation of the ariations ofE andos
tem displays uniform forecast skill. In over the 105 cases, obtained first at each
the slo <<1, of/c ~ 1 scenario, espe- grid point and then\eeraged wver all
cially, the errorE of the ensemble-mean grid points. It reaches a maximum of
forecasts can \ary substantially from about 0.3 at forecast day 5, and
case to case. The question is to whatlecreases rapidly after that. One expects
extent these ariations are predictable. the correlation to decay for longer lead
As mentioned earlieone might gpect times, because at longer lead times the
E to be smaller whes/o is relatvely
large and/oraf/o is relatvely small.
Many researchers ka focused on the 27
latter as being more ref@nt in medium
and etended range weather prediction. ~* %" 7
In particular they have searched for a
simple  ‘error/spread’  relationship
betweenE and of for possible use in
operational predictions & We at CDC
are also acte in this research area
through a link with NCEP. ' Zo— Ensenbl e Mean Error

—@— Spread/ Error Correlation
—@— Ensenbl e Mean Spread
0. 0e+00 T T T T T T T T 0.15

Fig. 2.25 shavs some results from a 12 3 45 6 7 8 9 10
recently completed study of the error/ Forecast Lead Time (days)
spread relationship in 105 cases of 17-Fig 2.25Ensemble RMS spread (black) and RMS

rror (blue) for 250 mb Northern hemisphere
member ensemble forecasts made agtreamfunction as a function of forecast lead time

NCEP in the winter of 1995/96. In each using NCEP ensemble forecasts initialized between
case. the errdg is defined at each grid- November 15, 1995 and March 15, 1996. The

- . temporal correlation between spread and skill
point as the magthde of the ensemble?’:wseraged ver all Northern hemisphere gridpoints is
mean forecast erroand the spreadf as  shown by the red curve.
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conditional probability  distribtion  Table 2.1 Contingeng table of RMS spread a

i i ic. RMS error at forecast day 5 for the same
N(S’Of) tends to the Cllmatomglcal dis forecasts used to create Fig. 2.25. Entries in the

tribution N(0,0). The ensemble mean are the probability that the error is in aai class
forecast is then wlays close to climatol- given that the spread is in that class. Both the sy

: - and the skill are dided into five classes (c
0gy, and therefqre Its errorax?le_s from quintiles), each with 20% (or 21)ales for eac
case to case with standardvidd&ion .  gridpoint. All gridpoints in the Northern hemispht
The ensemble spread,vtm/er remains Poleward of 20 N are used, so that each entry il

. table is computed using 144x29x21=87696 valut
approximately constant near, and so

the C0rr6|at|0n dI’OpS Sp_regui Spyegd Sp_re_ad Sp_re_ad Spfegd
quintile quintile quintile quintile quintile
0.1 0.3 0.5 0.7 0.9
The error/spread relationship between e = o3 | o2 | o1 | ouw | ow
0.1
the ensemble-mean errd and the Error
- . uintile 0.23 0.22 0.20 0.20 0.14
ensemble spreadf is thus &irly weak "0

in the NCEP forecast ensembles. AS We e | 01 | o0z | oz | oz | o
saw in regard to the extratropical impact —z
of ENSO in the préous sections, - i I I I M M
ever weak linear correlations carvgia ainde | oos | o1 | ow | oz | oz
misleading impression of the utility of “—*°
the connection between tmquantities.

Table 2.1 is a contingenc table of actual alues are only mgmally differ-
ensemble-mean error and ensemblent from 0.2 wer most of the table,ub
spread for the same 105 forecasts of 25they are substantially diérent from 0.2
mb streamfunction. The entries are pro-at its corners. This means, foraenple,
portional to the joint probability of that whenof is in its highest quintile,
obtaining the error and spreadlves in  the chances oE being in its highest
the indicated quintiles. Thus an entry inquintile are 3.4 times the chances of its
the ith rov and jth column represents being in its levest quintile. There is thus
the probability of the simultaneous some utility in the relationship between
occurrence oE in itsith quintile andof  spread and errpwhich is obscured by
in its jth quintile. If there were no rela- the low linear correlation.

tionship betweenE and of, all the

entries vould be 0.2. If there were a per- Contributed by: P Sadeshmukh, .J
fect linear relationship, all the diagonal Barsugli, M. Boges, R. DoleM. Hoer-
elements wuld be 1 and all the Bf ling, M. Nevman, S. €ng C. Renland,

diagonal elements auld be zero. The J. Whitaker, and K. Wolter.
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