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The two- and three-dimensional~2D and 3D! versions of ALEGRA-HEDP@A. C. Robinson and C.
J. Garasi, ‘‘Three-dimensional Z-pinch wire array modeling,’’ Computer Physics Communications,
submitted# have been utilized to simulate discrete wire effects including precursor formation in 2D
(r -u plane! and nonuniform axial ablation~3D!. Comparisons made between 2D and 3D
simulations indicate that 2D simulations overestimate the mass ablation rate by a factor of 10–100
with respect to the 3D case, causing pre-mature motion of the array with respect to experimental
data. Additionally, the 2D case advects a factor of 5 more current to axis than the 3D case. The
integrity of the simulations is assessed by comparing the results to laser imaging of wire ablation
and array trajectory information inferred from visible and x-ray imaging. Comparisons to previously
proposed ablation models are also presented. These simulations represent the first high-fidelity
three-dimensional calculations of wire-array pinch geometries. ©2004 American Institute of
Physics. @DOI: 10.1063/1.1683506#

I. INTRODUCTION

The implosion of centimeter-high cylindrical wire arrays
via megaAmpere current drives has proven itself as an effi-
cient means of converting electrical energy into x-ray
radiation.1–3 The radiation output from these arrays is rel-
evant to the study of radiation–material interactions and ab-
lator physics found within inertial confinement fusion~ICF!
programs4 as well as laboratory astrophysics studies.5,6 Vari-
ous wire array configurations have been proposed7,8 in order
to increase power output and meet requirements for ICF.
Understanding how these arrays work and avenues for their
optimization is critical to the success of ICF programs.

The development of models that adequately represent
the various phases of current-driven wire array evolution re-
quires the coordinated efforts of experimental, theoretical,
and numerical approaches. The advent of more detailed ex-
perimental diagnostics and enhanced computer simulation
methods have increased our understanding of the physics and
dynamics associated with wire arrays.9–11 Early models that
assumed wire material explosion and evolution into unstable
cylindrical shells of plasma during collapse have been re-
placed with more complex descriptions as enhanced radia-
tion diagnostics are utilized to diagnose the state of the
plasma.12–14Figures 1 and 2 illustrate the complexity of wire
array evolution using laser shadowgraphy during wire initia-

tion, subsequent wire merger, and the beginning of array im-
plosion on the Z accelerator at Sandia National Laboratories.
The images display nonuniform wire ablation in well-defined
streams, injecting plasma pre-fill interior to the array before
the bulk of the array collapses due to magnetic forces. Non-
uniform wire ablation leads to nonuniform wire breakup and
a loss of the well-defined streams. Nonuniform wire breaks
provide a mechanism for some material to be left behind as
the bulk array mass stagnates onto the pre-fill. Once the bulk
material has stagnated, electrical current can shift back to the
material left behind, causing it to stagnate onto the already
collapsed bulk array mass.11 These complex effects impact
the total radiation output from the wire array and its appli-
cation for ICF purposes.

Computational modeling of Z pinches has met with both
success and failures.15 Initially started in one dimension,
moved to 2D cylindrical, and final progression to 3D has
been slow to occur due to computational requirements~algo-
rithmic and hardware!. Each evolution in simulation capabil-
ity has provided further insight into and understanding of the
complexity associated with wire array ablation and dynam-
ics. Each step is missing some integral piece of the physics
that impacts the net radiation output, asymmetries, etc. Valu-
able insight has been gained from these simulations, which
makes these approaches useful despite their limiting assump-
tions.

To date, simulations have not been able to capture the
phenomena seen experimentally due to limitations in the

a!Paper BI2 2, Bull. Am. Phys. Soc.48, 20 ~2003!.
b!Invited speaker.
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ability to accurately model the relevant geometries, assump-
tions of the material properties, initial conditions, and spatial
resolution requirements. The purpose of this study is to fur-
ther our understanding of wire array physics in 3D, attempt
to reproduce the experimentally observed phenomena, and to
discuss the limitations associated with modeling wire arrays
in multiple dimensions. In Sec. II we describe the algorithms
used to perform the simulations. Initial conditions for the
simulations are discussed in Sec. III, followed by 2D simu-
lations and discussion of their applicability in Sec. IV. Three-
dimensional simulations are then presented in Sec. V with
additional comparison to 2D simulation results. A brief sum-
mary is then presented in Sec. VI.

II. ALEGRA-HEDP

Sandia National Laboratories has developed a multi-
physics research code tailored to simulate high energy den-
sity physics~HEDP! environments. ALEGRA-HEDP16 has
been used previously to simulate the evolution of wire arrays
in 2D,17,18 to examine wire initiation in one-dimensional
~1D!,19 and simulate magnetic flyer plates for isentropic
compression experiments.20 To date it has produced the high-
est fidelity, 2D simulations of wire-array ablation and precur-
sor plasma evolution.17,18,21 The 3D version of ALEGRA-
HEDP is now available and provides us with the ability to
simulate the inherent 3D structure of wire ablation and array
dynamics that is observed in experiments.

ALEGRA-HEDP uses an Arbitrary-Lagrangian-Eulerian
~ALE! operator split algorithm to solve the resistive magne-
tohydrodynamic~MHD! equations as well as thermal and

radiative transport. ALEGRA-HEDP originates from the
ALEGRA code initially used for solid dynamics
applications.22 ALEGRA assumes that material motion can
be described in terms of a Lagrangian step in which the
various physical processes may be updated separately. The
hydrodynamic approach is based on an explicit Lagrangian
formulation to update the velocities and positions using a
staggered formulation in space and time. An implicit mag-
netic diffusion formulation is used to update the magnetic
field after the hydrodynamic motion of the material. After the
Lagrangian steps have been performed, the remap portion of
the ALE algorithm computes new values at new mesh loca-
tions. Mass, momentum, and energy are remapped using lim-
ited reconstruction algorithms based on a hexahedral mesh
topology. The magnetic fluxes are remapped using a con-
strained transport algorithm to perform updates of the
divergence-free magnetic-flux-density representation.

The implicit 3D magnetic diffusion discretization is
based on a finite element formulation in which the discrete
representation of the electric field utilizes low-order hexahe-
dral edge elements and the magnetic flux density is repre-
sented using low-order face elements. The implementation of
this discretization is crucial to solution accuracy. ALEGRA-
HEDP has the ability to simulate vaccum regions, using low
values of conductivity for rapid diffusion of magnetic field.
This ability allows us to avoid the usage of physics cutoffs
found in other MHD codes. The matrices created using this
approach typically have a high condition number associated
with a singular stiffness matrix having a large discrete null-
space interacting with a mass matrix proportional to conduc-
tivity in domains with several orders of magnitude variations

FIG. 2. Laser shadowgraph images for high wire number tungsten array
~300-wire, Z1175, P. I. Dan Sinars!. Times shown are:~a! 2.442 ms, ~b!
2.462ms, ~c! 2.526ms, and~d! 2.535ms.

FIG. 1. Laser shadowgraph images of time evolution of low-wire number
stainless-steel array~22-wire, Z1141, P. I. Brent Jones!. Times shown are:
~a! 2.440ms, ~b! 2.455ms, ~c! 2.470ms, and~d! 2.486ms.
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in spatial resolution as well as electrical conductivity. In or-
der to obtain an accurate and efficient solution to these types
of matrices, an algebraic multigrid iterative solver was de-
signed specifically for this type of discretization of the mag-
netic diffusion equation.23

Thermal and radiation transport models have been
implemented and are essential for modeling energy transfer.
The thermal transport discretization is a face-centered, sup-
port operator methodology. Thermal coupling is forced to be
local since no algebraic multigrid is available. A nodal finite
element discretization is used for radiation diffusion and an
algebraic multigrid capability is available.

III. INITIAL CONDITIONS

In wire arrays like those fielded on the Z accelerator,1–3

the early time pre-pulse current sufficiently heats the indi-
vidual wires to above one eV, thus the wires melt, vaporize,
and eventually convert to plasma, although not necessarily at
once. The conversion of a single wire from solid-density
room temperature to plasma is a complex process, involving
multiple phase changes from solid, to liquid, to vapor, and
eventually plasma. Indeed, in some instances a multi-phase
liquid–gas foam structure is observed.13,24,25The simulation
of such complex physics, the formation of nucleations sites
or explosive boiling, for example, is not presented here.
ALEGRA-HEDP is a single-phase, continuum approxima-
tion code and thus~in its present state! cannot simulate such
phenomena. On the other hand, simulations of aluminum
wire breakdown from cold solid to a core/corona structure do
compare well with experiments19 and prove useful in making
good approximations of the initial conditions used here. Dur-
ing breakdown the time of corona formation and the energy
deposited within each core are important, hence the most
reasonable approach must be used.

The approach used to obtain the simulation initial con-
ditions in this study was to start with a two-state initial con-
dition consisting of a liquid core and a corona. The density
and temperature of the two-state initial condition were cho-
sen based on the evolution of single wire 2D RZ initiation
calculations using the current drive~normalized appropri-
ately per wire! in Fig. 3. For each of the Tungsten 1 cm
radius wire array cases examined~30-, 90-, 300-, and 600-
wire! the density started at nearly solid-density and the tem-
perature was set to 0.5 eV (;5800 K). The initial diameter
of each wire was 39.9mm ~30!, 20.69mm ~90!, 11.35mm
~300!, and 8.0 mm ~600!. Corona was initialized out to
1.53 of the wire radius, with a temperature of 8.5 eV and a
density four orders of magnitude below solid density. The
material models used for this study were equation of state:
ANEOS SESAME 3540, conductivites: Lee-More-Desjarlias
~LMD !26 for Tungsten, and XSN opacities for single-group
radiation diffusion calculations.

The location of the initial conditions in material phase
space~Fig. 4! places the wire cores just beyond the melt-
transition along the vapor dome. The start time for each
simulation was 2.37ms, close to the beginning of the foot of
the current pulse. Magnetic field was pre-diffused before the

dynamics were initiated in order to obtain a proper solution
for both the global and local magnetic field about the wires.

IV. 2D SIMULATION RESULTS

Three 2D simulations were performed in thex-y (r -u)
plane based on experiments performed by Mazarakis27 on the

FIG. 3. Current drive used for simulations. The start time~2.450 44ms!
used for time scale normalization was computed by linearly extrapolating
the linear current rise.

FIG. 4. Phase space plot for tungsten. Symbols plotted represent the core
and corona initial conditions. Solid line:z-bar51. Dashed line: Melt tran-
sition. Dash–dot line: Zero pressure. Dash–dot–dot–dot line: Vapor dome.
The shading represents the log of the magnitude of the electrical conductiv-
ity ~s! in SI units.
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Z accelerator at Sandia National Laboratories. The time evo-
lution of a single wire from each array was simulated on a
wedge-shaped computational domain using reflection sym-
metry boundary conditions in theu-direction. Using the ini-
tial conditions described in Sec. III, we successfully heated
each wire using a current drive~see Fig. 3! applied at the
radial boundary of the domain, creating precursor plasma
that was swept toward axis by Lorentz forces before the re-
maining portion of the array stagnates onto the precursor.
Because the simulation was 2D, no material was left behind
~as seen experimentally!, as it is suspected that this is only
possible in 3D.

The global temporal evolution of each simulation~the
trajectory of the wire core, mass ablated, mass ablation rate,
and velocity past a point in the domain! is displayed in Fig.
5. The array core trajectory~computed using a Lagrangian
tracer particle which follows the flow! was utilized to estab-

lish a normalized time scale based on a start time~linear
extrapolation of current rise, see Fig. 3! and the final implo-
sion time. All temporal examinations use this normalized
time scale motivated by similar analysis of experimental
data.28,29

The time of array motion was estimated when the core
moves 1% away from its initial location. This point in time is
represented as a plot symbol on each of the 90-, 300-, and
600-wire array trajectory curves@Fig. 5~a!#. The times of
motion for each of the arrays are: 46%~90-wire!, 42%~300-
wire!, and 34%~600-wire!. This trend implies that the evo-
lution of the wire array trajectory is becoming more shell-
like ~‘‘0D’’ !28 as wire number increases. The implosion times
for each of the simulations were 2.552ms ~90!, 2.550 ms
~300!, and 2.547ms ~600!.

The time of motion symbols have also been placed in
Fig. 5~b! to easily estimate the amount of mass ablated from
the wire through the radius at 0.9 cm at the time of motion.
The amount of mass ablated at the time of bulk array motion
per array was: 11%~90-wire!, 23% ~300-wire!, and 30%
~600-wire!. The corresponding mass ablation rates can be
found in Fig. 5~c!. These results suggest that the 600-wire
case ablates more material early on, hence has more wire
material ablated and earlier motion than the 300-wire and
90-wire cases. The 90-wire case, however, has the highest
mass ablation rate overall.

Figure 5~d! displays the radial velocity of ablated mate-
rial through a fixed spatial point placed at a radius of 0.6 cm.
Clearly, the velocity of the material ablating from the wire
does not remain constant. This is in contrast to the constant
ablation velocity approximation used in the rocket
equation,28 but it is in agreement with the theoretical results
of Oliver et al.18 For the three simulations, the lower wire
number case has the greatest radial velocity and the high
wire number case has the lowest.

To further sample the ablated wire material, Lagrangian
tracer particles were monitored through the simulations~see
Fig. 6!. Tracers were initially placed at the radial edge of the
wire core closest to the array axis@Fig. 6~a!#, a height of 1.05
r wire above the wire core@Fig. 6~b!#, a height of 0.8r wire

above the wire core@Fig. 6~c!#, and at the wire core itself
@Fig. 6~d!#. The time evolution of the noncore tracers@Figs.
6~a!–6~c!# illustrates material that is rapidly accelerated and
then tapers to an asymptotic value. The asymptotic values for
Fig. 6~a! for the three wire arrays are 21 cm/ms ~90!, 15
cm/ms ~300!, and 4 cm/ms ~600!, which represents a nearly
linear decrease in the asymptotic velocity reached@a similar
linear decrease is seen for Figs. 6~b! and 6~c!#.

All ablated material starts subsonic and rapidly acceler-
ates to supersonic and even super-Alfve`nic speeds18 ~not
shown!. Depending on the wire number of the array and the
persistence of the local magnetic field, material can easily be
accelerated to speeds of 10’s of cm/ms (;Mach 10). The
tracer in the wire core@Fig. 6~d!# demonstrates an initial
delay as the wire ablates its exterior before the rapid rise to
;50 cm/ms implosion velocity.

To complete the picture of the simulated 2D array dy-
namics for the 300-wire array spatial slices are plotted in Fig.
7 ~the 90- and 600-wire cases show very similar evolution

FIG. 5. Global temporal dynamics of the 90-, 300-, and 600-wire array 2D
simulations:~a! Core radial trajectory,~b! total mass ablated,~c! mass ablate
rate,~d! fixed point ablation velocity.
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hence are not shown!. The density, temperature, radial veloc-
ity magnitude, magnetic Reynolds number, and normalized
current along a radial cut of the simulation for the 300-wire
array are shown. Figures 7~a! and 7~b! display the evolution
of the low-density high-temperature coronal ablation and its
acceleration toward axis. The core density drops nearly two
orders of magnitude and stagnates onto the coronal precursor
that has accumulated nearly four orders of magnitude in den-
sity. The velocity profile of the precursor and core are shown
at various snapshots in time. Again, the ablated material ac-
celerates as it travels toward axis, reaching a speed of
;20 cm/ms.

The magnetic Reynolds number (Rm), which estimates
the extent to which magnetic field is ‘‘frozen’’ to the plasma,
is displayed in Fig. 7~d!. This quantity was computed via
Rm5m0sv l , where s is the electrical conductivity,v the
magnitude of the velocity, andl computed usinguBu/curl~B!
as an estimate of the length scale over with the magnetic

field varies. The 3D wire ablation model proposed by
Haines30 suggests that the magnetic Reynolds number is
somewhat less than unity, resulting in precursor plasma that
does not advect current or magnetic field toward axis. The
results from the 2D simulations indicate that the coronal ma-
terial emanating from the wire core does in fact haveRm

larger than unity downstream in the ablated flow. A normal-
ized representation of the total current over time is presented
in Fig. 7~e!, which illustrates that between 5%–10% of the
current is advected toward axis before the main implosion.

Results from the 2D simulations demonstrate that ab-
lated wire material is both current carrying and the ablation
velocity varies in both space in time. Using these simulations
we assess the usefulness of the rocket equation and conclude
that the rocket equation is reasonable provided one considers
the ablation velocity to be representative of a time average
flow velocity. In order for this to hold true, the temporal
average of the ablated velocity needs to be relatively con-
stant, which is supported by the simulations. A less restric-
tive derivation of the mass ablation rate similar to that in the
rocket equation can be obtained using 1D theory,18 avoiding
the constraint of time-independence of the ablation velocity.

FIG. 6. Lagrangian tracer particle dynamics for tracers~a!–~d!. The col-
umns illustrate the material velocity, and the Mach number for each tracer.

FIG. 7. Global spatial dynamics for the 90-, 300-, and 600-wire arrays:~a!
Density,~b! temperature,~c! radial velocity,~d! magnetic Reynolds number,
and ~e! normalized current. Linestyles represent the following normalized
times: 0.43~solid!, 20.05,~dotted!, 0.27~dashed!, 0.7 ~dash–dot!, and 0.95
~dash–dot–dot!.
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Comparison of the radial trajectory of 2D simulations
with experimental data shows a clear discrepancy. Radial
trajectories for MAGPIE and the Z machine have a charac-
teristic delay in the implosion, typically out to 60%–80% of
the implosion time.12,29 The 2D simulation results start to
implode earlier, hence one may infer that the 2D simulated

mass ablation rate is too high. This discrepancy is not nec-
essarily related to the usage of incorrect initial conditions,
rather it is more likely related to the fact that the actual
experiment does not have a 2D evolution. Experimental data
~see Figs. 1 and 2! clearly show a spatially varying mass
ablation rate along the length of wires, whereas the 2D simu-

FIG. 8. ~Color! Time evolution of 3D 30-wire simulation visualization using material boundary isosurface~containing core and coronal material! with
magnetic field strength contour shading at times listed. Thez direction is in the vertical direction.

FIG. 9. ~Color! Multiple views of wire array ablation:~a! Current density streamlines with material boundary isosurface logarithmically color shaded by
magnitude of current density,~b! velocity vectors with current density streamlines and isosurface of magnetic pressure,~c! current density streamlines with
magnetic pressure isosurface and magnetic field stream ribbons~shaded with strength of magnetic field! representing magnetic field morphology.
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lations assume constant mass ablation, a clear source of over-
estimation. To help resolve this discrepancy, 3D simulations
were run to quantify any reduction in mass ablation rate due
to 3D effects.

V. 3D SIMULATION RESULTS

Recent experimental data from various Z-pinch accelera-
tors provide evidence of the remarkable complexity associ-
ated with wire array initiation.12–14 In addition to the 2D
structure demonstrated in ther -u plane, the wire ablation
appears to have quasi-periodic structure in the axial (z) di-
rection, with values ranging between 100 and 250mm, de-
pending on the wire material.12 The seed for the perturbation
is not well understood, possibly originating from various
instabilities30 or even from the wire extrusion process itself.
Previous 3D numerical simulations have attempted to simu-
late wire array evolution, however, with limited spatial
resolution.11 The primary goal of this study was to attempt a
3D simulation of a single wire~again in a wedge-shaped
geometry! and investigate the time evolution of the wire ab-
lation using a fixed wavelength perturbation for an initial
condition. A tungsten 30-wire array configuration was cho-
sen based on experiments by Mazarakis27 on the Z accelera-
tor. The height of the array was 1 cm, and a ten-wavelength
sinusoidal variation was used to perturb the wire core radius
~maintaining constant wire mass/length! in the z direction to
generate 3D variation.

The time evolution of a wire from the array is displayed
in Fig. 8. The wire plasma is visualized using an isosurface
that represents the outer surface of the wire material~core
and corona! shaded with color contours of magnetic field
strength for contrast. The sinusoidal perturbation applied cre-
ates smaller diameter necks of core material and an increased
local magnetic field is generated. The enhanced local mag-
netic field at the necks generates increased Lorentz forces
~magnetic pressure! that in turn causes coronal material
formed at these locations to travel axially along the wire
array. In contrast, the initially expanded regions are forced
toward the array axis due to the global magnetic field and the
resulting Lorentz forces acting on the material.

We suspect that this behavior is a variation to them
50 instability with plasma columns in an array geometry.
The images in Fig. 9 assist in verifying the model proposed,
showing the development of well-defined material streams
@Fig. 9~a!# off of the wire core. Figure 9~b! is the numerical
analog to the simple sketch found in Haines30 ~Fig. 1!, illus-
trating that as current is running about the core, the necked
down regions have increased field strength~magnetic pres-
sure isosurfaces! which cause material in the necks to be
‘‘squeezed’’ along the wire until they meet a region of inflow
due to Lorentz forces associated with the global field. Figure
9~c! is a visualization of the morphology of the magnetic
field shape as regions around the necks still have a null near
the wire core, whereas the null is being advected toward axis
in the ablation streams.

A second 3D simulation was run with no perturbation
along the axial direction~hereafter ‘‘2D’’!. Comparing the
3D simulation with the ‘‘2D’’ simulation, it is clear that the

3D simulation has an initial (t,2.4ms) mass ablation rate
which is reduced by a factor of 10–100 from that of the
‘‘2D’’ case ~see Fig. 10!. This effect is a result of the modi-
fied mass ablation due to the impact of the enhanced local
magnetic field at locations along the axis of each wire. This
result further supports the claim made in the previous section
that 2D r -u modeling of wire arrays is limited due to the
symmetry assumption in thez direction.

The amount of current advected by the ablated material
is compared for the ‘‘2D’’ and 3D simulations in Fig. 11. Just
as the mass ablation rate is reduced in Fig. 10, so is the
amount of current advected by the 3D wire evolution~by
;5x). This is not to say that theRm of the material has been
reduced, rather that less material is actually ablated off the
wire in comparison to the ‘‘2D’’ case. At times when ablated
material has reached the axis, only a few percent of the total
current has arrived. This supports experimental measure-
ments made at MAGPIE.12

VI. SUMMARY

We have presented high-fidelity 2D and 3D simulations
that provide insight into the time and spatial evolution of

FIG. 10. Mass fraction and flux comparison between ‘‘2D’’ and 3D simula-
tions.
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wire ablation. It is clear that 3D effects impact the evolution
of wire arrays and 2D simulations are insufficient to com-
pletely capture what is happening physically. The 3D simu-
lations support the premise that the nonuniform axial abla-
tion structure is maintained by them50 instability where the
local field dominates in isolated areas along the length of the
wire. Our simulations agree overall with the semianalytic
model proposed by Haines30 except with respect to the
amount of current which the ablated material advects. Exam-
ining the magnetic Reynolds number for material down-
stream from the wire, we calculate a magnetic Reynolds
number;10. When comparing the total amount of current
advected to axis, we find the 3D simulations have a reduced
amount (;5x) with respect to the ‘‘2D’’ calculations, mainly
due to the decrease in the amount of material actually trav-
eling to axis. The 3D simulations has not evolved far enough
in time to perform a comparison of the core trajectory with
respect to the 2D simulation, however, from the amount of

mass ablated and the ablation rate plotted in Fig. 10, one may
infer that the wire plasmas will move at a later time in the 3D
simulations than the ‘‘2D.’’

The perturbation used to initiate the 3D simulations in-
volved a core perturbation. Usage of this perturbation was
successful in establishing an axially varying mass ablation.
We also attempted to vary the corona radius keeping the core
radius fixed, however, we found that the perturbation infor-
mation was advected away as the coronal material was swept
to axis, rendering the evolution of the core nearly ‘‘2D.’’
Although the simulations do not allow us to address the seed
of the perturbation in wire arrays, we believe that this study
points us toward further examination of core instabilities,31,32

rather than coronal perturbations.
The results from this study clearly support the need for

further 3D simulations. Additional areas of investigation will
include: ~1! The impact of anomalous resistivity on the in-
flowing material and its impact on the amount of current
advected by the precursor plasma;~2! usage of a circuit
model rather than current drive in order to accurately model
impedance changes on the computational domain which can
then feedback to an external circuit;19 ~3! how array stagna-
tion onto pre-fill influences radiation output in comparison
with lower resolution models which do not accurately com-
pute the formation or amount of precursor on axis before the
main array implosion; and~4! the impact which current re-
turn structures might have on the plasma. With this informa-
tion in hand, theory, models, and simulations will further
bridge the gap in understanding between low- and high-wire
number dynamics and performance. This will impact the fu-
ture of radiation pulse-shaping, ICF, and the design of future
machines at higher currents.
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