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ABSTRACT

This paper identi�es a new mechanism that can a�ect the discharge coe�cient of critical

nozzle ows. Speci�cally, vibrational relaxation e�ects are demonstrated to signi�cantly in-

uence the discharge coe�cient of selected gases in critical venturi ows. This phenomenon
explains why certain gases { like carbon dioxide { exhibit calibration characteristics that

di�er signi�cantly from other gases (e.g., N2, O2, Ar, He, and H2). A mathematical model
is developed which predicts this behavior, and vibrational non-equilibrium e�ects are further

substantiated by two independent experiments.
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_m mass ow rate

M mach number

MW molecular weight
P pressure

R venturi throat radius, = d=2

Rc radius of curvature at nozzle throat
Re Reynolds number based on diameter,

= 4 _m=(� �0 d)
Rgas gas constant, = Ru=MW

Ru universal gas constant
r radius or radial coordinate
s arc length along a streamline

T temperature

x axial coordinate
u axial component of velocity

v radial component of velocity
z dimensionless length along a streamline,

= s=L

�� displacement thickness, satis�es

(R� ��)2 =
R
R

0 (2r�u)=(�u)invdr
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 speci�c heat ratio

� time ratio, = �vib=�res
� thermodynamic internal energy

�0 zero point energy

�rot molecular rotational energy

�trans molecular translational energy

�vib molecular vibrational energy

� half angle of nozzle divergent section,

= 0:05236 radians, (3o)

� molecular viscosity

� density

�res residence time

�vib vibrational relaxation time

Subscripts

ideal based on one-dimensional inviscid

analysis
inv based on a multi-dimensional inviscid

analysis
o stagnation condition
real based on experimental data

Superscripts

� throat conditions based on

one-dimensional inviscid theory
eq based on equilibrium ow

fr based on frozen ow

INTRODUCTION

Critical nozzles (also known as critical ow

venturis) provide a reliable and precise way
of measuring gas mass ow and play an im-

portant role in many industrial processes.

These devices have numerous industrial ap-

plications including uses as gas ow meters,

mass ow controllers, calibration standards

for other gas ow meters, and pressure isola-

tors. Moreover, because critical nozzles are

robust, o�er a high degree of repeatability,

and maintain their calibration performance

for long periods of time,1 these devices are

often used as a transfer standards for inter-
national comparisons among national metrol-

ogy institutes (NMI's), and for disseminat-

ing ow traceability from NMI's to secondary

laboratories domestically.2;3

In an e�ort to reduce owrate measurement
uncertainty and extend the range of ows

and gas compositions allowed by critical noz-
zle applications, there has been an increased

interest on improving the understanding of

the ow behavior in these devices. One as-

pect in particular involves understanding how

gas composition a�ects the mass ow through

critical nozzles. From a practical standpoint
it would be advantageous to calibrate a crit-

ical nozzle for one gas composition, but ap-
ply the nozzle using a di�erent gas specie.

In this paper a mathematical model is pro-

posed { based on �rst principles { that char-
acterizes the e�ect of gas species in critical

nozzle ows.

The geometry of sonic nozzles has been stan-
dardized by the International Organization

for Standardization (ISO)4 to promote uni-
formity within the ow metering commu-

nity. In this geometry (see Fig. 1), the en-
trance converging section pro�le is mathe-
matically described by a circular arc of con-

stant curvature which contracts down to a
minimum cross sectional area at a location

known as the nozzle throat. In the ISO stan-

dard, the circular arc extends past the nozzle
throat to a point of tangency where the wall

shape becomes conical. The conical shape

is maintained at a constant angle for the re-
mainder of the divergent section.

For a critical nozzle to operate according to

ISO speci�cations, the ratio of back pres-

sure downstream of the nozzle exit plane to

the upstream pipeline stagnation pressure
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Figure 1. Schematic of a critical nozzle:

D=approach pipe diameter, d=nozzle
throat diameter, � = nozzle divergent half

angle.4

(Pb=P0) must be maintained below a criti-

cal threshold known as the critical pressure
ratio. Under this condition, the subsonic gas

ow in the upstream piping is accelerated to
the sonic velocity (i.e.,M = 1) at the nozzle
throat. Given that ow disturbances prop-

agate through the uid as pressure waves

traveling at the speed of sound, these distur-

bances cannot propagate upstream against
oncoming supersonic ow. As a result, once
sonic conditions are obtained at the nozzle

throat, the region upstream of the throat
is e�ectively isolated from downstream dis-

turbances. This condition is commonly re-

ferred to as choked ow or choking of the
nozzle. Ideally, under choked ow condi-

tions the mass ow through the device de-

pends only on upstream stagnation condi-
tions and is entirely independent of

any changes in ow conditions downstream

of the throat.

In the ISO standard, the divergent section

of the critical nozzle plays a key role func-
tioning as a pressure recovery element that

extends the ow range capabilities of the
device by increasing the minimum critical

pressure ratio necessary to choke the noz-

zle. Without the presence of the divergent

section, the operation of the critical nozzle

would be more costly given that the pres-
sure drop across the resulting device would

be signi�cantly larger than the one obtained

by the ISO geometry.

Under idealized conditions (i.e., inviscid one-

dimensional ow of a calorically perfect ideal
gas) a closed form expression for the mass

ow in a critical nozzle has been found in
the following form5

_mideal =
P0 A

� Csq
Rgas T0

: (1)

In this expression, the subscript ideal em-
phasizes the simpli�cations used in this for-
mulation of the mass ow. Generally speak-

ing, Eq. (1) will overpredict the actual mass

ow through a critical nozzle by roughly 1%
to 10% (depending on Reynolds number),

mostly attributed to the presence of a bound-
ary layer in the real ow. Multi-dimensional

e�ects, which result in curvature of the sonic
line, also reduce the actual mass ow below
_mideal, but generally to a lesser extent since

the throat radius of curvature for ISO noz-
zles has been carefully selected to minimize
this e�ect.6;7

For applications requiring greater accuracy,
the idealized expression for mass ow given

in Eq. (1) is supplemented by de�ning the

dimensionless discharge coe�cient

Cd �
_mreal

_mideal

(2)

where the actual mass ow, _mreal, can be ei-

ther estimated using more complex analyti-

cal models8�11 or measured experimentally.12;13

Experimental calibration o�ers advantages

over analytical methods given that the ex-

perimental errors can be estimated to yield

an overall expanded uncertainty for the pro-
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cedure.14 For this reason experimental cali-

brations are generally considered more accu-
rate than analytical approaches where fewer

methods exist for estimating errors caused

by any assumptions required. Nevertheless,

analytical models can prove useful given that

they often serve as a guide to experimental

calibration providing physical insight into

the processes that cause deviations from ideal

conditions.

For a given nozzle geometry, the discharge

coe�cient changes as a function of the ow

rate through it. Traditionally, this function-

ality has been expressed in terms of a refer-

ence Reynolds number de�ned as15

Re�ideal =
4 _mideal

� d �0
(3)

where d is the nozzle throat diameter and �0
is the molecular viscosity evaluated at stag-
nation conditions. Here the Reynolds num-

ber has been de�ned based on the ideal mass
ow, _mideal, but in experimental work the

Reynolds number is often based on the ac-
tual mass ow, _mreal. The discharge coe�-
cient relates both versions of Reynolds num-

ber, Cd = Re�
real

=Re�
ideal

.

Figure 2 compares experimental calibration
data of Nakao et al.16 with the analytical

predictions of Ishibashi and Takamoto11 for

several gases. The experimental measure-

ments were taken at Reynolds numbers in
the laminar ow range using a small throat

diameter (d = 0:5935mm) ISO critical noz-

zle. Following the results of previous

analytical investigations9;10 and experi-

mental observations,4;11 the experimental

data has been linearized by plotting Cd ver-

sus 1=
q
Re�

ideal
. This method of linearization

works because Cd (to �rst order) is a directly

proportional to the displacement thickness,

��, which varies inversely with the square

root of Reynolds number for laminar ows.
The experimental data also depicts how vis-

cous e�ects inuence the discharge coe�-

cient. At high Reynolds numbers (i.e., low

1=
q
Re�

ideal
) the boundary layer thins and Cd

increases for all the gases considered. The

size of the symbols used in this �gure is

indicative of the 0:2% experimental uncer-
tainty. The variation of calibration data

among the di�erent gas species indicates that
Cd is not fully characterized by Reynolds

number alone, but has a functional depen-

dence on gas species as well. Moreover, a
more complete characterization of Cd must
include additional parameters that account

for physical phenomena excluded by the tra-
ditional Reynolds number characterization.
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Figure 2. Experimental and analytic cali-
bration curves for various gas species owing
through a critical nozzle: d = 0:5935mm,

� = 3 degrees.

The analytic predictive model used in Fig. (2)

was developed in 1997 by Ishibashi and

Takamoto11 by synthesizing the results of

two previously published models.8;9They com-
bined the axisymmetric compressible bound-

ary layer model of Gerrop9 with an axisym-
metric inviscid compressible ow model for

the core ow developed by Hall8. The model
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of Ishibashi and Takamoto therefore accounts

for both viscous and multi-dimensional ef-
fects that are present in the real ow. This

analytic model characterizes Cd in terms of

both Re�
ideal

and , thereby correcting the

calibration data by accounting for varying 

among gas species. Nakao et al.demonstrated

that this correction works quite well for sev-

eral gases (e.g., He, Ar, H2, N2, and O2),

predicting Cd behavior to within a few tenths

of a percent.16 However, for other gases (e.g.,

CO2 and SF6) the Ishibashi and Takamoto

model underpredicts Cd by more than

2% { an error level unacceptable for high
accuracy metering applications.

In 1998, Johnson et al.17 investigated the Cd

characteristics of CO2 in small throat di-
ameter critical nozzles using Computational

Fluid Dynamics (CFD). This approach solves

the full compressible Navier Stokes equations,
avoiding many of the simplifying assump-

tions used in the previous analytical mod-
els. The CFD model, however, yielded no

noticeable improvement over the analytical

models. The fact that neither the compos-
ite boundary layer/inviscid core model of

Ishibashi and Takamoto nor the more gen-

eral CFD model accurately predicted the Cd

behavior for CO2, suggested that important

physical phenomena may be absent in both

of these models.

Ishibashi and Takamota11 hypothesized that
condensation of CO2 might be responsible

for the discrepancy between analytical Cd

predictions and the experimental data. This
was unlikely, however, since the local tem-

peratures throughout the nozzle remained

above the saturation temperature. Johnson

et al.17 in previous work also considered and

ruled out several possible explanations for

the unique CO2 behavior: Cd dependence on

Prandtl number, heat transfer at the nozzle

wall, and nozzle installation e�ects associ-
ated with predictive models. In the present

paper, non-equilibrium thermodynamic pro-

cesses caused by vibrational relaxation are

demonstrated to be the likely explanation

for the observed species e�ect for CO2. (The

explanation for the unique SF6 calibration

behavior are still being investigated.)

NUMERICAL METHOD

Governing Equations

In small-scale critical nozzles the ow is ac-

celerated from nearly stagnant upstream con-

ditions to sonic conditions at the nozzle throat
over small distances (i.e., about 1mm for

the calibration data in Fig. 2). Consequently,
ow residence times are short (about 10�6

seconds), leaving insu�cient time for the vi-
brational energy of the owing gas molecules

to equilibrate with the changing thermody-

namic environment.z This phenomenon,
known as vibrational non-equilibrium and
sometimes referred to as vibrational relax-

ation, can play an appreciable role in criti-
cal nozzle ow processes when the following

conditions are met:

1. Spatial temperature gradients exist
within the ow �eld.

2. The vibrational relaxation time

(i.e., the time necessary for a
thermodynamic system to redist-
ribute its vibrational energy when

subjected to a new thermodynamic

environment) is greater than or

equal to the ow residence time
(�vib � �res).

zTranslational and rotational modes relax much

faster than vibrational modes and therefore equili-

brate with the local thermodynamic environment.
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3. The vibrational energy makes a

non-negligible contribution to the
overall internal energy of the gas.

The laws of thermodynamics require that

gases in the freestream expand as they ac-

celerate through a critical nozzle. This isen-
tropic expansion process causes the temper-

ature of the expanding gas to decrease along

the nozzle length, thereby ensuring condi-
tion (1) is met for critical nozzle ows. The

remaining two conditions, however, are only

realized by certain gas species. Simpler mol-

ecules (i.e., the diatomic molecules: H2, O2,

and, N2) relax slowly, but do not have su�-
cient vibrational energy at normal operating
temperatures (around 300 K) for vibrational

relaxation e�ects to be important (i.e., con-
dition (3) is not satis�ed). On the other

hand, larger, more complex molecules fre-
quently do have su�cient vibrational energy
even at room temperature. Nevertheless,

most equilibrate quickly so that condition (2)

is not satis�ed.

An order of magnitude analysis can be used

to determine which gases are likely to ex-

perience vibrational relaxation e�ects. A

brief analysis is presented here that quanti-
�es conditions (2) and (3) for selected gases,

�rst for N2 and then CO2. To make this

analysis de�nitive we consider the small
throat diameter (d = 0:5395mm) ISO nozzle

that was calibrated in Fig. (2), and we deter-
mine the internal energy, the vibrational en-

ergy, and the vibrational relaxation time at

a suitable reference temperature and pres-
sure of 300K and 101325Pa respectively. For

N2, the average ow residence time can be

estimated by dividing the appropriate length

scale (i.e., the distance from the nozzle inlet

to the nozzle throat) by the average velocity
over this distance. When the average ve-

locity is estimated by using one-dimensional

ideal ow theory, the average ow residence
time is on the order of 10�6 seconds.

The vibrational relaxation time for N2 (at

the reference condition) is on the order of

10�5 seconds. Since N2 equilibrates nearly

an order of magnitude slower than the av-

erage residence time, vibrational relaxation

e�ects could be important ifN2's vibrational

energy levels are su�ciently populated. At

the reference temperature of 300K, only

0:0056% of N2's overall internal energy is

stored as vibrational energy. Consequently,

although condition (2) indicates thatN2 ow
is not in vibrational equilibrium, the negli-

gible level of vibrational energy allows these

non-equilibrium e�ects to be neglected. For
CO2 the vibrational relaxation time is on

the same order of magnitude as the average
ow residence time so that vibrational re-
laxation e�ects are present in the ow �eld.

Unlike N2, however, the contribution of vi-
brational energy of CO2 represents 5:6% of
the overall internal energy. As a result, vi-

brational non-equilibrium phenomena could
play a role in the gas dynamics of CO2 ow.

When vibrational non-equilibrium e�ects are

important, they are primarily an issue in the
inviscid core region of critical nozzle ows

where they alter thermodynamic and ow

processes. At the nozzle inlet the gas (taken

to be thermally perfect herein) is locally in

equilibrium, and the internal energy is a func-
tion of temperature alone, � = �(T ). As the

uid element is accelerated through the con-

verging section of the nozzle, however, the
vibrational energy, �vib, never adjusts to the

ever decreasing downstream temperatures,
causing the ow to deviate further and fur-

ther from equilibrium behavior with advanc-
ing downstream distances. Consequently, non-

equilibrium behavior must be considered, and
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the internal energy becomes a function of

two variables, � = �(T; �vib).

To model critical nozzle ows with vibra-

tional non-equilibrium e�ects included, a de-
terministic method is required to predict the

local value of vibrational energy, �vib, through-

out the ow �eld. Molecular theory provides
such an expression { the vibrational rate

equation.18 For the purposes of this paper
a form of the the vibrational rate equation

valid for steady ows along a streamlinex is

implemented as given below

�
d�vib

dz
= �

eq

vib
� �vib: (4)

In this expression �vib is the local non-
equilibrium value of vibrational energy, �eq

vib

is the local equilibrium value of vibrational
energy, z = s=L is the dimensionless arc
length along a streamline, and � = �vib=�res,

is the ratio of local vibrational relaxation
time to the residence time. The local res-

idence time, �res = L=jj~ujj, is de�ned in

terms of jj~ujj, the local magnitude of uid
velocity, and L, the characteristic length

along a streamline. The vibrational relax-
ation time decreases with increasing pres-

sure or temperature according to the rela-

tion of Landau and Teller.19 A commonly
used low temperature approximation of their

relationship is given as18

�vib = K1

exp(K2=T )
1=3

P
(5)

where the constants K1 and K2 depend on

properties of the molecule. For CO2

the constants, K1 = 4:15 � 10�7 Pa/s and

K2 = 10635:1K, were determined by �tting

xBy following streamlines the vibrational rate

equation, which is generally a partial di�erential

equation, is reduced to an ordinary di�erential

equation.

Eq. (5) to experimental data20 over a tem-

perature range from 200K to 300K. The
equilibrium vibrational energy is a function

of temperature following the relationship

�
eq

vib
(T ) =

Z
T

Tref

cV (T )dT + �eq(Tref)

(6)

��trans(T )� �rot(T )� �0

where the constant volume speci�c heat,
cV (T ) = a0 + a1T , is a linear curve �t to

CO2 data for a perfect gas,21 �trans =
3

2
RgasT

is the molecular translational energy, and
�rot = RgasT is the molecular rotational en-

ergy for the linear triatomic CO2 molecule,

and �0 is the zero-point energy. Note that
the contribution of electronic energy is neg-

ligible over the temperature range of inter-
est and is not included in the above expres-
sion. The reference temperature, Tref , and

the reference internal energy, �eq(Tref), are

arbitrary and both are taken to be zero.{

Analogously, the zero-point energy, �0, is also

taken as zero.

To model vibrational non-equilibrium ow

in critical nozzles the vibrational rate equa-
tion (i.e., Eq. 4) must be solved simulta-

neously with the equations governing uid

motion { the steady, axisymmetric, compress-
ible Navier-Stokes equations. In this work,

CO2 gas is considered thermally perfect (i.e.,
P = �RgasT ), and non-equilibrium e�ects
are included in the de�nition of internal en-

ergy given as

� =
5

2
RgasT + �vib (7)

where the term, 5
2
RgasT , represents the sum

of translational and rotational energy. The

{The constant energy datum is determined by

Tref and �
eq(Tref ), but this reference value plays no

role in thermodynamic processes.

7



e�ects of turbulence are not considered herein

given that the Reynolds numbers range (2 500
to 131 000) is much lower than the experi-

mentally observed transition Reynolds num-

ber for critical nozzles (106).22

Numerical Algorithm

The solution of the non-equilibrium ow �eld

is obtained by globally iterating between the

Navier Stokes equations and the vibrational

rate equation (i.e., Eq. 4) in such a manner

as to ensure that both are simultaneously
satis�ed. Below we �rst briey discuss the

procedure used to solve the Navier Stokes

equations and then describe the method used

to integrate the vibrational rate equation.

An overview of the coupling between the two
solutions is then given.

Solution of Navier Stokes Equation

The numerical solution of the compressible
form of the Navier Stokes equations is ob-

tained by means of an implicit time march-
ing procedure. In this approach, the time
derivatives are retained in the equations of

motion and used to march the solution to
steady state. To provide improved conver-

gence over a range of Mach numbers and

Reynolds numbers, the physical time deriva-
tives are modi�ed by both inviscid and vis-

cous pre-conditioning.23�25

As a �rst step in the numerical solution,

the Navier-Stokes equations are transformed
to a generalized body-�tted coordinate sys-
tem. These generalized equations are then

discretized in both space and time. The

convective terms are discretized by means
of a third-order ux-di�erence-split up-wind

scheme, while the di�usive terms are treated
by central di�erences. The time derivatives

are replaced by �rst-order backward di�er-
ences. The resulting implicit system is then

solved by alternating direction implicit fac-

torization. The resulting block tridiagonal
matrices are inverted using a block version

of the Thomas algorithm at each time step.

The equation system is closed by using the

perfect gas equation of state to relate the

uid density to the pressure and tempera-

ture. Thermodynamic properties (molecular

viscosity and thermal conductivity) are ob-

tained from curve �ts to experimental data.21

Solution of Vibrational Rate Equation

In contrast to the Navier-Stokes equations

which are expressed in an Eulerian sense, the

vibrational rate equation is expressed in a

Lagrangian sense. Speci�cally, this equation

describes the rate of relaxation of the vibra-
tional modes of a gas particle of �xed iden-

tity as it moves through the ow�eld. The

Lagrangian paths of particles of �xed iden-
tity correspond to streamlines in the ow-

�eld. The trajectories of these streamlines

must be estimated from the Navier-Stokes
solution before the vibrational rate equation

can be solved. In the coupling procedure be-
tween the two equation sets, the streamlines
in the ow�eld are computed after each time

step using the most recent approximation to
the Navier-Stokes solution. The vibrational

rate equation (Eq. 4) is then solved on each
streamline by a space-marching procedure
that integrates between consecutive points

on a streamline (see Fig. 3).

Integrating the vibrational rate equa-

tion along streamlines provides a convenient

method for including relaxation e�ects, how-
ever, this procedure presents a minor di�-

culty. In general, grid points do not coin-
cide with streamlines and interpolation is

necessary to �nd the streamlines. To im-

prove accuracy and provide a more straight-

forward integration procedure without inter-
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Figure 3. Schematic illustrating local coor-

dinate frame used for solving the vibrational
rate equation.

polation, the grid system was adjusted af-

ter each iteration to lie on the streamlines
computed from the most recent time-step

of the Navier Stokes equations. The vibra-

tional rate equation was then integrated on
this new grid system to obtain the relaxation
rates at each point in the ow �eld. The

Navier-Stokes equations were also solved on
the new grid at the next time step. As con-

vergence is approached, the grid system be-

comes stationary, and the Navier-Stokes and
the vibrational rate equation are solved on

the same, streamline-oriented grid system.

Consequently, the need for interpolation is

eliminated.

In computing the solution for the vibrational

rate equation, the coe�cient � = �vib=�res
and the source term �

eq

vib
are both evaluated

from the latest solution of the Navier Stokes
equation. The space-marching proce-

dure starts at the nozzle inlet where the vi-

brational energy on each streamline (each

grid line) is equal to its equilibrium value
(i.e., �1

vib
= �

eq

vib
(T1)). The integration pro-

cedure (herein done analytically by variation

of parameters26) determines �vib at the next
grid point. In turn, this value of �vib serves

as an initial condition for the next point,

and so on, until the complete streamline has
been updated. This process is then repeated

for each streamline in the ow�eld. The cal-

culated value of vibrational energy, �vib, is

used to determine the thermodynamic in-

ternal energy in Eq. (7), which in turn, is

used to update the Navier Stokes equations.

Consequently the Navier-Stokes solution de-

pends upon the vibrational rate solution and

conversely. We also mention that this non-

equilibrium model, just described, reduces

to the equilibrium model for gas species not

satisfying the previously mentioned condi-
tions (1) through (3).

Computational Domain and Boundary

Conditions

The computational domain included only the
converging-diverging nozzle region of Fig. (1)

shown earlier and neglected the piping sec-
tions. The omission of the piping sections is

strictly a matter of convenience to enable at-

tention to be directed to the e�ects of vibra-
tional relaxation. Previous solutions show
that including the inlet pipe section reduces

Cd by approximately 0:1%. As a result, we
tolerate this small o�set in Cd in the present

computations.

The grid for this geometry consisted of 201
grid points in the axial direction and 101

grid points in the radial direction. The grid
cells in the radial direction were concentrated
near the wall in order to resolve the large

gradients present in the boundary layer re-
gion. Computations on both coarser and

�ner grids indicated that this level of dis-

cretization gave grid-independent results for

the present problem.

Boundary conditions are speci�ed at the noz-
zle inlet and outlet, along the nozzle wall,

and along the axis of symmetry. At the noz-
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zle inlet T0; P0, and the ow angle are spec-

i�ed. (Note including the inlet pipe section
would improve this somewhat.) Because the

ow is assumed to exit at supersonic veloci-

ties, extrapolation of all characteristic vari-

ables is applied at the exit plane in accor-

dance with the method of characteristics.27

Symmetry conditions are applied along the

centerline, and an adiabatic, no-slip bound-

ary condition is applied along the imperme-

able nozzle wall.

RESULTS

Experimental data taken for several gas spe-

cies (shown previously in Fig. 2) shows that
traditional calibration curves (i.e., Cd versus

Re�
ideal

plots) are species dependent. In the

following results the proposed vibrational

non-equilibrium model for CO2 is validated
by direct comparison with the experimen-

tal data of Nakao et al.16 In addition the

results from the previous analytical11 and
equilibrium CFD17 models are included to
help quantify the level of improvement ren-

dered by including non-equilibrium e�ects.
The numerical simulations follow the exper-

imental calibration procedure by holding the
stagnation temperature �xed (T0 = 300 K)

while varying the stagnation pressure

(25331:25 Pa � P0 � 202650 Pa) to yield

Re�
ideal

in the range from 5 700 to 22 000.

The calibration curves shown in Fig. (4) com-

pare Cd predictions of three mathematical
models to experimental data. The experi-

mental data is labeled by the �'s where the
size of the symbol is indicative of the 0.2%

experimental uncertainty. Each of the math-

ematical models o�ers a di�erent level of
complexity. The simplest of these models is

the composite boundary layer/inviscid core

0.006 0.008 0.010 0.012 0.014
0.95

0.96

0.97

0.98

0.99

1.00

Cd

1/ Reideal
*√

_______

X

X

X

X

X

Figure 4. Comparison between mathemati-

cal models and experimental data for CO2

ow through an ISO critical nozzle (d =

0:5395 mm and � = 3 degrees): NRLM ana-
lytical model with  = 1:29 ({ { {), equilib-
rium CFD model with a temperature depen-

dent  (||� ), non-equilibrium CFD model

(||{2 ), and experimental data (||� ).

model of Ishibashi and Takamoto represented
by the dashed line ({ { {). In this model
the speci�c heat ratio is assumed constant

( = 1:29) to permit a closed form alge-
braic expression for the discharge coe�cient.

A closely related but slightly more re�ned
analysis (||� ) uses the equilibrium CFD

model to predict Cd behavior. In the equi-

librium CFD model the full Navier Stokes
equations are solved, and a more physical

temperature dependent speci�c heat ratio

is utilized (i.e.,  = (T )). The present
model (||{2 ) incorporates vibrational non-

equilibrium e�ects into the CFD algo-

rithm.

The Cd predictions of all three models are

found to have good qualitative agreement

with the experimental data over the entire

range ofRe�
ideal

. In particular, the four curves

are linear with nearly equal slopes. Each
model di�ers from experimental Cd values

10



by a nearly uniform o�set, where the mag-

nitude and sign of the o�set varies for each
model. The analytical model of Ishibashi

and Takamoto ( = constant) yields the

largest o�est, underpredicting the experimen-

tal Cd by more than 2%. The equilibrium

CFD model ( = (T )) provides a modest

improvement, underpredicting the experimen-

tal results by slightly less than 2%. The vi-

brational relaxation model provides the best

agreement with the experimental data, over-

predicting experimental Cd's by only 0.4%.

The slight Cd overprediction for CO2 is con-

sistent with overpredictions observed when

the analytical model11 (or equilibrium ow
model17) is used to predict Cd behavior for

Ar,H2, andN2 { gases not a�ected by vibra-
tional relaxation. Therefore, it is plausible

that the slight Cd overprediction is caused

by physical mechanisms absent in all three
models. For example, not including the up-

stream piping has been shown to result in
an overprediction of Cd by approximately

0.1%. Also, the adiabatic wall boundary

condition used in the computations has been
estimated in previous work17 to cause a slight

overprediction in Cd ranging from 0.05% to

0.1% depending on Reynolds number.

Non-equilibrium ow processes are respon-

sible for the more than 2% increase in Cd

between the equilibrium ow model (||� )

and the non-equilibrium ow model (||{2 )
in Fig. (4). Physically, vibrational relax-
ation e�ects induce increased mass ows,

which in turn, lead to increased Cd's. The

reason for the increase in mass ow is two
fold: First, ow acceleration processes are

augmented, resulting in higher freestream
throat velocities. Second, the ow expan-

sion through the critical nozzle is diminished

leading to higher freestream throat densi-

ties. The combined e�ect is illustrated in

Fig. (5), which compares the non-equilibrium
radial mass ux pro�le (i.e., �u) to the cor-

responding equilibrium pro�le at the throat

for Re�
ideal

= 2 402. In the �gure, �u has

been conveniently normalized by ��u� (i.e.,

the predicted mass ux for ideal ow condi-

tions) so that an area weighted integration

across the throat cross section yields the dis-

charge coe�cient. The nearly 2% increase

in the freestream mass ux observed for non-

equilibrium ow in Fig. (5), is therefore re-

sponsible for the 2% o�set between equilib-

rium and non-equilibrium Cd predictions in
Fig. (4).

0.85 0.90 0.95 1.00 1.05
0.0

0.2

0.4

0.6

0.8

1.0

r/R

ρu/ρ *u*

Figure 5. Comparison of normalized throat

mass ux pro�le for equilibrium CFD model
( = (T )), and non-equilibrium CFD

model at Re�
ideal

= 2 402: equilibrium CFD

model (||), non-equilibrium CFD model
({ { {).

Limiting Cases of Non-Equilibrium Flow

Due to the complexity of non-equilibrium

ow processes, a rigorous consideration of
this phenomenon requires computer model-

ing. However, a qualitative understanding
of Cd behavior can be obtained by consid-

ering the two limiting cases of vibrational

11



non-equilibrium ow { equilibrium ow and

frozen ow. Mathematically, both of these
limiting cases are controlled by � = �vib=�res,

the ratio of relaxation time to residence time

(refer to Eq. 4). Equilibrium ow occurs

in the limit as � tends toward zero (i.e.,

� ! 0). In the equilibrium ow limit the

CO2 molecules comprising the uid element

immediately adjust their vibrational energy

level to the decreasing surrounding temper-

ature. Mathematically, the left hand side of

Eq. (4) vanishes (i.e., a singular perturba-

tion problem) so that the vibrational energy

obtains its equilibrium value.k From this
it follows that the internal energy, �eq(T ),

the speci�c heat at constant volume,

c
eq

V
(T ) = d�=dT , and the speci�c heat ratio,

eq(T ) = 1 + Rgas=c
eq

V
, are all functions of

temperature only, where the superscript,
\ eq ", emphasizes equilibrium ow.

Frozen ow, on the other hand, occurs in

the limit as the ratio of relaxation time to
residence time tends toward in�nity (i.e.,

� ! 1). In the frozen ow limit the CO2

molecules comprising the uid element have
no time to adjust their vibrational energy

level to the decreasing freestream temper-

atures. Consequently, the vibrational en-
ergy remains frozen at its upstream equilib-

rium value. Mathematically, as � tends to-

ward in�nity the right hand side of Eq. (4)

vanishes (i.e., a regular perturbation prob-

lem) so that the spatial derivative of �vib on
the left hand side is identically zero, and

�vib remains constant (i.e., �vib = constant)

throughout the ow �eld. Moreover, since
the ow is in equilibrium at the nozzle in-

let, the constant value of vibrational energy
is equal to the inlet equilibrium value. It

follows that for frozen ow the internal en-

kAt the nozzle inlet the �vib is in equilibrium so

that a perturbation analysis not necessary.

ergy, �fr(T ) = 5

2
RgasT + constant, is a lin-

ear function of temperature (see Eq. 7). Ac-
cordingly, the frozen ow constant volume

speci�c heat, cfr
V

= 5
2
Rgas, and the frozen

ow speci�c heat ratio, fr = 1:4, are both

constant.

By comparing equilibrium ow to frozen ow,
general conclusions can be drawn about how

vibrational non-equilibrium ow processes in-
uence the mass ow rate. A simple way to

understand how mass ow rate is a�ected is

to consider how  changes in the limits of

non-equilibrium ow. Eq. (1) shows the de-

pendence of mass ow rate on the speci�c

heat ratio. Speci�cally, larger values of 
correspond to larger values of Cs and result

in increased mass ow rates. The maximum
attainable  and therefore the largest possi-

ble mass ow rate occurs in the frozen ow

limit when fr = 1:4. Similarly, the min-
imum possible mass ow rate oc-

curs in the equilibrium ow limit
where eq(T ) attains its minimum

value (i.e., 1:29 � eq(T ) � 1:345) for tem-

peratures ranging from 200K to 300K. There-
fore, when vibrational relaxation e�ects be-

come important, the mass ow increases,

achieving some intermediate value between
the two limiting mass ow rates.

Experimental Validation of the Non-

Equilibrium Model

There has been a signi�cant amount of

research done to support applications where
vibrational non-equilibrium e�ects are known

to be important, such as ows in hypersonic

wind tunnels, chemical lasers, and high tem-

perature gas dynamics. However, the ef-

fect of vibrational non-equilibrium on the

discharge coe�cients of critical nozzles has
not been previously investigated. Therefore,

as further con�rmation of the numerical re-

12



sults, two experiments were designed with

the intent of verifying the vibrational relax-
ation explanation proposed for CO2 criti-

cal nozzle ows. Both experiments set out

to ascertain the e�ects that vibrational re-

laxation has on Cd by controlling

� = �vib=�res { the primary parameter a�ect-

ing vibrational relaxation phenomena. The

�rst experiment, conducted at NRLM, var-

ied � by using various nozzle sizes and by ad-

justing the stagnation pressure. In this ex-

periment the measured Cd's were compared

to those predicted by the vibrational non-

equilibrium CFD model over a wide range of
Reynolds numbers. The second experiment,

conducted at NIST, reduced � by adding

small concentrations of water vapor to the
CO2 gas.

For a given gas composition the magnitude

of � determines the extent of the vibrational
non-equilibrium e�ects in the ow �eld. For

values of � signi�cantly less than unity (i.e.,
�vib << �res) uid particles equilibrate quickly

with the changing thermodynamic surround-

ings that they encounter while moving along
their trajectory. That is, the time that it

takes a uid particle to traverse a certain

distance along its trajectory is large relative
to the time necessary for molecular collisions

to bring the uid particle into vibrational

equilibrium. At larger values of �, however,
relaxation e�ects become more important.

Physically, uid particles move along their
trajectory passing through their surround-

ing thermodynamic environment in time pe-
riods that are on the same order of magni-

tude (or shorter) than the time necessary

for molecular collisions to bring the level of

vibrational energy into equilibrium. Based

upon the important role � plays in charac-
terizing non-equilibrium ow behavior, both

experiments systematically vary this param-

eter to assess vibrational relaxation e�ects.

First Experiment

The �rst experiment utilized a gravimetric

calibration facility to measure the discharge

coe�cient of four di�erent size ISO critical

nozzles owing CO2 gas.28 The throat di-
ameters of the four nozzles were 0:2950mm,

0:5935mm, 1:1845mm, and 2:3598mm re-

spectively. For each nozzle, the stagnation

pressure was varied from 50662:5 Pa to

303975 Pa while the stagnation temperature
remained �xed at 300 K. Although there is

some overlap of Reynolds number for the

di�erent nozzle sizes, in general, the range

of Reynolds number di�ered for each nozzle

due to the di�erent throat diameter sizes.
The Reynolds number ranged from a low of

2:5 � 103 corresponding to the smallest noz-
zle size to a high of 1:31 � 105 corresponding
to the largest nozzle size.

The eight fold increase in throat diameter

sizes as well as the six fold increase in stag-

nation pressure were used to vary

� = �vib=�res. For the ISO nozzles used in
this experiment, the larger throat diameters
corresponded to longer axial distances be-

tween the nozzle inlet and the nozzle throat;
therefore, the distance uid particles had to

travel to reach sonic conditions as well as the
time necessary to traverse this distance (i.e.,
ow residence time) increased for larger noz-

zle sizes. By varying the nozzle sizes the ow

residence time can be augmented by a fac-

tor of eight, which in turn, leads to an eight

fold reduction in �. Similarly, the six fold

increase in stagnation pressure (at a �xed

stagnation temperature of 300 K) reduces

the vibrational relaxation time (see Eq. 5),

and consequently � by six fold. By varying

nozzle size and stagnation pressure together

� can be changed by a factor of forty eight,
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almost two orders of magnitude.

Given that the Reynolds number is propor-

tional to both P0 and d, varying these pa-

rameters to control � = �vib=�res result in
changes to the Reynolds number as well.

In particular, for a �xed gas composition

at a constant stagnation temperature
(T0 = 300K), increasing either P0 or d

�� de-

creases �, but increases the Reynolds num-
ber. As a result, relaxation e�ects diminish

at larger Reynolds numbers where � is lower.

If non-equilibrium e�ects are responsible for

the unusual calibration characteristics ob-

served for CO2, a drop o� in Cd should be

observed in higher Reynolds number calibra-
tion data. Speci�cally, the discharge coe�-

cient should deviate from the linear relation-
ship between Cd and 1=

q
Re�

ideal
observed

in laminar ow for gases una�ected by vi-

brational relaxation e�ects. Furthermore,
since the e�ect of vibrational relaxation is

to increase the mass ow through the noz-
zle, larger than unity Cd are possible at �-

nite Reynolds numbers. This is in spite of

the fact that the discharge coe�cient is nor-
malized by _mideal, the mass ow based on an

inviscid analysis.

For gases una�ected by relaxation phenom-
ena (e.g., Air, N2, Ar, He, and H2), Cd in-

creases linearly with decreasing 1=
q
Re�

ideal

over the entire laminar range of Reynolds

numbers (i.e., Re�
ideal

< 106). Experimen-
tal documentation of this linear behavior for

Air has been demonstrated by Ishibashi and

Takamoto.11These authors �t calibration data

to the expression, Cd = �+�=
q
Re�

ideal
(where

� and � are coe�cients determined by the
�t), and the scatter along the curve was less

��ISO nozzles are geometrically scaled so that

larger throat diameters correspond to longer dis-

tances from the nozzle inlet to the nozzle throat.

than �0:04% over a Reynolds number range

from 104 to 2:5�105. Additional experimen-
tal documentation of this linear trend for

other gases (e.g., N2, Ar, He, and H2) can

be found in the work of Arnberg et al.22 This

linear behavior is also in agreement with the-

oretical Cd predictions when either the equi-

librium CFD model or the NRLM analytical

model is used to predict the discharge coef-

�cient for CO2 ow.

Figure 6 compares the experimental data to

the three predictive models that were dis-

cussed in the previous section. The small-

est nozzle size (d = 0:2950mm) corresponds

to the lowest Reynolds number range and is
denoted by the 2's. Likewise, the interme-

diate nozzle sizes d = 0:5935mm and
d = 1:1845mm are denoted by the �'s and
�'s respectively, and the largest nozzle size

(d = 2:3598mm) denoted by the 4's cor-
responds to the highest values of Reynolds

number. The size of the symbols is scaled
to the 0.2% experimental uncertainty. The

results yielded by the three predictive mod-

els are depicted by lines to distinguish them
from experimental data. A solid line (||)

is used to depict vibrational non-equilibrium

CFD results, a dashed line ({ { {) depicts
the equilibrium CFD results, and the dot-

ted line (� � �) is used to depict the NRLM

analytical model.

Behavior consistent with vibrational relax-
ation e�ects can be observed in the CO2 cal-
ibration data (2, � , �, and 4) in Fig. (6). In

particular, at the larger Reynolds numbers

(i.e., lower 1=
q
Re�

ideal
) � decreases so that

the magnitude of the slope of the calibra-
tion data begins to decrease and the linear

characterization of Cd with 1=
q
Re�

ideal
no

longer holds. The measured Cd's are less

than would be predicted by extrapolating
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Figure 6. Comparison of experimental CO2

calibration data for various toroidal throat
nozzle sizes with predictive models.

the linear relationship (between Cd

and 1=
q
Re�

ideal
) observed at lower Reynolds

numbers.

At higher values of �, which cor-

respond to lower Reynolds numbers

(2:5 � 103 � Re�
ideal

� 2:5 � 105), vibrational
relaxation e�ects are insensitive to changes
in � { a phenomenon expected of the expo-
nential relaxation processes. As � decreases,

however, relaxation e�ects begin to transi-
tion toward equilibrium ow behavior, tend-

ing to decrease Cd. Given that decreases in

� correspond to increases in Reynolds num-
bers, the boundary layer thins, tending to

increase Cd. The two competing mechanisms

result in a non-linear calibration curve at
large Reynolds numbers. In addition to the

non-linear calibration behavior, vibrational
relaxation e�ects are also largely responsible

for the greater than unity Cd's observed in

the calibration data.

Comparison between the calibration data

(2, � , �, and 4) and the vibrational non-
equilibrium CFD model (||) in Fig. (6)

shows that they are in good agreement. The

vibrational non-equilibriumCFDmodel cap-

tures both the linear behavior exhibited at

the lower Reynolds numbers as well as the
non-linear Cd behavior observed at larger

Reynolds numbers. The CFD relaxation

model overpredicted the calibration data, but

by only 0:4% at the lower Reynolds numbers

with better agreement at higher Reynolds

numbers. Although the experimental facil-

ities were limited to a maximum Reynolds

number of 1:31�105, the CFD model was ex-

tended beyond this value in order to assess

the implications of relaxation phenomenon

at still higher Reynolds numbers. For sim-

plicity these computations assume that the
boundary layer remains laminar even above

the transitional Reynolds number of 106 (in-

dicated by the vertical dashed line in Fig. 6).
Strictly speaking, above this value the pre-

dictions lose their validity, but they are still
useful for developing an understanding of re-
laxation e�ects isolated from other mecha-

nisms (e.g., real gas e�ects and transition
to turbulence).

Based on the vibrational non-equilibriumCFD

predictions in Fig. (6), relaxation phenomenon
can be classi�ed into three regimes depend-

ing on �. For high values of � (i.e., lower

Reynolds numbers) the discharge coe�cient
of the nearly frozen ow increases linearly

with decreasing 1=
q
Re�

ideal
, and is approx-

imately 2% larger than would be predicted
by equilibrium ow models. As � de-

creases { corresponding to larger Reynolds
numbers { the ow begins to transition to-
ward equilibrium ow causing a deviation

from the linear relationship between Cd and

1=
q
Re�

ideal
. As a result of this transition, Cd

decreases with increasing Reynolds number.

At still lower values of � relaxation e�ects

become negligible and Cd predictions return
to the equilibrium ow behavior, regaining

a linear characterization with 1=
q
Re�

ideal
.
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Second Experiment

A second experiment using mixtures of car-

bon dioxide and water vapor was devised

to obtain further evidence that vibrational

equilibrium e�ects are responsible for the
observed discharge coe�cient phenomenon.

It is documented in the literature of vibra-

tional non-equilibrium that small concentra-

tions of water vapor act as a catalyst to

CO2 vibrational relaxation and lead to dra-
matically smaller values of the vibrational

relaxation time, �vib, and consequently re-

duced values of �.29;30 By introducing con-

centrations of 0:5% (or less) water vapor

on a molar basis into CO2, signi�cant re-

ductions in the discharge coe�cient relative

to those for pure CO2 should be observed.
For the experiment, a 0:2921mm throat di-
ameter critical venturi was calibrated with

pure CO2 and with CO2 diluted by vary-

ing concentrations of water vapor. The mass
ow was measured with a pressure-volume-

temperature-time primary ow standard at
NIST with an uncertainty of 0:10%.31 The

CO2 and water vapor mixture was gener-
ated by �rst adding water vapor to an evac-
uated tank until the desired partial pressure

of water was attained. Then CO2 was added

to the tank until the desired total pressure

was attained. The entire experimental ap-
paratus was kept in a room heated to 300K

to prevent condensation of water vapor dur-

ing the course of the experiment. (The dew

point temperature of the 0:5% water va-
por mixture is 286:4K at the largest oper-

ating stagnation pressure of 303975Pa). In
addition, before and after usage of the gas

mixture, an optical hygrometer was used to

measure the dew point temperature of the

mixture and a total pressure measurement

was made at the hygrometer. Using these
measurement techniques, the uncertainty of

the water vapor concentration is 0:05% or

less.

The results of the CO2 and water vapor mix-

ture experiment are shown in Fig. (7). It can

be seen that the addition of 0:5% water va-
por to the CO2 gas reduced the discharge

coe�cient by about 1:3%, moving the dis-

charge curve in the direction anticipated by
the vibrational relaxation explanation. The

addition of water reduces the vibrational re-
laxation time of the gas mixture which in

turn reduces the mass ux through the ven-

turi throat as explained previously.

0.007 0.008 0.009 0.010 0.011
0.940

0.945

0.950

0.955

0.960

0.965

0.970

0.00% H2O vapor
0.01% H2O vapor
0.25% H2O vapor
0.50% H2O vapor

NIST

Cd

1/ Reideal
*√

_______

Figure 7. NIST experimental data showing
the e�ect of small concentrations of water

vapor on the discharge coe�cient of CO2.

In calculating the discharge coe�cients in
Fig. (7), the normalizing theoretical mass

ow includes a version of Cs based on the

methods described by Aschenbrenner,32 (i.e.,
weighting the pure gas speci�c heats by their

respective mole fractions to obtain the mix-

ture speci�c heat ratio). Also the gas con-
stant for the mixture was calculated by weight-

ing the pure gas component molecular weights

by the respective mole fractions. In this way,
the known major e�ects on the discharge co-

e�cient have been taken into account in the
normalizing quantity of the discharge coe�-

cient and remaining changes in the discharge
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coe�cient can be attributed largely to vibra-

tional relaxation e�ects.

CONCLUSIONS

Computational Fluid Dynamics was utilized

to make Cd predictions for CO2 gas ow

through various sizes of ISO4 critical nozzles
(i.e., 0:2950mm, 0:5395mm, 1:1845mm, and

2:3598mm) over a Re�
ideal

range from 2 500

to 131 000. When the CFD algorithm in-

cluded vibrational non-equilibrium e�ects the

error in Cd predictions was reduced by a

factor of �ve over previous models. More-
over, the CFD results were in good agree-

ment with the experimental calibration data,
di�ering by no more than 0:4% at lower

Reynolds numbers, and improving at larger

Reynolds numbers.

The proposition that vibrational relaxation

e�ects can signi�cantly inuence Cd behav-
ior for CO2 critical nozzle ows was con-
�rmed by two independent experiments as

well as the numerical results. The
non-equilibrium CFD model showed that vi-
brational relaxation phenomenon increases

the mass ow through the nozzle, and con-

sequently the discharge coe�cient. Both ex-

periments demonstrated the signi�cance of
�, the ratio of vibrational relaxation time to

ow residence time in characterizing vibra-

tional non-equilibrium behavior. The �rst
experiment veri�ed an anticipated drop o�

in Cd at low values of �. This behavior
was in agreement with the vibrational

non-equilibrium explanation and it was also

predicted by the vibrational non-equilibrium

CFD model. The second experiment, which

reduced vibrational relaxation e�ects by di-

luting CO2 with small concentrations of wa-

ter vapor, also con�rmed an expected de-

crease in Cd.

Vibrational relaxation e�ects are only signif-

icant for certain gas species. In this paper
CO2 gas ow was used to demonstrate

the dramatic e�ect that vibrational

non-equilibrium ow processes can have on

Cd behavior. The e�ect of this phenomenon

is to increase the mass ow through the noz-

zle, and consequently the discharge coe�-

cient. In fact, this phenomenon is largely

responsible for the nearly 3% o�set between

the calibration curve of CO2 and other gases

(e.g., N2, He, and air). Additionally, vi-

brational relaxation is mostly responsible for

the greater than unity Cd values observed for
CO2 over certain Reynolds number ranges.

In future work, it is anticipated that this

mechanism can explain species dependent
behavior noted for other gases, enhancing

our understanding of critical nozzle ows and
enabling improved predictive capabilities.

Present analytic models, valid for constant

, characterize Cd as a function of  and
Re�

ideal
. Additional parameters must be con-

sidered to account for non-equilibrium ow

e�ects. Based on the experimental results
and the vibrational non-equilibrium CFD

model, we reason that these additional pa-

rameters are � = �vib=�res, the ratio of vi-
brational relaxation time to residence time,

and �vib=�, the ratio of vibrational energy to

overall internal energy. The �rst parameter,

�, determines if vibrational non-equilibrium

e�ects are present in the ow �eld. The
limiting values of this parameter range from

zero (i.e., equilibrium ow) to in�nity (i.e.,

frozen ow), where intermediate values give

an indication of how far the ow is from

equilibrium. The second parameter, �vib=�,

measures the importance of non-equilibrium

e�ects (if they are present) in the ow �eld.yy

yyHere it is important that the energy datum is

taken to be the energy of the molecule at absolute
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When these additional parameters are con-

sidered, non-equilibrium e�ects can be char-
acterized for all gas species over all ow con-

ditions.

Due to the mathematical complexity of non-

equilibrium ows, a rigorous analytical treat-

ment including all of the non-equilibrium
ow physics is prohibitively di�cult. Nev-

ertheless, close form analytic solutions may
still be attainable by making the appropriate

simplifying assumptions. Although these as-

sumptions will result in reduced accuracy,

they will yield algebraic expressions for Cd

behavior, avoiding the more costly and time

consuming numerical methods. One pos-
sible approximate method involves de�ning

an e�ective speci�c heat ratio, eff , to use
in place of  in the existing two parameter

model. The physical justi�cation of this as-

sumption follows from an examination of 
at the limits of non-equilibrium ow. For

equilibrium ow, the speci�c heat ratio at-
tains its minimum value (i.e.,  = eq(T )).

Similarly, the speci�c heat ratio attains its

maximum value (i.e.,  = fr) for frozen
ow, and eff must be de�ned between these

limiting values. While the value of eff should

in some way depend on � and �vib=�, devel-
oping a method for its prediction is a topic

of future research. It should be pointed out,

however, that even if a suitable method for
choosing eff is found, this phenomenolog-

ical model does not capture all the physics

of non-equilibrium ow.

All analysis in this paper were done for a

limited range of temperatures, pressures, and
nozzle sizes. Vibrational non-equilibriumwould

be more important at elevated temperatures
given that the contribution of the vibrational

energy to the overall internal energy increases.

zero (i.e., the zero-point energy).

For gases that have non-negligible vibrational

energy levels, relaxation phenomenon will be
an issue for values of � close to (or greater

than) unity. Physically, this condition is

most likely to occur for small throat diame-

ter ISO nozzles when they are calibrated at

low stagnation pressures.
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