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ABSTRACT

For several decades critical nozzles have played an important role in 
ow measure-

ment science. These devices have been used extensively as gas 
ow transfer standards

to perform inter-comparisons of the primary mass 
ow standards both internation-

ally and domestically. When used for metrological applications, as well as for some

industrial applications, the performance characteristics of critical nozzle 
ow meters

have traditionally been determined by direct calibration against a primary mass 
ow

standard. After calibration, the resulting uncertainty in mass 
ow is typically 0:25%

or less.

Since the early 1960's researchers have worked to develop closed-form quantitative

predictive models in order to assist experimental calibration. These analytical tech-

niques have served as a guide for nozzle design, helped to determine the appropriate

calibration parameters, and have proven to be useful for applications where slightly

larger error levels are tolerable. Furthermore, these methods have frequently been

applied in situations where experimental techniques are prohibitively di�cult (e.g.,

the measurement of toxic or corrosive gases).

Analytic methods for predicting the mass 
ow passing through a critical nozzle

are based on one-dimensional inviscid 
ow theory as applied to perfect gases. The

predicted mass 
ow is then ameliorated by adding corrections to account for the

following physical mechanisms: (1) boundary layer development along the nozzle wall,



(2) the presence of multi-dimensional 
ow �eld (i.e., the 
ow �eld is not truly one-

dimensional), and (3) real gas behavior. This thesis identi�es a new mechanism, not

previously considered, that a�ects the mass 
ow of certain gases (e.g., CO2 and SF6)


owing through geometrically small-scale critical nozzles. Speci�cally, vibrational

relaxation e�ects are shown to a�ect the discharge coe�cient of certain gases by

nearly 3%, an amount too large to be neglected for high accuracy gas 
ow metrology.

Prior to the vibrational relaxation explanation provided in this thesis, unexplained

discrepancies of more than 2% had existed between traditional analytical models

and the calibration data of some gases. A �rst principles mathematical model was

developed by combining molecular theory with gas dynamic processes to account

for vibrational relaxation phenomena. Comparison with experimental data indicates

that this model predicts the mass 
ow of gases a�ected by vibrational non-equilibrium

states (e.g., CO2 and SF6) and gases una�ected by vibrational non-equilibrium states

(e.g., N2, H2, O2, Ar) equally well, to better than 0:4% of reading. Vibrational non-

equilibrium phenomena largely explains the gas species e�ect observed in calibration

data, whereby seemingly similar gas species have calibration characteristics that di�er

by more than 3% The vibrational non-equilibrium model was validated by two inde-

pendent experiments, one which varied the 
ow residence time and the other which

varied the vibrational relaxation time of CO2 gas.
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Chapter 1

INTRODUCTION

The ability to measure 
ow reliably is essential for sustaining many existing tech-

nologies in aerospace, chemical processing, the automotive industry, the semiconduc-

tor industry, the biotechnology industry, utilities, etc [1]. Moreover, technological

advancements and heightened industrial growth within the United States and inter-

nationally has created an ever increasing need to improve accuracy and reliability of


ow measurements. More than 40% of a typical company's capital expenditure on

instrumentation is dedicated to 
ow measuring technologies [2]. As a result, the 
ow

metering industry is expanding, producing in excess of three billion dollars worth of


ow meters annually [3]. The accuracy and reliability of these 
ow meters have direct

rami�cations on process control for numerous industrial 
ow applications, on health

and safety issues for 
ow of hazardous or toxic 
uids, and on custody transfer for

the exchange of valuable 
uids [4]. In addition, 
ow metering accuracy and reliability

can also have a signi�cant economic impact. For example, of the two trillion dollars

spent annually world wide on natural gas consumption, metering uncertainties are

estimated to result in more than 60 billion dollars being unaccounted for each year.

Therefore, to help ensure that 
ow meters provide reliable measurements, national

metrology institutes (NMI's) have been established [5].
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NMI's bear the responsibility of maintaining and disseminating 
ow measurement

standards, as well as conducting research that supports advances in 
ow measure-

ment standards [6]. One way that an NMI helps ensure reliable 
ow measurements

is by calibrating (less accurate) 
ow meters to devices referred to as primary 
ow

standards [7], [8]. Primary 
ow standards are devices that measure mass 
ow at the

lowest levels of uncertainty without requiring calibration by another device. These

devices achieve their low uncertainties by invoking global mass conservation princi-

ples to relate mass 
ow to the fundamental quantities of length, mass, and time.

Traditionally, primary mass 
ow measurements have been conducted using any one

of a number of well documented timed-collection techniques, whereby the quantity

of 
uid being measured 
ows into a collection vessel of known volume or mass for a

measured time interval.

GAS

FLOW

T P
CRITICAL
NOZZLE

COLLECTION
VESSEL

FLOW
CONDITIONER

Figure 1.1. Schematic of typical primary standard calibration system

The basic components of a timed-collection primary mass 
ow standard consist of

a source of gas 
ow, the meter under test (e.g., critical nozzle), a collection vessel to

store the collected gas, connecting piping, pressure and temperature instrumentation,



3

and data acquisition devices. A generic schematic illustrating these features is shown

in Fig. (1.1). During calibration, gas passing through the 
ow meter under test accu-

mulates into the collection tank. The mass 
ow is determined by dividing the mass

accumulated in the tank by the duration of collection. An expression for the mass


ow is given by

_mexp =
mtankf �mtanki

�t
(1.1)

where mtanki is the initial mass in the tank, mtankf is the mass in the tank after

collection, and �t is the duration of the collection. We note that additional correc-

tive terms (e.g., diverter error, storage e�ects, possible leaks, etc.) may need to be

included in Eq. (1.1) depending on the particular calibration standard.

Timed-collection primary standards are classi�ed as either volumetric or gravimetric

depending on the method used to quantify the mass of gas before and after collec-

tion (i.e., mtanki and mtankf ). Common volumetric primary standards include piston

provers [9], bell provers [10], [11], and pressure-volume-temperature-time (PVTt) sys-

tems [12]. Volume based methods determine the gas density via temperature and

pressure measurements, and calculate mass by multiplying the density by the volume

of collected gas. Gravimetric timed-collection techniques [13], on the other hand,

weigh the collection vessel before and after collection to determine the mass of gas.

Using the existing volumetric and gravimetric timed-collection primary 
ow stan-

dards NMI's can measure mass 
ow with uncertainties ranging from as low as 0:01%

to 0:25%.
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The statement of 
ow measurement uncertainty speci�es the maximum expected

deviation from the true value at a ninety-�ve percent con�dence level [14]. It is

determined by statistically combining all of the relevant sources of error for a given

primary 
ow standard (e.g., measurement of time, 
ow pro�le e�ects, etc.).

The measurement of 
ow is unique from the measurement of other fundamental

quantities such as mass, length, and time. For example, while the measurement of

length has a standard reference that can be compared to measured values of length,

no standard reference for 
ow measurements has been established. Therefore, NMI's

conduct ongoing inter-comparisons among themselves to validate 
ow measurement

uncertainty estimates. These round-robin testing procedures have helped identify

systematic errors in primary 
ow standards, thereby reducing 
ow measurement un-

certainty. Because critical nozzle 
ow meters have been used for several decades to

perform the vast majority of these comparisons, the detailed 
ow characteristics of

these devices are of great importance.

Critical nozzles (also known as critical 
ow venturis) have unique 
ow features that

distinguish them from other standard 
ow meters. Not only do these devices provide

a reliable and precise way of measuring gas mass 
ow, but they are easily portable,

robust, o�er a high degree of repeatability, and have been demonstrated to stably

maintain their calibration performance for a period of up to thirty years [15]. As a

result these devices have traditionally been used for performing international compar-

isons among NMI's and for disseminating 
ow traceability from NMI's to secondary
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laboratories domestically [16]{[18]. In addition, these devices have numerous indus-

trial applications including uses as gas 
ow meters, mass 
ow controllers, calibration

standards for other gas 
ow meters [19],[20], and pressure isolators.

In light of the unique 
ow features of critical nozzles, various NMI's are investigating

the possibility of using these devices as a primary 
ow standard (for direct measure-

ment of 
ow without prior calibration). We note that there is no intention of replacing

the more accurate timed-collection primary standards with critical nozzles. Instead,

the purpose is to exploit the unique features o�ered by critical nozzles in 
ow appli-

cations not suitable or convenient for the more traditional timed-collection methods.

For example, a critical nozzle 
ow standard would have great bene�t for metering

gases that are either too toxic or corrosive for traditional (timed-collection) methods.

Additional applications include the measurement of extremely large 
ows where ex-

isting timed-collection methods require very large collection vessels, the measurement

of very low 
ows where collection times for 
ow accumulation into the collection ves-

sel can be impractically lengthy, and metering applications not requiring the absolute

lowest levels of uncertainty.

The main obstacle preventing the wide spread use of critical nozzles as a primary


ow standard can be attributed to their dependence on calibration for accuracy. To

achieve the highest levels of accuracy each nozzle must be calibrated over its ex-

pected range of operating conditions. Moreover, the calibration is sensitive to gas

species (especially in the lower Reynolds number range) so that each nozzle must be
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re-calibrated whenever a di�erent gas is used. To determine the mass 
ow without

calibration, quantitative predictive models have been developed. These predictive

models work quite well at larger 
ows (i.e., larger nozzle sizes) where existing analyt-

ical theories predict the discharge coe�cient to within the experimental uncertainty.

However, at lower 
ows current predictive models deviate from experimental data by

as much as 2% { an error margin well beyond the acceptable limits for high accuracy

gas 
ow metrology.

The objective of this research is to develop a highly accurate �rst principles predic-

tive model to use as the basis for critical nozzle 
ow calibration. For timed-collection

primary standards the analysis of mass 
ow is straightforward, yielding an expres-

sion for mass 
ow equal to the change of mass in the collection vessel divided by the

elapsed collection time (refer to Eq. 1.1). In contrast, a �rst principles evaluation of

the mass 
ow through a critical nozzle is more involved, requiring a detailed analysis

that conserves mass, momentum, and energy at all locations throughout the nozzle.

Ultimately, an evaluation of mass 
ow through a critical nozzle based on �rst prin-

ciples requires solving the governing conservation equations in conjunction with the

appropriate boundary conditions.

In this research computational 
uid dynamics (CFD) will be used in conjunction

with experimental methods to study the detailed 
ow characteristics of small-scale

critical nozzles. We will assess the ability of CFD to improve upon long standing

analytical models [21]{[36] that work well for some gases (i.e., within 0:5% of reading),
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but deviate by as much as 2% for others. Given that primary mass 
ow standards

have uncertainties ranging from 0:01% to 0:25%, the proposed CFD model will focus

on obtaining mass 
ow predictions at precision levels better than 0:25% of data.

Improvements to existing analytical models will be accomplished by including more

of the pertinent physics (i.e., wall heat transfer, real gas e�ects, more physical inlet

conditions, possible non-equilibrium e�ects, etc.) which should further improve the

agreement between model and experiment. Thus, the proposed CFD model will

include a more complete description of important gas dynamic 
ow processes which

might improve the state of critical nozzle 
ow measurement, ultimately allowing these

devices to be used more reliably over a wider range of gas species and operating

conditions. Although the Reynolds number based on nozzle diameter in these 
ows

is relatively high, ranging from 2 000 to 131 000, experimental evidence indicates that

the boundary layer remains laminar for Reynolds numbers up to 106 [37]. As a result

the numerical model discussed in this research is based on laminar 
ow.

1.1 Critical Nozzle Geometry

The critical nozzle has two prominent designs [39], the toroidal throat nozzle design

(Fig. 1.2) and the cylindrical throat nozzle design (Fig. 1.3). Although the overall

shape of both designs is that of an axisymmetric converging-diverging nozzle, the

nozzle contour di�ers between the two geometries. An azimuthal cut of the �rst

design installed in a pipeline is shown in Fig. (1.2). The converging section is a
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Flow
Direction

Rc = 1.8 to 2.2d

d/2

Tangent
Point

θ = 2 to 6 
o

 

D/2
 

1 to 7d

CL

P0T0 Pb

Figure 1.2. Schematic of toroidal throat critical nozzle geometry in pipeline: D = approach pipe

diameter, d = nozzle throat diameter, � = half angle of conical divergent section.

circular arc of constant curvature contracting to a minimum cross sectional area called

the nozzle throat. This circular arc extends past the throat to a point of tangency

where the shape becomes conical. The second design shown schematically in Fig. (1.3)

also consists of a constant curvature converging section. The principle di�erence is

that its minimum cross sectional area extends for one nozzle throat diameter before

discontinuously changing slope at the location where the conical divergent section

begins.

In past years the extended throat section in the cylindrical design allowed highly

accurate measurements of the nozzle throat diameter { an important parameter in

analytical and computational predictions of the discharge coe�cient. However, due

to ongoing advances in computer controlled machining, the throat diameter can be

determined to within � 1�m in the �rst design (i.e., toroidal throat geometry) [34].

The toroidal throat geometry avoids both the undesirable discontinuity in the nozzle



9

Discontinuity
in

Slope
Flow

Direction
 

D/2
 

P0T0

Rc = d

d/2

θ = 3 to 4 
o

1 to 7d
d

Pb

CL

Discontinuity
in

Curvature

Figure 1.3. Schematic of cylindrical throat critical nozzle geometry in pipeline: D = approach pipe

diameter, d = nozzle throat diameter, � = half angle of conical divergent section.

wall curvature at the end of the converging section as well as the constant area

section (compare Fig. 1.2 with Fig. 1.3). As pointed out by Smith and Matz [29], the

discontinuous jump to the in�nite curvature at the end of the converging section

in the cylindrical nozzle results in a locally adverse pressure gradient that will at

a minimum thicken the boundary layer, or could possibly even lead to local 
ow

separation. Either of these conditions results in non-ideal nozzle performance and

is undesirable, especially if predictive methods are to be used. However, in spite of

the disadvantages associated with the cylindrical throat nozzle design, both nozzle

designs are used in practice.

In the present research we consider both nozzle designs, but place more emphasis on

the toroidal throat design. The nozzle sizes considered have throat diameters ranging

from 0:3mm to 3mm. The stagnation pressure is varied from 0:5 atm to 3 atm for

a nominal stagnation temperature of 298:15K. This range of operating conditions
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Figure 1.4. Schematic illustrating 
ow conditioning and static pressure and temperature measure-

ments upstream of a toroidal throat critical nozzle.

corresponds to a mass 
ow range extending from 0:5 grams/min to 220 grams/min

spanning a Reynolds number range from 2 000 to 131 000.

To promote uniformity in the 
ow metering community, the geometry of both nozzle

designs has been standardized by the International Organization for Standardization

(ISO) [39]. In addition, the ISO has developed speci�c requirements for installing

critical nozzles into pipelines. These ISO guidelines require that the static pressure

be measured using a wall pressure tap located 0.9 to 1.1 pipe diameters upstream of

the nozzle entrance and that the temperature be measured 1.8 to 2.2 pipe diameters

upstream of the nozzle entrance as shown in Fig. (1.4). Also, a 
ow straightener is

suggested upstream of both the pressure and temperature measurements to minimize

installation e�ects.
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1.2 Principle of Operation

During operation of a critical nozzle, subsonic 
ow in the pipeline upstream of the

nozzle inlet must be accelerated to sonic velocity at some location within the nozzle.

Based on idealized 
ow conditions (i.e., one-dimensional inviscid 
ow of a calorically

perfect gas) the one-dimensional gas 
ow reaches sonic conditions (i.e., M =1) uni-

formly across the nozzle throat cross section. In the actual multi-dimensional 
ow

�eld, however, the sonic line is not 
at, but has a de�nite curvature that is related

to the nozzle wall radius of curvature at the throat. In either case, once the 
ow has

been accelerated to sonic conditions the 
ow is commonly referred to as choked or

critical 
ow, giving rise to the name critical nozzle.

Choked 
ow is attained by setting the appropriate ratio of back pressure to inlet

stagnation pressure (i.e., pb=p0) across the nozzle. The level of back pressure ratio

that just chokes the nozzle is the maximum allowable pressure ratio to maintain sonic

throat conditions, and care must be taken to operate critical nozzles at or below this

value. Once the appropriate (choking) pressure ratio is obtained, further reduction of

the downstream pressure (i.e., back pressure) propagates a shock structure through

the divergent section of the nozzle but has little to no e�ect on mass 
ow rate.

Physically, the downstream pressure disturbances cannot propagate upstream against

the oncoming supersonic 
ow. Therefore, critical nozzles, unlike many other 
ow

meters, do not need to measure a pressure drop to determine the 
ow rate. Given the
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nozzle geometry and gas composition, critical nozzles have the advantage (at least to

�rst order) of determining the mass 
ow rate based on upstream stagnation properties

alone.

The ratio of the cross sectional area at the meter exit, Aexit, to the throat cross

sectional area, A�, dramatically a�ects the necessary level of the choking pressure

ratio. In particular, critical nozzles with larger area ratios, Aexit=A
�, have better

pressure recovery (i.e., less pressure drop) and allow higher choking pressure ratios,

thereby extending the range of operation (especially in pressure limited systems).

Since ISO critical nozzles are designed for a �xed range of divergent half angles (see

Fig. 1.2), these nozzles take advantage of this principle by having a lengthy divergent

section.

An example that illustrates how Aexit=A
� a�ects the choking pressure is considered

for N2 gas. Based on ideal 
ow theory the choking pressure ratio for N2 
ow through a

critical nozzle without a divergent section (i.e., Aexit=A
� = 1) is approximately 0:523.

However, the choking pressure can be increased to approximately 0.9 by implementing

an area ratio, Aexit=A
� = 1:62, which corresponds to a divergent section length of

3:94 nozzle throat diameters and a divergent half angle of 2 degrees. From a practical

viewpoint, however, the choking pressure will also be a function of Reynolds number

since viscous e�ects degrade the choking pressure ratio, causing it to be somewhat

lower than the idealized value based on area ratio.
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1.3 One Dimensional Inviscid Mass Flow Model

A �rst approximation of the mass 
ow passing through a choked nozzle can be

obtained analytically by solving the one-dimensional Euler equation for a given nozzle

geometry. When the gas is assumed to be a calorically perfect ideal gas (i.e., cp =

constant and p = �RgasT ) the choked nozzle mass 
ow is given by the following

relationship

_mideal =
p0A

�Csidealq
Rgas To

(1.2)

Csideal =
p



�

 + 1

2

� (
+1)

2(1�
)

where p0 is the stagnation pressure, To is the stagnation temperature, A
� is the nozzle

throat area, Rgas is the gas constant for a speci�ed gas composition, and Csideal is the

ideal critical 
ow factor { a function of the speci�c heat ratio, 
. In the present work

the model for mass 
ow given in Eq.(1.2) will be referred to as the ideal 
ow model

as indicated by the subscript in the equation. The details giving the formulation of

Eq.(1.2) can be found in standard textbooks of gas dynamics [40]{[42].

The ideal mass 
ow model given by the expression in Eq.(1.2) provides a convenient

�rst order estimate of the actual mass 
ow through a critical nozzle (i.e., 1{10% of
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reading depending on Reynolds number). Better agreement between theory and ex-

periment can be obtained by incorporating into the theory various non-ideal 
ow

mechanisms that a�ect the actual mass 
ow. Traditionally, these non-ideal 
ow

mechanisms have included viscous e�ects, multi-dimensional phenomena, and real gas

behavior. In Section 1.5 we will address the mathematical details involved in incorpo-

rating these non-ideal e�ects into theoretical model. Essentially, we will demonstrate

that the net e�ect of these non-ideal 
ow mechanisms is to add higher order correction

terms to the ideal mass 
ow prediction given in Eq.(1.2). In the remainder of this

section, however, we focus on providing qualitative insight as to how each of these

traditional (i.e., non-ideal) 
ow mechanisms a�ects the mass 
ow.

The presence of viscous e�ects in the nozzle tends to decrease the mass 
ow below

its ideal value given in Eq.(1.2). Physically, the no slip condition existing at the nozzle

wall results in a layer of slow moving 
uid adjacent to the wall (i.e., the boundary

layer). Furthermore, within the boundary layer the 
uid's kinetic energy is irreversibly

converted to internal energy (i.e., viscous dissipation) so that the boundary layer

temperature is larger than the free stream temperature. The larger temperature

throughout the boundary layer results in a decrease in the 
uid density near the wall.

Together, the lower than ideal values of 
uid velocity and density in the boundary

layer result in a reduction in mass from that predicted by the one-dimensional inviscid


ow solution. Generally speaking, the accuracy of the ideal mass 
ow predictions

improves at larger Reynolds numbers since viscous e�ects are less signi�cant.
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The ideal 
ow model approximates the nozzle 
ow as a one-dimensional 
ow �eld.

In actuality, the nozzle 
ow is multi-dimensional. These multi-dimensional e�ects

result in curvature of the sonic line which also reduce the actual mass 
ow relative

to _mideal. In multi-dimensional 
ows (neglecting viscous e�ects) the sonic line follows

an approximately parabolic pro�le that begins just upstream of the throat along

the nozzle wall and extends downstream into the diverging section of the nozzle

to its vertex on the centerline. Consequently, 
ow at the throat cross section will

have, in general, a supersonic velocity near the wall (i.e., M > 1), and a subsonic

velocity near the centerline (i.e., M < 1). On the other hand, the sonic line is 
at

for one-dimensional inviscid 
ow so that a uniform sonic velocity (i.e., M=1) exists

everywhere along the throat cross section. Based on isentropic 
ow theory, the mass


ux obtains its maximum value at a Mach number of unity. Therefore the mass 
ow is

greater for one-dimensional 
ow where sonic conditions (i.e., M=1) exist uniformly

across the throat cross section.

In contrast to the reduction in mass 
ow due to viscous and multi-dimensional

e�ects, the presence of real gas behavior (i.e., non unity compressibility factor) in

the 
ow can either increase the mass 
ow above the ideal value given in Eq.(1.2) or

decrease the mass 
ow below the ideal value. The e�ect that real gas behavior will

have on the mass 
ow is determined primarily by the compressibility factor, Z. Under

ideal conditions the compressibility factor is unity. However, Z varies with the local

thermodynamic conditions in the actual 
ow. Roughly speaking, the compressibility
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factor of gases generally obtains larger than unity values at large pressures and less

than unity values at low pressures. For most critical nozzle applications the com-

pressibility factor is less than unity (i.e., Z < 1) throughout the 
ow �eld since the

nozzle upstream stagnation pressure is typically well less than the critical pressure1

of the gas. Therefore, for Z < 1 the actual gas density throughout the nozzle will

be larger than the idealized value so that the mass 
ow is typically increased above

_mideal.

For applications requiring better accuracy than the ideal 
ow model can provide, the

mass 
ow can either be measured experimentally or determined by more complete

mathematical models. Generally speaking, experimental calibration o�ers advan-

tages over mathematical models given that the experimental errors can be estimated

to yield an overall expanded uncertainty for the procedure [14]. For mathematical

models, on the other hand, fewer quantitative methods exist for estimating errors

resulting from any required simplifying assumptions. Nevertheless, mathematical

models are useful, and often serve as a guide to experimental calibration as well as

provide physical insight into the processes that cause deviations from ideal behav-

ior. Before discussing the �rst principles numerical (CFD) calibration procedures, we

brie
y discuss standard experimental calibration procedures (Section 1.4) and review

the existing analytical techniques for calibration (Section 1.5).

1Here the critical pressure is the highest pressure under which a liquid can exist in equilibrium

with its vapor (i.e., not the nozzle throat pressure).
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1.4 Experimental Calibration

Calibration supplements the one-dimensional inviscid 
ow theory by de�ning an

experimentally determined discharge coe�cient. The discharge coe�cient is given by

Cd � _mexp

_mideal

(1.3)

where _mideal is obtained from the one-dimensional inviscid analysis given by Eq.(1.2),

and _mexp is measured experimentally using any of the previously discussed primary


ow standards. Given that the accuracy of critical nozzles derives from experimental

calibration, we brie
y discuss the calibration procedure and provide as an example

typical calibration data.

For a given nozzle geometry, the discharge coe�cient changes as a function of the


ow rate passing through it. Traditionally, this functionality has been expressed in

terms of a reference Reynolds number de�ned as [31]

Re�exp =
4 _mexp

� d �0
(1.4)

where d is the nozzle throat diameter, and �0 is a representative viscosity. Since

the magnitude of viscosity varies throughout the 
ow �eld, custom is to evaluate

the viscosity at the upstream stagnation conditions. During calibration the Reynolds

number is usually controlled by adjusting the upstream stagnation pressure at a �xed
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stagnation temperature. The mass 
ow is measured at the desired Reynolds number

and Eq. (1.3) is used to de�ne the discharge coe�cient. A calibration curve (i.e., a

plot of Re�exp vs. Cd) is generated by repeating this procedure at several stagnation

pressures. We note that in analytical work it is more convenient to plot the discharge

coe�cient versus an ideal version of the Reynolds number. The ideal version of the

Reynolds number, Re�ideal, is de�ned by using the idealized mass 
ow, _mideal, in the

place of _mexp in Eq. (1.4), and the discharge coe�cient, Cd = Re�exp=Re
�

ideal provides

the conversion factor between the two Reynolds number de�nitions.

Figure (1.5) gives an example of experimental calibration data taken by Nakao

et al. [35] at the National Research Laboratory of Metrology in Japan (NRLM) for

several gases 
owing through a small throat diameter (i.e., d = 0:5935mm) criti-

cal nozzle at Reynolds numbers in the laminar 
ow range. For all the gases shown

in the �gure, the discharge coe�cient increases with increasing Reynolds number.

Physically, as the Reynolds number increases the boundary layer thins and the dis-

charge coe�cient increases. At in�nite Reynolds numbers, the discharge coe�cient

approaches its limiting value of unity.

The size of the symbols used in this Fig. (1.5) is indicative of the 0:2% experimental

uncertainty. The nearly 3% variation of data among the di�erent gas species (e.g.,

CO2 and He) indicates that Cd has a functional dependence on gas species and is

not fully characterized by Reynolds number alone. Thus, a more complete charac-

terization of Cd must include additional parameters that account for this gas species
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Figure 1.5. NRLM experimental calibration data for several gas species.

e�ect. Therefore, although experimental calibration procedures enable high accuracy

gas mass 
ow measurements, the resulting calibration curve can only be applied to

the speci�c critical nozzle geometry and gas composition used during calibration.

1.5 Existing Analytical Models

In an e�ort to diminish the need for calibration, previous research has focused on

the development of more complete analytical models capable of predicting nozzle
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performance at improved levels of accuracy and providing a better understanding of


ow �eld characteristics. Various researchers [21]{[34] have developed corrections for

multi-dimensional e�ects, viscous e�ects, and real gas behavior that characterize the

discharge coe�cient over a wide range of operating conditions as a function of various

physical parameters. This section will discuss the theoretical basis and limitations of

various analytical models that have been used to predict the discharge coe�cient.

Much of the pertinent physics required to make reasonably accurate mass 
ow

predictions for critical nozzle applications is contained within the one-dimensional

inviscid 
ow model (discussed previously in Section 1.3). This fact is evident in the

vast majority of published calibration data where the ratio of _mexp to _mideal (i.e.,

Cd) is between 0:9 and 1:0. As a result, the standard analytical approach for includ-

ing non-ideal e�ects uses the ideal 
ow model (i.e., one-dimensional inviscid 
ow of

a calorically perfect gas) as a baseline. Corrections for non-idealities due to multi-

dimensional e�ects, viscous e�ects, and real gas behavior are considered as higher

order terms that are subtracted from the baseline. Accordingly, the discharge coe�-

cient can be expressed as

Cd = 1��Cdinv ��Cdvis ��Cdvirial (1.5)

where �Cd;inv is the reduction in Cd due to multi-dimensional e�ects, �Cdvis is the

reduction in Cd due to viscous e�ects, and �Cdvirial is the reduction (or gain) in

Cd due to real gas behavior. Given that each of the �rst order corrective terms in
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Eq. (1.5) is generally small relative to the (unity) baseline, higher order products of

these terms usually make a negligible contribution and can be omitted.

The mathematical expression for the discharge coe�cient in Eq. (1.5) treats viscous

e�ects, multi-dimensional e�ects, and real gas behavior as uncoupled phenomena.

The combined e�ect of these non-ideal mechanisms is modeled as a superposition

of the individual e�ects. As a result, each of these non-ideal mechanisms can be

analyzed independently from the in
uence of the other mechanisms. For example,

because no coupling is assumed to exist among the non-ideal 
ow mechanisms, the

reduction in Cd due to viscous e�ects can be expressed as the di�erence between the

unity baseline and a viscous discharge coe�cient, Cdvis . Following this reasoning,

Cdvis is determined by considering the boundary layer development along the nozzle

wall, but neglecting sonic line curvature and real gas behavior. Analogously, an

inviscid discharge coe�cient, Cdinv , and a real gas or virial discharge, Cdvirial, can be

de�ned to characterize multi-dimensional e�ects and real gas behavior respectively.

Mathematically, the reduction (or gain) in Cd due to each non-ideal mechanism is

given by the following three expressions:

1. �Cdvis = 1� Cdvis

2. �Cdinv = 1� Cdinv

3. �Cdvirial = 1� Cdvirial
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By substituting these de�nitions into Eq. (1.5) the discharge coe�cient can be ex-

pressed as

Cd = 1� (1� Cdinv)� (1� Cdvis)� (1� Cdvirial): (1.6)

A similar equation was derived by Massier et al. in 1970 [32]. These researchers con-

sidered viscous e�ects and multi-dimensional e�ects and derived a form of Eq. (1.6)

valid for calorically perfect ideal gases. Since real gas e�ects were not considered,

their expression for the discharge coe�cient includes only the �rst three terms on the

right hand side of Eq. (1.6). Their analysis can be extended, however, to reproduce

Eq. (1.6) in its entirety by assuming that real gas e�ects are limited to the inviscid

core region. That is, corrections for real gas e�ects predominately a�ect the core 
ow.

The validity of this assumption is predicated upon the core 
ow passing through a

much larger area with a higher mean 
ow velocity than the 
ow inside the boundary

layer.

Throughout the years several other researchers have chosen to express Eq. (1.6) in

an equivalent form whereby the discharge coe�cient is conveniently expressed as a

product of the various non-ideal discharge coe�cients

Cd = CdinvCdvisCdvirial: (1.7)

A Taylor series expansion around the baseline (i.e., unity) shows that this expression

is equivalent to Eq. (1.6) to second order accuracy.
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Based upon Eq. (1.6) or Eq. (1.7), the analytic characterization of Cd reduces to

determining a discharge coe�cient for each non-ideal e�ect relative to the baseline.

This uncoupled approach is valid when non-ideal mechanisms cause only small de-

viations from the baseline. Deviations due to real gas behavior will be small when

the compressibility factor is near unity. Likewise, corrections for viscous e�ects will

be small when the boundary layer at the nozzle throat is small in comparison to the

throat radius. This criteria is satis�ed by most high Reynolds numbers 
ows, with

the exception of 
ows through small-scale critical nozzles where even a thin boundary

layer may represent a non-negligible fraction of the throat radius. Such small 
ows are

typical in certain semi-conductor manufacturing applications that use critical nozzle


ow meters to control mass 
ow. Multi-dimensional phenomena will be small when

the throat radius of curvature is large relative to the throat diameter (i.e., at least two

throat diameters). In the remainder of this section we discuss the methods developed

by previous researchers for determining Cdinv , Cdvis , and Cdvirial.

1.5.1 Inviscid Discharge Coe�cient

Several researchers [26]{[28] have developed closed form analytical expressions for

the inviscid discharge coe�cient, Cdinv . Essentially, these formulations correct the

ideal baseline model by accounting for curvature of the sonic line attributed to a

multi-dimensional 
ow �eld. These corrections express the inviscid discharge coef-

�cient, Cdinv , as a function of 
 and 
 = R=Rc where R is the throat radius and
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Rc is the wall radius of curvature at the nozzle throat. The functional dependence

of the inviscid discharge coe�cient on these parameters is determined by using a

perturbation expansion solution of the compressible perturbation-velocity potential


ow equation [41] in the transonic regime. Among several works, the most widely

used solution is due to Hall [28] who solved the equation in axisymmetric coordinates

by implementing a series solution of four terms. In Hall's expression the inviscid

discharge coe�cient is expressed as

Cdinv = 1� (
 + 1)
2
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552960

2

!
(1.8)

where each successive term enclosed in the brackets of Eq. (1.8) adds an additional

level of re�nement. Theoretically, an in�nite number of these corrective terms is

necessary to obtain an exact analytical solution. However, truncating the series is

justi�ed for 
 less than unity since higher order terms contain larger powers of 
 and

therefore become smaller. In contrast, the series diverges for 
 greater than unity so

that solutions may be less accurate for 
 slightly greater than unity and are invalid

for 
 signi�cantly greater than unity. In accordance with ISO speci�cations toroidal

throat critical nozzles are designed with 
 = 0:25. Lastly, these series solutions have

been found to be in good agreement with the work of Stratford [26] who used physical

arguments to estimate how the wall curvature at the throat in
uences the inviscid

discharge coe�cient.
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1.5.2 Viscous Discharge Coe�cient

Previous researchers [26, 31, 33] have also studied how viscous phenomena a�ect the

mass 
ow through critical nozzles. Viscous e�ects can be accounted for by de�ning an

e�ective throat area in such a manner that the mass 
ow predicted by one-dimensional

inviscid 
ow theory is equivalent to the actual value of mass 
ow through the nozzle.

Given that viscous e�ects retard the 
ow near the wall, the e�ective area will be

smaller than the actual throat area.2 Mathematically, the e�ective throat radius

equals the actual throat radius minus the displacement thickness, ��. One-dimensional

inviscid 
ow theory can be used to determine the viscous mass 
ow once the nozzle

wall is displaced inward by ��. Given that the density and 
ow velocity at the sonic

throat are independent of the throat size, the viscous discharge coe�cient can be

de�ned as the ratio of the e�ective nozzle throat area to the actual nozzle throat area

so that

Cdvis =

 
1� 2

��

d

!2
: (1.9)

where �� is the displacement thickness and d is the nozzle throat diameter. To main-

tain consistency with the previous assumption that viscous e�ects cause only a small

deviation from the baseline, it is necessary that the ratio of the displacement thickness

to diameter in Eq. (1.9) be small (i.e., ��=d << 1). Most researchers take advantage

of this by neglecting the second order term in ��=d in Eq. (1.9) and express the viscous

2Note that wall cooling can cause a local increase in mass 
ux through the boundary layer

resulting in an e�ective throat area that is larger than the actual throat area; however, this is not

relevant to critical nozzle applications under normal calibration conditions.
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discharge coe�cient as

Cdvis = 1� 4
��

d
+O

2
4 ��

d

!235 : (1.10)

A variety of boundary layer methods have been used to estimate the throat dis-

placement thickness for nozzle 
ows. In 1964, Stratford [26] used integral boundary

layer methods to estimate the momentum thickness for compressible 
ow over a 
at

plate. He estimated the displacement thickness, ��, by multiplying his expression

for momentum thickness by a value of the shape factor valid for an incompressible


ow with a favorable pressure gradient. In 1971, Kuluva and Hosack [43] used in-

tegral boundary layer techniques to directly solve for �� at the throat of a critical

nozzle. Other researchers used similarity solutions of the governing compressible,

axisymmetric laminar boundary layer equations in order to obtain higher accuracy

predictions of the displacement thickness. Geropp [33] and Tang [30] independently

developed similarity solutions to predict �� by implementing the following simplifying

assumptions:

1. perfect gas with a constant speci�c heat,

2. one-dimensional free stream satisfying a Falkner-Skan type 
ow pro�le,

3. Prandtl number equal to unity,

4. adiabatic nozzle wall,
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5. molecular viscosity directly proportional to temperature,

6. nozzle wall radius of curvature much larger than the boundary layer thickness.

Using these assumptions, these researchers developed nearly identical expressions for

��. When Geropp's expression for the displacement thickness is used in Eq. (1.10) the

viscous discharge coe�cient is expressed as

Cdvis = 1�
�

 + 1

2

�1=4 "8(9� 4
p
6)

3(
 + 1)
+
4
p
6

3

#

�1=4q
Re�ideal

(1.11)

where 
 is the speci�c heat ratio, Re�ideal is the Reynolds number based on throat

diameter given in Section 1.4, and 
 = R=Rc is the nozzle throat radius, R, to the

wall radius of curvature at the throat, Rc. The expression developed by Tang is

identical to Eq. (1.11) with the exception that it includes an additional term that is

inversely proportional to Reynolds number. This additional term, which is indicative

of the Stokes regime, makes only a minor contribution to Cdvis (less than 0:1%)

for ISO nozzles (i.e., 
 = :25) at Reynolds numbers above 2000. Consequently, in

light of errors introduced by the other simplifying assumptions, this term is generally

neglected for high Reynolds number 
ows.

1.5.3 Virial Discharge Coe�cient

The real gas or virial discharge coe�cient, Cdvirial, was determined by Johnson [21]{

[24]. Johnson's work di�ers from the analytical investigations of Cdinv and Cdvis in
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that it was done numerically. He numerically integrated the one-dimensional energy

equation along an adiabat. Along the integration path the thermodynamic properties

were determined by a real gas equation of state. The limits of integration extended

from known stagnation conditions (p0 and T0) to sonic conditions (M = 1). The

manifold of thermodynamic states between these limiting conditions is identical to

the thermodynamic states experienced by a 
uid particle of �xed identity as it is

isentropically accelerated from stagnation conditions to sonic conditions in a hypo-

thetical critical nozzle. The 
ow in such a hypothetical critical nozzle corresponds to

one-dimensional inviscid 
ow of a real gas. At the upper limit of integration (M=1),

by de�nition, the 
uid velocity equals the sound speed. Accordingly, Johnson deter-

mined the mass 
ux at M = 1 by multiplying the density by the sound speed. For

convenience, Johnson lumped all of the real gas e�ects into a modi�ed critical 
ow

function, Csvirial, and expressed his mass 
ow results in a form equivalent to the ideal

baseline model given in Eq. (1.2) of Section 1.3

_mvirial =
p0A

�Csvirialq
Rgas T0

: (1.12)

The modi�ed critical 
ow function, Csvirial, has been aptly named the Johnson coef-

�cient. The numerical results for Csvirial have been tabulated as a function of p0 and

T0 for several gases in references [21]{[25]. Moreover, the ratio of mass 
ow, _mvirial

divided by the baseline mass 
ow _mideal (see Eq. 1.2), de�nes the real gas discharge
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coe�cient, which is given as

Cdvirial =
_mvirial

_mideal

: (1.13)

Because Johnson's work is numerical in nature, it is not convenient to combine his

numerical results with the closed-form analytical results for Cdinv and Cdvis . Instead,

it has become customary to include Johnson's treatment of real gas e�ects directly

in the experimentally measured discharge coe�cients. Therefore, a common practice

of many researchers is to amend the de�nition of the discharge coe�cient given in

Eq. (1.3) by de�ning Cd using _mvirial as the normalizing theoretical mass 
ow instead

of _mideal as given by

C 0

d =
_mexp

_mvirial

: (1.14)

This modi�ed de�nition of the discharge coe�cient, C 0

d, is equivalent to using the

Johnson coe�cient, Csvirial, in the place of the ideal critical 
ow function, Csideal

(e.g., compare Eq. 1.2 with Eq. 1.12). By normalizing the experimentally measured

mass 
ow in this way, real gas e�ects are accounted for in the de�nition of the dis-

charge coe�cient and subsequently do not in
uence calibration data. That is, the

functionality of C 0

d (as given in Eq. 1.14) is independent of real gas e�ects. The ex-

planation as to why real gas e�ects can be accounted for in this fashion is essentially

a result of the assumption that each non-ideal 
ow mechanism is independent from

the other non-ideal 
ow mechanisms. By combining Eq. (1.13) and Eq. (1.14) the
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amended de�nition of the discharge coe�cient can be mathematically expressed as

C 0

d =
Cd

Cdvirial

= CdinvCdvis (1.15)

where Cd = _mexp= _mideal is the usual de�nition of the discharge coe�cient. Equa-

tion (1.15) mathematically shows that C 0

d is independent of real gas e�ects.

The modi�ed version of the discharge coe�cient, C 0

d, should be used when compar-

ing analytical models to experimental data. By using C 0

d instead of Cd, closed form

analytical models, which do not account for real gas e�ects, can be used to predict the

discharge coe�cient even when real gas e�ects are present in the 
ow. Fortunately,

the numerical procedures used by Johnson to determine Csvirial and ultimately C
0

d, can

be supplemented with approximate analytical techniques [62] when thermodynamic

conditions do not substantially deviate from those of a perfect gas (i.e., Z very close

to unity). Under these conditions, Cdvirial is approximated by using the ideal version

of the critical 
ow factor with the speci�c heat ratio, 
0 = 
(T0; P0), evaluated at the

local stagnation temperature and pressure as given by

Csvirial �
p

0

�

0 + 1

2

� (
0+1)

2(1�
0)

: (1.16)

At low enough pressures, there is essentially no di�erence between this approximate

value of Cdvirial obtained by using Eq. (1.16) and the tabulated values of the Johnson

coe�cient.
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1.5.4 Composite Analytical Model

In 1997, Ishibashi and Takamoto [34] used the axisymmetric inviscid 
ow model de-

veloped by Hall [28] (see Eq. 1.8) and the viscous boundary layer model of Geropp [33]

(see Eq. 1.11) to predict the discharge coe�cient of several commonly used gases.

Their model simultaneously accounted for both boundary layer development and

curvature of the sonic line. The experimental Cd values were de�ned according to

Eq. (1.14) in order to minimize any real gas e�ects in the calibration data. This ana-

lytic model characterizes Cd in terms of both Re
�

ideal and 
, thereby correcting the cal-

ibration data by accounting for the changes in 
 between di�erent gas species. Nakao

et al. demonstrated that this correction works quite well for several gases (e.g., He,

Ar, H2, N2, and O2), predicting Cd behavior to within a few tenths of a percent [35].

However, for other gases (e.g., CO2 and SF6) the Ishibashi and Takamoto model

underpredicts Cd by more than 2% { an error level unacceptable for high accuracy

metering applications.

Figure (1.6) compares the analytical predictions of Ishibashi and Takamoto [34] to

experimental calibration data of Nakao et al. [35] for several gases. The experimen-

tal measurements were taken at Reynolds numbers in the laminar 
ow range using

a small throat diameter (d = 0:5935mm) ISO critical nozzle. As before, the sym-

bols used in the �gure have been scaled to the experimental uncertainty. (Note

that uncertainty components due to the nozzle throat diameter are not included.)

Following the results of previous analytical investigations [30, 33] and experimental
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Figure 1.6. Comparison of experimental calibration data with predictions from analytical models.

observations [34, 39], the calibration data has been linearized by plotting Cd versus

1=
q
Re�ideal (see Eq. 1.11). This method of linearization works because Cd (to �rst or-

der) is directly proportional to the displacement thickness, ��, which varies inversely

with the square root of Reynolds number for laminar 
ows. The experimental data

also depicts how viscous e�ects in
uence the discharge coe�cient. At high Reynolds

numbers (i.e., low 1=
q
Re�ideal) the boundary layer thins and Cd increases for all the

gases considered.

Accurate gas 
ow measurement ultimately depends on characterizing the discharge
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coe�cient over a range of di�erent operating conditions. Understanding the boundary

layer development along the nozzle wall, and the curvature of the sonic line are at the

heart of accurately predicting and understanding the in
uence of di�erent operating

conditions on the discharge coe�cient. The analytic models discussed in this section

have aided experimental calibration by determining some of the important dimen-

sionless parameters necessary to characterize the discharge coe�cient. The physical

insight obtained through these models has also aided in optimizing the geometrical

design of critical nozzles [36]. However, experimental data indicates that calibration

curves are signi�cantly a�ected by gas species, yet the analytical models exhibit only

a weak dependence on gas species. Furthermore, extrapolating the experimental data

in Fig. (1.6) to higher Reynolds numbers (i.e., lower 1=
q
Re�ideal) suggest that the ex-

perimental Cd values will be larger than unity for some gases (e.g., CO2) . The larger

than unity experimentally extrapolated Cd values occur in spite of the fact that the

discharge coe�cient is normalized by the one-dimensional, inviscid mass 
ow, _mvirial.

Thus, for the �rst time we observe experimental data in which the actual mass 
ow

exceeds the ideal 
ow. This result is totally unexpected based on the well developed

analytical works, and there is no physical understanding explaining this phenomenon.

1.6 Research Objectives

The objective of this investigation is to compare the accuracy of Cd predictions

from conventional analytical models (discussed in Section 1.5) against numerically
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calculated full Navier-Stokes solutions. In doing so we will assess the e�ectiveness of

the various analytical correlations used in predictive models and attempt to identify

the reasons for the very poor analytical Cd predictions of certain gases (e.g., CO2

and SF6). Additionally, the numerical analysis will be used to study how various

mechanisms a�ect the mass 
ow in an attempt to develop models capable of predicting

mass 
ow to accuracy levels approaching those of primary mass 
ow standards.

The numerical investigation may provide insight that will improve existing calibra-

tion methods. Calibration data has been shown to be species dependent at lower

Reynolds numbers [35]. Previously published analytical models have had only limited

success characterizing this phenomenon. By solving the full Navier-Stokes equations

we alleviate the need for many of the simplifying assumptions used in analytical meth-

ods. Numerical methods are expected to be 
exible enough to include a more com-

plete physical description (i.e., temperature dependent speci�c heat, real gas e�ects,

non-unity Prandtl number, a more physical non-adiabatic wall thermal boundary con-

dition, upstream pipeline installation e�ects, coupling between the various non-ideal

mechanisms, possible non-equilibrium e�ects due to rapid 
ow expansion through the

nozzle, etc.). Systematic comparisons between the CFD and the experimental data

will aid in determining which, if any, of these physical mechanisms lead to improved

predictive capabilities. Additionally, the analysis will help to quantify the degree

of error introduced by various simpli�cations used in analytical models. Ultimately,

improved predictive capabilities for a wider number of gas species and 
ows could
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lead to use of numerical methods to calibrate critical nozzles for applications where

experimental calibration is impractical or infeasible.
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Chapter 2

MATHEMATICAL FORMULATION

For the nozzle 
ows of interest in this investigation the Reynolds numbers range

varies from 2 000 to 131 000. Experimental evidence indicates that transition to tur-

bulent 
ow occurs at much higher Reynolds numbers (106) for toroidal throat critical

nozzles [37]. As a result the 
uid motion is governed by the compressible, axisym-

metric laminar Navier-Stokes equations. Moreover, this research identi�es that the


ow physics for certain gas species involve interactions between gas dynamic pro-

cesses and molecular energy exchange processes. Thus, the gas dynamic equations

are coupled to the equations describing the molecular energy exchange between the

vibrational and translational energy modes. Such non-equilibrium processes occur in

critical nozzle 
ows when the vibrational modes of a polyatomic molecule relax slowly

relative to 
ow processes. The numerical treatment of the Navier-Stokes equations is

presented �rst in Section 2.1 through Section 2.3, followed by the numerical treatment

of the vibrational relaxation phenomenon in Section 2.4, non-equilibrium thermody-

namic relations in Section 2.5, and �nally the appropriate boundary conditions in

Section 2.6.
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2.1 Scalar Equations of Motion

The unsteady, axisymmetric (i.e., u� = 0 and @
@�

= 0) representation of the conser-

vation equations in terms of the heat 
ux vector, q00, and the viscous stress tensor, � ,

are given in scalar form by

@�

@t
+

@

@x
(�ux) +

@

@r
(�ur) = ��ur

r
(2.1)

@

@t
(�ux) +

@

@x
(�u2x + p) +

@

@r
(�uxur) = ��uxur

r
+
@�xx

@x
+
@�rx

@r
+
�rx

r
(2.2)

@

@t
(�ur) +

@

@x
(�urux) +

@

@r
(�u2r + p) = ��u

2
r

r
+
@�rx

@x
+
@�rr

@r
+
�rr � ���

r
(2.3)

@e

@t
+

@

@x
[ux(e+ p)] +

@

@r
[ur(e+ p)] = �ur(e+ p)

r
+ _Qheat + _Wvis (2.4)

where e = �[� + 1
2
(u2x + u2r)] is the total energy per unit volume, a summation of the

internal energy and kinetic energy. In these nozzle 
ows, the contribution of potential

energy represents only a small fraction of the total energy and is therefore neglected.

Likewise, the gravimetric body force terms are also omitted from the momentum

equations (i.e., Eq. 2.2 and Eq. 2.3) since these terms have an insigni�cant impact on

the gas dynamics. In the energy equation (Eq. 2.4) the rate of work done by viscous

forces, _Wvis, as well as the heat transfer rate, _Qheat, have axisymmetric representations
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given by the following expressions:

_Wvis =
@(ux�xx + ur�xr)

@x
+
@(ux�xr + ur�rr)

@r
+
(ux�xr + ur�rr)

r
;

_Qheat = �(@q
00

x

@x
+
@q00r
@r

+
q00r
r
):

Following Stoke's hypothesis for a Newtonian 
uid (see for example reference [38])

the stress tensor, � , is directly proportional to the strain rate tensor. Moreover, the

molecular viscosity, �, is the proportionality factor. In an axisymmetric coordinate

system the components of � can be expressed as

�xx = �(
4

3

@ux

@x
� 2

3

@ur

@r
� 2

3

ur

r
) �rr = �(�2

3

@ux

@x
+
4

3

@ur

@r
� 2

3

ur

r
)

(2.5)

��� = �(�2

3

@ux

@x
� 2

3

@ur

@r
+
4

3

ur

r
) �xr = �(

@ur

@x
+
@ux

@r
):

where �r� and �x� are identically zero. The heat 
ux vector, q00, follows Fourier's law

of heat conduction for a pure substance with axisymmetric components given by

q00x = �k@T
@x

(2.6)

q00r = �k@T
@r
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where q00� is identically zero.

2.2 Vector Equations of Motion

For numerical implementation it is convenient to express the set of scalar equa-

tions (Eq. 2.1 through Eq. 2.4) in vector notation. The time-derivative version of the

governing set of scalar equations can be expressed in vector notation as given by

�
@Qp

@t
+
@E

@x
+
@F

@r
= H + L(Qp) (2.7)

where the inviscid 
ux vectors are given by

E =

0
BBBBBBBBBBBB@

�ux

�u2x + p

�uxur

(e+ p)ux

1
CCCCCCCCCCCCA
; F =

0
BBBBBBBBBBBB@

�ur

�urux

�u2r + p

(e+ p)ur

1
CCCCCCCCCCCCA
:

The dependent vector, Qp = [p ux ur T ]
T , selected for convenience, together with

the conservative vector, Qc = [� �ux �ur e]
T are used to de�ne the Jacobian matrix,

� = @Qc=@Qp, on the left hand side of Eq. (2.7). On the right hand side of Eq. (2.7)

the axisymmetric source vector, H = Hinv + Hvis, is divided into both an inviscid

and viscous contribution. The inviscid, Hinv, and the viscous, Hvis, contributions are

expressed as
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Hinv = �1
r

0
BBBBBBBBBBBB@

�ux

�urux

�u2r

ur(e + p)

1
CCCCCCCCCCCCA
; Hvis =

1
r

0
BBBBBBBBBBBB@

0

hvis2

hvis3

hvis4

1
CCCCCCCCCCCCA

where the non-zero components of the viscous axisymmetric 
ux vector, Hvis, are

given by

hvis2 = �2

3

@(�ur)

@x
+ �

@ux

@r
+ �

@ur

@x

hvis3 = �2ur

3

@�

@r
+
4�

3

@ur

@r
� 4

3

�ur

r

hvis4 = �2

3

@(�uxur)

@x
� 2

3

@(�u2r)

@r
+ �ux

@ux

@r
+ �ux

@ur

@x
� 2�ur

3

@ux

@x
+
4�ur

3

@ur

@r
+ k

@T

@r
:

Furthermore, the viscous di�erential operator is denoted by L and is de�ned as

L =
@

@x
Rxx

@

@x
+

@

@x
Rxr

@

@r
+

@

@r
Rrx

@

@x
+

@

@r
Rrr

@

@r
(2.8)

where the viscous matrices Rxx, Rxr, Rrx, and Rrr consist of
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Rxx =

0
BBBBBBBBBBBB@

0 0 0 0

0 4
3
� 0 0

0 0 � 0

0 4
3
�ux �ur k

1
CCCCCCCCCCCCA
; Rxr =

0
BBBBBBBBBBBB@

0 0 0 0

0 0 �2
3
� 0

0 � 0 0

0 �ur �2
3
�ux 0

1
CCCCCCCCCCCCA
;

Rrx =

0
BBBBBBBBBBBB@

0 0 0 0

0 0 � 0

0 �2
3
� 0 0

0 �2
3
�ur �ux 0

1
CCCCCCCCCCCCA
; Rrr =

0
BBBBBBBBBBBB@

0 0 0 0

0 � 0 0

0 0 4
3
� 0

0 �ux
4
3
�ur k

1
CCCCCCCCCCCCA
:

2.3 Numerical Algorithm

In practical application Eq. (2.7) is usually transformed to its equivalent repre-

sentation in the so called body{�tted coordinate system. In the body{�tted coordi-

nate system the coordinate axes, (�,�), are aligned with the grid lines, facilitating a

straightforward implementation of exterior and interior boundary conditions. While

this coordinate transformation introduces several additional terms into the original

vector form of the equation, the �nal body{�tted expression can be expressed in a form

identical to the Eq. (2.7) by replacing the (x,r) coordinate axis with (�,�) and amend-

ing the de�nitions of the inviscid 
ux vectors E and F , the axisymmetric source vector

H, and the viscous matrices Rxx, Rxr, Rrx, and Rrr. Details on the transformation

to the body-�tted coordinate system can be found in reference [44].
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Although our intent is to obtain steady state solutions, the numerical algorithm re-

tains the time derivatives in Eq. (2.7), utilizing a time marching procedure to advance

the solution to the desired steady state solution. Time advancement is obtained using

�rst-order, backward �nite di�erences. Spatial discretization, on the other hand, is

accomplished using third order up-winded 
ux di�erences for the convective terms

and central di�erences for the di�usive terms. In the present work both inviscid

and viscous time-derivative preconditioning [45]�[47] are employed for accelerated

convergence rates over a wide range of Mach numbers and Reynolds numbers. An

approximately factored alternating-direction implicit (ADI) numerical algorithm is

implemented to avoid sparse matrices thereby allowing the governing set of equations

to be solved in a more e�cient manner. The resulting approximately factored (ADI)

delta form of the equations (Eq. 2.7) is shown below

"
S +�t

@

@x

 
A � �Rxx

@

@x

!#
S�1

"
S +�t

@

@r

 
B � �Rrr

@

@r

!#
�Qp = ��tRn (2.9)

where �Qp represents the change in the dependent variable between successive time

steps, and Rn is the residual of the steady equation at the previous time level (i.e., the

steady state portion of Eq. 2.7). The Jacobian matrices on the left hand side, A = @E
@Qp

,

B = @F
@Qp

, D = @H
@Qp

, and S � � � �tD arise due to the choice of the semi-implicit

ADI algorithm. These matrices a�ect convergence rates, but become unimportant as

the left hand side tends to zero in the steady state limit. The dot, �, in Eq. (2.9)

should be taken to mean that di�erentiation in the x-direction (or r-direction) applies
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to the product of the Jacobian matrix A (or B) immediately preceding it, and the

entire expression to the right of the enclosing brackets, [ ]. (e.g., The expression

@
@r

h
(B �+Rrr

@
@r
)
i
�Qp, should be interpreted as

@(B�Qp)

@r
+ @

@r
(Rrr

@�Qp

@r
)).

When Eq. (2.9) is discretized, the two terms enclosed in brackets, [ ], are observed

to be block tridiagonal operators in the x-direction and r-direction respectively. To

e�ciently solve this system of block tridiagonal operators Eq. (2.9) is expressed as

two distinct block tridiagonal systems:

"
S +�t

@

@x

 
A � �Rxx

@

@x

!#
�Q�

p = ��t Rn (2.10)

"
S +�t

@

@r

 
B � �Rrr

@

@r

!#
�Qp = S�Q�

p (2.11)

where the interim vector, �Q�

p, is solved during the �rst sweep and used as an input

on the second sweep. Both block tridiagonal systems are inverted using a block

version of the Thomas algorithm [48] at each time step until convergence is achieved.

2.4 Vibrational Relaxation

Gas 
ow through the converging section of a critical nozzle is accelerated from

nearly stagnant upstream conditions to sonic conditions in the vicinity of the nozzle

throat. Ideally, this acceleration process is governed by the reversible conversion of

thermal energy into kinetic energy. Subsequently, the temperature decreases as the
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gas accelerates through the convergent section of the nozzle. In small-scale critical

nozzles this acceleration process occurs over small distances (i.e., about 1mm for

the calibration data in Fig. 1.5). Consequently, 
ow residence times are short (about

10�6 seconds), leaving insu�cient time for the vibrational energy modes of the 
owing

gas molecules to equilibrate with the changing thermodynamic environment.1 This

phenomenon is known as vibrational non-equilibrium or vibrational relaxation.

2.4.1 Conditions Necessary for Vibrational Relaxation

Vibrational relaxation phenomenon can play an appreciable role in the 
ow pro-

cesses of select gases through critical nozzles when the following conditions are satis-

�ed:

1. The vibrational relaxation time (i.e., the time necessary for a thermodynamic

system to redistribute its vibrational energy when subjected to a new ther-

modynamic environment) is greater than or equal to the 
ow residence time

(�vib � �res).

2. The vibrational energy makes a non-negligible contribution to the overall inter-

nal energy of the gas.

These two conditions are not simultaneously realized for all gas species, and hence

the e�ect of non-equilibrium phenomenon varies from gas to gas. Simpler molecules

1Translational and rotational modes relax much faster than vibrational modes and therefore

equilibrate with the local thermodynamic environment.
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(i.e., the diatomic molecules: H2, O2, and, N2) relax slowly, but do not have su�cient

vibrational energy at normal operating temperatures (around 300K) for vibrational

relaxation e�ects to be important (i.e., condition 2 is not satis�ed). On the other

hand, larger, more complex molecules frequently do have su�cient vibrational energy

even at room temperature. Nevertheless, most equilibrate quickly so that condition 1

is not satis�ed.

An order of magnitude analysis can be used to determine which gases are likely

to experience vibrational relaxation e�ects. A brief analysis is presented here that

quanti�es conditions 1 and 2 for selected gases, �rst for N2 and then CO2. To make

this analysis de�nitive we consider the calibration data for the small throat diameter

nozzle (i.e., d = 0:5395 mm) shown in Fig. (1.5), and we determine the internal energy,

the vibrational energy, and the vibrational relaxation time at a suitable reference

temperature and pressure of 300K and 1 atm respectively.

For N2, the average 
ow residence time can be estimated by dividing the appropri-

ate length scale (i.e., the distance from the nozzle inlet to the nozzle throat) by the

average velocity over this distance. If the average velocity is estimated by using one-

dimensional ideal 
ow theory, then the average 
ow residence time is on the order of

10�6 seconds. The vibrational relaxation time for N2 (at the reference condition) is on

the order of 10�5 seconds. Since N2 equilibrates nearly an order of magnitude slower

than the average residence time, vibrational relaxation e�ects could be important if

N2's vibrational energy levels are su�ciently populated. At the reference temperature
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of 300K, only 0:007% of N2's overall internal energy is stored as vibrational energy.

Consequently, although condition 1 indicates that N2 
ow is not in vibrational equi-

librium, the e�ect of non-equilibrium 
ow processes on the gas dynamics is negligible

due to the insigni�cant level of vibrational energy at room temperature.

For CO2 the vibrational relaxation time is on the same order of magnitude as the

average 
ow residence time so that vibrational relaxation e�ects are again present

in the 
ow �eld. Unlike N2, however, the contribution of vibrational energy of CO2

at room temperature represents 10:1% of the overall internal energy. As a result,

vibrational non-equilibrium phenomena could play a role in the gas dynamics of CO2


ow. Results presented later show that indeed relaxation e�ects do a�ect the gas

dynamics of both CO2 and SF6, and that this mechanism explains the unusual Cd

behavior shown previously in Fig. (1.6) for these two gases.

2.4.2 Vibrational Relaxation Model

When vibrational non-equilibrium e�ects are important, they are primarily an is-

sue in the inviscid core region of critical nozzle 
ows where they alter thermodynamic

and 
ow processes. For example, the isentropic expansion process is rendered irre-

versible, and notions of equilibrium thermodynamics must be supplemented with non-

equilibrium thermodynamics. Initially, prior to 
ow acceleration in the converging

nozzle section, the gas is locally in equilibrium, so that the translational, rotational,

and vibrational temperatures are all equal. As the 
uid element accelerates through
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the converging section of the nozzle, however, the vibrational energy, �vib, does not

adjusts to the ever decreasing downstream temperatures, causing the 
ow to deviate

further and further from equilibrium behavior with advancing downstream distances.

Consequently, the vibrational temperature, Tvib, of the 
uid molecules di�ers from

the translational and rotational temperature, T . The resulting non-equilibrium in-

ternal energy is a function of the pressure, p, the temperature, T , and the vibrational

temperature, Tvib.

To account for vibrational non-equilibrium e�ects in predictive models, the local

non-equilibrium value of vibrational energy must be determined throughout the 
ow

�eld. The molecular energy exchange between vibrational modes and external modes

(i.e., translational and rotational modes) can be modeled using the vibrational rate

equation which is given as (see reference [49])

D�vib(Tvib)

Dt
=
�vib(T )� �vib(Tvib)

�vib(p; T )
(2.12)

where �vib(Tvib) is the non-equilibrium level of vibrational energy, �vib(T ) is the equi-

librium level of vibrational energy, and �vib(p; T ) is the vibrational relaxation time.

This equation can be formally developed using molecular theory under the following

assumptions:

1. Each vibrational mode can be considered a harmonic oscillator.

2. The entire vibrational energy content relaxes at a single relaxation time.
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3. Intermolecular collisions can change a molecule's energy level only into the next

adjacent higher or lower energy level.

4. The distribution of molecules in their respective vibrational energy levels does

not signi�cantly deviate from the equilibrium (i.e., Boltzmann) distribution at

the vibrational temperature.

Strictly speaking, the vibrational rate equation as given in Eq. (2.12) is only valid

for molecules having only one vibrational degree of freedom (i.e., diatomic molecules).

However, ultrasonic absorption and dispersion data for many polyatomic molecules

(e.g., CO2, and SF6) have demonstrated that the whole of the vibrational energy

relaxes at a single relaxation time [50],[51] and is adequately modeled by Eq. (2.12)

over the thermodynamic conditions relevant in the present work.

The vibrational model given by Eq. (2.12) is not expected to work equally well

for all gases or for any range of thermodynamic conditions. For example, CO2 gas

undergoes multiple relaxation processes at higher temperatures so that individual vi-

brational modes relax at di�erent rates. For CO2 near room temperature the vast

majority of vibrational energy resides in the bending vibrational mode so that the

other vibrational modes need not be considered. At higher temperatures, however,

the symmetric and asymmetric vibrational modes of CO2 play an increased role in

molecular energy exchange with the external degrees of freedom. Therefore, to ac-

count for the additional vibrational modes it is necessary to solve several vibrational
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rate equations, one for each relaxing mode. On the other hand, for SF6 gas the vi-

brational frequencies are fairly closely spaced together so that SF6 is likely to relax

with a single relaxation time even at elevated temperatures. Thus, Eq. (2.12) could

be used with good con�dence to model SF6 gas at higher temperatures, but not for

CO2 gas.

An expression for the vibrational relaxation time as a function of temperature and

pressure has been developed by Landau and Teller [52]. Generally speaking, the vibra-

tional relaxation time decreases with increasing pressure or temperature. Physically,

increased pressure results in a higher number of molecular collisions, thereby provid-

ing more opportunities for molecular energy exchange. Likewise, increased temper-

atures result in more energy exchange for each collision which typically reduces the

relaxation time.

Gas K1 K2

(Pa-sec) (K)

CO2 0.04204828 10635.06

SF6 0.07599375 0.0

Table 2.1. Constants for vibrational relaxation time of various gases

A commonly used low temperature approximation of the expression for relaxation

time developed by Landau and Teller is given in reference [53] as

�vib = K1

exp
h
(K2=T )

1=3
i

p
(2.13)
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where the constants K1 and K2 depend on properties of the molecule. In the present

work these constants have been determined by curve �tting experimental relaxation

time data [54],[55] to Eq. (2.13) at an atmospheric reference pressure over a temper-

ature range from 200K to 300K. The value of these constants for various molecules

are given in Table (2.1). Note that for SF6 the relaxation time is independent of

temperature over the temperature range of interest indicating that the value for K2

is identically equal to zero.

vibrational mode gk �k(K)

(N=3)

bending 2 959

symmetric 1 1920

asymmetric 1 3380

Table 2.2. Degeneracies and characteristic vibrational temperatures for CO2

vibrational mode gk �k(K)

(N=6)

1 3 522.0

2 3 753.6

3 3 887.3

4 2 926.1

5 1 1114.4

6 2 1387.8

Table 2.3. Degeneracies and characteristic vibrational temperatures for SF6

Statistical mechanics can be used to determine a suitable expression for the equi-

librium level of molecular vibrational energy [53]. For a polyatomic molecule with
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N vibrational degrees of freedom the equilibrium vibrational energy is given by a

summation consisting of the molecular vibrational energy of each vibration mode

weighted by the degeneracy of each mode

�eqvib =
NX
k=1

gk Rgas �k
exp(�k=T )� 1

: (2.14)

In this expression gk is the number of degeneracies for the k
th vibrational mode and

�k is the characteristic vibrational temperature for the k
th vibrational mode. Notice

that the vibrational energy is only a function of temperature, given that molecular

vibrations in gases do not exert any pressure. Tables (2.2) and (2.3) give the charac-

teristic vibrational temperatures and number of degeneracies for both CO2 and SF6

gases.

2.4.3 Numerical Solution of the Vibrational Rate Equation

For the purposes of this research a form of the vibrational rate equation valid for

steady 
ows along a streamline is implemented as given below

�
d�vib

dz
= �eqvib � �vib: (2.15)

In this expression �eqvib = �vib(T ) is the equilibrium level of vibrational energy, �vib =

�vib(Tvib) is the non-equilibrium value of vibrational energy, z = s=L is the dimen-

sionless distance along a streamline, and � = �vib=�res, is the ratio of local vibrational
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relaxation time to the residence time. The local residence time, �res = L=jj~ujj, is de-

�ned in terms of jj~ujj, the local magnitude of 
uid velocity, and L, the characteristic

length along a streamline.

StreamlineLocal
Coordinate

System

i i+1
3

2
1

z

Li

Figure 2.1. Schematic illustrating local coordinate frame used for solving the vibrational rate equa-

tion.

In contrast to the Navier-Stokes equations which are expressed in an Eulerian

sense, the vibrational rate equation is expressed in a Lagrangian sense. Speci�cally,

Eq. (2.15) describes the rate of relaxation of the vibrational modes of a gas particle

of �xed identity as it moves through the 
ow �eld. The Lagrangian paths of particles

of �xed identity correspond to streamlines in the 
ow �eld. The trajectories of these

streamlines must be estimated from the Navier-Stokes solution before the vibrational

rate equation can be solved. In the coupling procedure between the two equation

sets, the streamlines in the 
ow �eld are computed after each time step using the
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most recent approximation to the Navier-Stokes solution. The vibrational rate equa-

tion (Eq. 2.15) is then solved on each streamline by a space-marching procedure that

integrates between consecutive points on a streamline (see Fig. 2.1).

Integrating the vibrational rate equation along streamlines provides a convenient

method for including relaxation e�ects, however, this procedure presents a minor dif-

�culty. In general, grid points do not coincide with streamlines and interpolation is

necessary to �nd the streamlines. To improve accuracy and provide a more straightfor-

ward integration procedure without interpolation, the grid system was adjusted after

each iteration to lie on the streamlines computed from the most recent time-step of

the Navier-Stokes equations. The vibrational rate equation was then integrated on

this new grid system to obtain the relaxation rates at each point in the 
ow �eld.

The Navier-Stokes equations were also solved on the new grid at the next time step.

As convergence is approached, the grid system becomes stationary, and the Navier-

Stokes and the vibrational rate equation are solved on the same, streamline-oriented

grid system. Consequently, the need for interpolation is eliminated.

In computing the solution for the vibrational rate equation, the coe�cient � =

�vib=�res and the source term �eqvib are both evaluated from the latest solution of the

Navier-Stokes equation. The space-marching procedure starts at the nozzle inlet

where the vibrational energy on each streamline (each grid line) is equal to its equilib-

rium value (i.e., �1vib = �eqvib(T1)). The integration procedure (herein done analytically

by variation of parameters,[58]) determines �vib at the next grid point. In turn, this
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value of �vib serves as an initial condition for the next point, and so on, until the com-

plete streamline has been updated. This process is then repeated for each streamline

in the 
ow �eld. (The details of this semi-analytic integration procedure are given

in appendix 1). The calculated value of vibrational energy, �vib, is used to determine

the thermodynamic internal energy, � = �(p; T; �vib), which in turn, is used to update

the Navier-Stokes equations. Consequently the Navier-Stokes solution depends upon

the vibrational rate solution and conversely.

2.5 Thermodynamic Relations for Density and Internal Energy

The solution of the non-equilibrium 
ow �eld is obtained by globally iterating be-

tween the Navier-Stokes equations (i.e., Eq. 2.1 { Eq. 2.4) and the vibrational rate

equation (i.e., Eq. 2.15) in such a manner as to ensure that both are simultaneously

satis�ed. To close the system of conservation equations, however, it is necessary to

develop an equation of state that interrelates thermodynamic variables. Speci�cally,

both the 
uid density and internal energy must be related to other thermodynamic

quantities. Under equilibrium 
ow conditions the density and internal energy are

completely characterized as a function of the local temperature and pressure in the

nozzle. In the case of vibrational non-equilibrium, however, the internal energy must

be modi�ed to include non-equilibrium e�ects. The equation of state for density, on

the other hand, remains unchanged. Physically, the molecular vibrational energy is

independent of pressure so that relaxation phenomenon does not directly result in
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density changes. In this section, both the equation of state (i.e., � = �(p; T )) and

the thermodynamic state relationship for the internal energy (i.e., � = �(p; T; �vib))

are formulated in a general fashion so that they are valid for either the equilibrium

or non-equilibrium 
ow situation.

2.5.1 Density

The generalized equation of state for density, valid for both equilibrium and non-

equilibrium 
ow situations, is given implicitly as a function of both temperature and

pressure

p = �RgasTZ: (2.16)

In this expression the density cannot be solved for explicitly as a function of temper-

ature and pressure since the compressibility factor, Z, is given as a power series in �

as shown below [61]

Z = [1 + �B + �2C + �3D+ :::]: (2.17)

In Eq. (2.17) the temperature dependent coe�cients B(T), C(T), and D(T), are the

second, third, and fourth virial coe�cients that provide a correction for real gas

e�ects. When corrections for real gas behavior are not too substantial, as is the case

in many critical nozzle 
ow applications, Eq. (2.17) can be truncated after the second

term so that the compressibility factor is given by
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Z = [1 + �B(T)]: (2.18)

It follows that the equation of state for density simpli�es to the following

p = �RgasT [1 + �B(T)]: (2.19)

Since equation (2.19) is a quadratic equation with respect to density, the quadratic

formula can be used to express density explicitly as a function of temperature and

pressure

� =
2�i

1 +
q
1 + 4�iB(T)

(2.20)

where �i = p=(RgasT ) is the ideal 
uid density.

Gas C0 C1 C2 C3 C4 C5 MW

Ar -15.706 -59.676 -8.881 -3.1653 4.8214 -4.8895 39.949

CO2 -123.76 -276.72 -73.164 -102.95 -953.5 -504.22 44.010

H2 14.581 -6.6384 -7.7302 32.962 -52.828 26.617 2.016

N2 -4.8208 -59.578 -10.834 10.157 -16.034 7.2891 28.013

SF6 -279.24 -647.19 -231.67 -21.247 -1640.8 2211.2 146.056

Table 2.4. Polynomial Curve Fit Data for the Second Virial Coe�cient over a temperature range

from 200K to 300K.

In determining the density from known values of temperature and pressure, it is

necessary to specify the second virial coe�cient, B(T), as a function of temperature.

In this research experimental data [60] for the second virial coe�cient, B(T), was

characterized by using �fth degree polynomial curve �ts for several gases
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Tref = 298:15K; � =
Tref

T
� 1

(2.21)

B(T ) = A0 + A1� + A2�
2 + A3�

3 + A4�
4 + A5�

5

where the Ci's in Table (2.4) are related to the Ai's in Eq. (2.21) by a conversion factor

Ai = Ci (10
3=MW ) so that B(T) has SI units of (m3/kg).

2.5.2 Internal energy

To develop an expression for the internal energy that is valid for both vibrational

equilibrium and non-equilibrium 
ows, the internal energy is expressed in terms of

its molecular components as follows2

� = �eqtrans + �eqrot + �vib (2.22)

where �eqtrans is the equilibrium molecular translational energy, �eqrot is the equilibrium

molecular rotational energy, and �vib is the non-equilibrium molecular vibrational

energy. Because relaxation rates of translational and rotational energy modes are fast

relative to rates of 
ow processes both �eqtrans and �eqrot are taken to be in equilibrium.

2The expression for internal energy given in Eq. (2.22) omits the electronic energy which makes

only a negligible contribution over the temperature range of interest.
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On the other hand, vibrational relaxation processes (for some molecules) may be

slow in comparison to 
ow processes, so that depending on the gas specie and 
ow

conditions, �vib could have, in general, either equilibrium or non-equilibrium values.

Therefore, to account for both the equilibrium and non-equilibrium 
ow processes,

�vib is speci�ed as its non-equilibrium value, but it defaults to the equilibrium value

for the appropriate 
ow conditions.

The equilibrium level of internal energy can be determined by adding the equi-

librium level of vibrational energy to the translational and rotational energy modes

resulting in the following expression

�eq = �eqtrans + �eqrot + �eqvib (2.23)

where the equilibrium value of vibrational energy, �eqvib, has been de�ned previously in

Eq. (2.14). It follows that arbitrarily adding and subtracting �eqvib to the right hand side

of Eq. (2.22) yields the following expression for the non-equilibrium internal energy

� = (�eqtrans + �eqrot + �eqvib) + (�vib � �eqvib): (2.24)

The �rst set of terms in the parentheses on the right hand side of Eq. (2.24) is rec-

ognized as the equilibrium level of internal energy energy, �eq = �eq(T; p) { taken to

be a function of temperature and pressure herein. The second set of terms in the

parentheses accounts for vibrational non-equilibrium e�ects. Equation (2.24) there-

fore relates the non-equilibrium internal energy, � = �(T; p; �vib), to the equilibrium
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internal energy, �eq(T; p), as given by

�(T; p; �vib) = �eq(T; p) + (�vib � �eqvib): (2.25)

In the special case of vibrational equilibrium (i.e., �vib = �eqvib) the last two terms in

Eq. (2.25) cancel so that this general formulation of non-equilibrium internal energy

reduces to the equilibrium situation.

Finally, to make use of Eq. (2.25) in the determination of the non-equilibrium value

of internal energy, �(T; p; �vib), it is necessary to determine an expression for the equi-

librium internal energy, �eqvib(T; p). In the present research the equilibrium internal

energy is determined through its thermodynamic relationship to the equilibrium en-

thalpy, heq(T; p) � �eq(T; p)+p=�. From a manipulation of Maxwell's thermodynamic

relations [61] the equilibrium enthalpy can be shown to have the following form3

heq(T; p) =
Z T

Tref

cpi(
~T ) d ~T + �RgasT [B(T)� TBT ] (2.26)

where the �rst term on the right hand side is the enthalpy change for an ideal gas and

the second term is the necessary correction for real gas e�ects. The ideal gas speci�c

heat at constant pressure, cpi(T ), was determined for several gases using polynomial

curve �ts to tabulated values given in references [56] and [57]. (Note that B(T) is

the second virial coe�cient given previously in Eq. 2.21 and BT is its temperature

derivative.)

3The constant reference datum for enthalpy is not included since only changes in enthalpy are

relevant for gas dynamics calculations.
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2.6 Boundary Conditions

In the numerical calculation of axisymmetric critical nozzle 
ows, boundary condi-

tions are speci�ed at in
ow boundaries, out
ow boundaries, along viscous walls, and

along the centerline. The 
ow quantities speci�ed at these interfaces are determined

utilizing a combination of physical insight and mathematical rigor.

At in
ow and out
ow boundaries the viscous terms are small and the governing

equations (Eq. 2.7) are to a good approximation hyperbolic in time. At these bound-

aries a locally approximately two-dimensional version of the method of characteris-

tics [59] (MOC) determines the number of (i.e., how many) boundary conditions to

specify. The type of boundary condition prescribed is in general dictated by the 
ow

physics. A convenient choice is to specify those 
ow variables that can be measured

experimentally.

At the subsonic in
ow boundary of a critical nozzle, MOC requires three 
ow quan-

tities to be speci�ed. The choice of variables is not unique, and in fact, any three in-

dependent 
ow quantities are su�cient; however, not all variable choices work equally

well numerically. In order to mimic experimental calibration procedures for a critical

nozzle (see Section 1.4) as closely as possibly, we specify the stagnation temperature,

T0, and stagnation pressure, p0, at the in
ow boundary. As the third boundary con-

dition the inlet 
ow angle, a function of ur=ux, is speci�ed. Although there is little

physical basis for setting the 
ow angle, it is well-posed mathematically, simple to
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implement, and (as will be demonstrated in Chapter 3) works well for the purposes of

the present study. For an arbitrary equation of state the form of the upstream in
ow

boundary conditions are given as

Z p0

p

d~p

�(~p; s)
=

1

2
(u2x + u2r) (2.27)

Z T0

T

�cp

� ~T
~T
d ~T = �1

2
(u2x + u2r) (2.28)

�xux + �rur = 0 (2.29)

where �x and �r are metrics associated with the transformation to the body-�tted

coordinate system and the variables denoted by \~" are dummy variables of integra-

tion. Note that stagnation boundary conditions are expressed in integral form when

real gas behavior is considered. The integrand of these integral expressions should

be integrated with the entropy, s, held �xed; however these expressions cannot be

evaluated until a suitable equation of state is selected. In the case of an ideal gas

with constant speci�c heats, these integral expressions can be simpli�ed to algebraic

expressions. The algebraic expressions that result for the assumption of a calorically

perfect ideal gas can also be utilized as an good approximation for real gas behavior

when the inlet Mach number is signi�cantly less than unity (i.e., M < 0:1).

The procedure for specifying out
ow boundary conditions is identical to that of
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in
ow boundary conditions. The number of out
ow boundary conditions depends on

the local Mach number in the direction of the exiting 
ow. For locally supersonic 
ow

no physical boundary conditions are imposed, and the 
ow status is determined by

solving the equations of motion at the exit boundary. However, for locally subsonic


ow at the exit boundary, MOC requires specifying one boundary condition at the

nozzle exit. By convention the back pressure, pb is generally prescribed. In this study

of choked nozzles we take the exiting 
ow to be supersonic and accordingly, solve the

equations motion at the exit.

Along the nozzle wall viscous e�ects result in boundary layer development and the

MOC does not apply. Physical intuition is used to prescribe the viscous wall boundary

conditions. These boundary conditions include no velocity slip (i.e., ux = 0), imper-

meable nozzle wall (i.e., ur = 0), zero normal pressure gradient (commonly assumed

in thin boundary layer theory, @p=@n = 0), and an appropriate thermal boundary

condition such as an adiabatic wall or uniform wall temperature. For convenience the

e�ect of the wall thermal boundary condition is denoted by the dimensionless wall

temperature, Twall=T
�. (In a later section we will assess the e�ects of this parameter

on mass 
ow). Boundary conditions are implemented along the nozzle centerline as

follows

@p

@r
= 0;

@ux

@r
= 0; ur = 0;

@T

@r
= 0: (2.30)
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Chapter 3

EVALUATION OF EQUILIBRIUM CFD MODEL

One of the primary objectives of this research is to compare the performance of

CFD models based on the full Navier-Stokes equations to both the existing analytical

models and to calibration data. Comparisons of CFD predictions with analytical pre-

dictions will help to assess the rami�cations of various assumptions used in analytical

models, while comparisons between CFD and experimental data will serve to assess

the predictive capabilities of various CFD algorithms.

In the �rst part of this investigation a dimensional analysis is used to determine the

functionality of the discharge coe�cient. Following this, Cd is computed numerically

and compared to predictions based on existing analytical models and experimental

measurements. The results of the dimensional analysis are used for a parametric study

to determine the in
uence of various dimensionless parameters on Cd. A physical

explanation is provided to summarize the numerical results and describe the overall

impact of important dimensionless parameters on Cd.
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3.1 Dimensional Analysis

Traditionally experimental calibration curves give the discharge coe�cient as func-

tion of only the throat Reynolds number for a given nozzle geometry. However, exper-

imental studies by Nakao et al. have shown that at low Reynolds numbers (1 000 to

40 000) the discharge coe�cient has a functional dependence on gas composition [35].

That is, each gas has a uniquely di�erent calibration curve.
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__________________
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Figure 3.1. Calibration curve illustrating the e�ect of gas species on discharge coe�cient (Uncer-

tainty of data is less than 0.2 percent)

Figure (3.1) shows typical calibration data of several gas species where the data
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is linearized by plotting Cd versus 1=
q
Re�ideal. The experimental data shows that

Cd can vary by more than three percent for di�erent gas compositions at the same

Reynolds number (e.g., compare the CO2 calibration curve to the Ar calibration

curve in Fig. 3.1). Existing analytical models have made some progress toward ex-

plaining this e�ect by characterizing the discharge coe�cient in terms of both Re�ideal

and 
. However, a complete explanation of the physical mechanisms responsible

for this e�ect has yet to be determined. An understanding of this phenomenon

could lead to improved calibration. In particular, calibration might be made species

independent { allowing calibration data of a given gas composition to be utilized for

other gas compositions.

In this section a dimensional analysis is done to determine the primary dimensionless

parameters that in
uence the discharge coe�cient for arbitrary operating conditions

and gas composition. In what follows, the important dimensionless parameters are

determined by normalizing the governing gas dynamic equations from the previous

chapter. In a later section a parametric study is used to investigate the functionality

of the discharge coe�cient on these dimensionless parameters. In this way many of

the simplifying assumptions used in analytical models can be quantitatively assessed

for their e�ect on the discharge coe�cient.

We start by considering the complete set of governing equations, including the con-

servation equations (Eq. 2.1{2.4), constitutive equations (Eq. 2.5{2.6), and boundary

conditions (Eq. 2.27{2.30). The dimensionless form of these equations reveal the



66

important dimensionless quantities characterizing the discharge coe�cient. In this

development we assume that the gas remains in thermodynamic equilibrium (an as-

sumption we investigate in more detail in Chapter 4) as it 
ows through the nozzle,

but we make no assumption about the thermodynamic equation of state. Therefore,

the resulting expression for the discharge coe�cient includes dimensionless param-

eters that account for real gas behavior. Later, however, the functionality of the

discharge coe�cient is simpli�ed by invoking the ideal gas assumption.

The four components of the solution vector Qp = [p; ux; ur; T ]
T are normalized by

p�; a�; a�; T � respectively, where \a" is the speed of sound and the superscript, \ � ",

indicates evaluation of 
ow variables based on one-dimensional inviscid nozzle 
ow

theory of a calorically perfect ideal gas at M = 1 (i.e., the condition at the nozzle

throat under ideal assumptions). Under these conditions, the sound speed at the

nozzle throat is related to the square root of temperature, a� =
q

RgasT �. The

molecular viscosity, �, following previous works, is normalized by �0, the value of

molecular viscosity evaluated at the stagnation conditions. Similarly, the thermal

conductivity, k, is normalized by k0, the value of thermal conductivity evaluated at

the stagnation conditions.

The speci�c heat at constant pressure, cp, is normalized by a reference value, cpi,

taken at 25 degrees Celsius for an ideal gas. Note that the subscript \i" in the ref-

erence value of speci�c heat denotes ideal gas behavior so that cpi = Rgas
=(
 � 1).

In addition, the length scales in both the axial and radial directions are normalized
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by the nozzle throat diameter, d, and time is normalized by, �flow = d=a�, the time

it takes a 
uid particle moving at sonic velocity to travel one nozzle throat diame-

ter. Accordingly, we introduce the following dimensionless variables denoted by the

superscript \^":

x̂ =
x

d
; r̂ =

r

d
; t̂ =

t

�flow
;

p̂ =
p

p�
; û =

ux

a�
; v̂ =

ur

a�
; T̂ =

T

T �

; (3.1)

�̂ =
�

�0
; k̂ =

k

k0
; ĉp =

cp

cpi

The density is normalized by �� = p�=(RgasT
�) so that the dimensionless density is

related to temperature and pressure by the following equation of state

�̂ =
p̂

ZT̂
(3.2)

where Z is the compressibility factor { a dimensionless factor that accounts for real

gas e�ects.

The governing equations (Eq. 2.1{2.4) are repeated in this section in their dimen-

sionless form to emphasize the pertinent dimensionless parameters that arise. This

set of equations is expressed as

@�̂

@t̂
+
@�̂ûx

@x̂
+
@�̂ûr

@r̂
= � �̂ûr

r̂
(3.3)
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�̂
Dûx

Dt̂
= �1




@p̂

@x̂
+

1

Re�ideal
(r̂ � �̂ )x (3.4)

�̂
Dûr

Dt̂
= �1




@p̂

@r̂
+

1

Re�ideal
(r̂ � �̂ )r (3.5)

�̂ĉP
DT̂

Dt̂
=

 

 � 1




!
�̂T̂

Dp̂

Dt̂
� 1

Re�ideal Pr
(r̂ � q̂00) + (
 � 1)

Re�ideal
� (3.6)

where both the material derivative, D=Dt̂ = @=@t̂+ ûx@=@x̂+ ûr@=@r̂, and the dimen-

sionless del operator, r̂ = ~ix@=@x̂ +~ir@=@r̂ + (1=r̂)~i�@=@�, have been introduced for

compactness. While this dimensionless system of equations is mathematically equiv-

alent to the original scalar system (Eq. 2.1 through Eq. 2.4), notice however, that the

energy equation (i.e., Eq. 2.4) has been replaced, for convenience, by Eq. (3.6), the

dimensionless heat equation { a linear combination of the energy equation and the

velocity inner product of the momentum equation. In the momentum equations the

divergence of the shear stress tensor, (r̂ � �̂)x and (r̂ � �̂ )r, represents the net viscous

forces per unit volume in the x-direction and r-direction respectively. In an analogous

fashion the divergence of the heat 
ux vector, (r̂ � q̂00), in Eq. (3.6) represents the lo-

cal e�ux of heat. The viscous dissipation, �, is the rate of heat production due to

the irreversible conversion of kinetic energy into internal energy. The mathematical
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representations of these terms are shown below
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@ûx

@x̂
+
@ûr
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To complete the dimensional analysis the boundary conditions must also be con-

sidered. Normalizing the boundary conditions (see Section 2.6) follows the same pro-

cedure outlined above. The normalized wall temperature, Twall=T
�, characterizes the

wall thermal boundary condition, and the normalized back pressure, pb=p
�, accounts

for the case when the 
ow exits the nozzle at subsonic velocities. In the present study,

however, the 
ow is taken to exit the nozzle at a supersonic velocity so that pb=p
� is

not relevant. This assumption is reasonable since experiments have not detected any

changes in mass 
ow due to pressure perturbations downstream of the nozzle throat.
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Neither the inlet boundary condition nor the centerline boundary condition yields

any additional dimensionless parameters. Therefore, based on the set of governing

equations the dimensionless parameters of interest include:

1. Re�ideal = (4 _mideal)=(� d �0), (Reynolds Number)

2. 
 = cPi=(cPi � Rgas), (Speci�c Heat Ratio)

3. Twall=T
�, (Thermal Boundary Condition)

4. ĉP = cP=cPi, (Variation in Speci�c Heat)

5. �̂ = �=�0, (Normalized molecular viscosity)

6. k̂ = k=k0, (Normalized thermal conductivity)

7. Pr = (� cP )=k, (Prandtl Number)

8. Z, (Compressibility Factor)

9. �T , (Normalized Coe�cient of Volumetric Expansion)

Mathematically, the normalized solution vector, Q̂p, can be expressed as a function

of the indicated dimensionless parameters as shown below

Q̂p = fnc(x̂; r̂; Reideal; 
;
Twall

T �

; ĉP ; �̂; k̂; P r; Z; �T ): (3.7)

The mass 
ow through the critical nozzle can be calculated by integrating the mass


ux, �u, over the throat cross sectional area as given by
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_m =

Z d
2

0
2�r�uxdr: (3.8)

Dividing Eq. (3.8) by _mideal, Cd is given as

Cd = 8

Z 1
2

0
r̂�̂ûxdr̂: (3.9)

It follows that the functionality of the discharge coe�cient is given in terms of the

following dimensionless parameters

Cd = f1 (Re
�

ideal; 
;
Twall

T �

; ĉP ; �̂; k̂; P r; Z; �T; geometry): (3.10)

Thus, in critical nozzle 
ows where real gas behavior is important, the discharge

coe�cient is a function of nine dimensionless parameters in addition to the nozzle

geometry. This set of dependent parameters can be reduced to six if the gas is

considered to be a calorically perfect ideal gas (i.e. cP = constant, �= p=(RgasT )).

In this case ĉP , �T , and the compressibility factor are unity and the functionality

reduces to

Cd = f2 (Re
�

ideal; 
; P r;
Twall

T �

; �̂; k̂; geometry): (3.11)

The simpli�ed expression for the discharge coe�cient given in Eq. (3.11) applies for

gases that behave nearly ideally over the range of thermodynamic conditions typical

of critical nozzle 
ows. However, this expression can also be used for gases where real

gas e�ects are important by using the modi�ed de�nition of the discharge coe�cient
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introduced by Johnson [21]{[24] and de�ned previously in Eq. (1.14). In the following

sections we will de�ne the procedure used for numerically calculating the discharge

coe�cient and compare numerical Cd predictions against both experimental data

and analytical Cd predictions. Later, in Section 3.6 the e�ect that the dimensionless

parameters in Eq. (3.11) have on the discharge coe�cient is assessed.

3.2 Numerical Calculation of Cd

In experimental calibration procedures the discharge coe�cient is de�ned as the

ratio of the measured mass 
ow to a theoretical mass 
ow (refer to Eq. 1.3 or Eq. 1.14).

For numerical predictions of the discharge coe�cient, however, the computed mass


ow, _mCFD, is used in place of the measured mass 
ow, _mexp. This section will

discuss the procedure used for determining _mCFD from converged solutions of the

Navier-Stokes equation. Convergence stipulations and treatment of discretization

errors are also discussed.

The numerically predicted mass 
ow, _mCFD, is determined by integrating the mass


ux over an appropriate surface area within the nozzle. In the present work, the

assumed symmetry about the nozzle centerline allows the surface integral for mass


ow to be reduced to a path integral. For convenience the path of integration is taken

to coincide with the grid lines that subdivide the nozzle at various cross sections

(i.e., grid lines of constant �). Thus, the computed mass 
ow passing through the

ith cross section is denoted by _mCFDi
. Under steady state steady 
ow conditions,
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_mCFDi
should theoretically remain the same constant value at each and every cross

section. However, for numerical computations errors due to incomplete convergence

and discretization errors result in a slight variation of the computed mass 
ow, _mCFDi
,

from one cross section to the next. These errors must be minimized in order to obtain

the highest accuracy Cd predictions.

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.5

1

1.5

2

2.5

x/d

y/d

Mesh 201x101

Figure 3.2. Mesh of nozzle geometry (201 by 101), d = 0:5935mm and � = 3degrees.

To minimize the axial variation in the computed mass 
ow, the CFD simulations

were converged to near machine accuracy and the grid mesh density was re�ned

until _mCFDi
remained constant to within � 0:005% of the mean value at every cross
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section where the mass 
ow was computed. Three di�erent mesh densities varying

from coarse to �ne were used to assess the e�ect of discretization errors on mass 
ow

predictions. The coarse grid consisted of 101 grid points in the axial direction and

51 grid points in the radial direction (i.e., 101 by 51). In a similar manner, the mesh

densities of the two �ner grids consisted of 201 by 101 grid points and 401 by 201

grid points respectively. The same critical nozzle geometry was used for all three

mesh densities. For these studies the upstream piping section was excluded so that

the computational domain included only the converging-diverging nozzle section as

shown schematically by the 201 by 101 mesh in Fig. (3.2).

Figure (3.3) compares the computed mass 
ow, _mCFDi
, at several axial locations for

the three mesh densities considered. The computed mass 
ow predictions correspond

to N2 gas 
owing through a (d = 0:5935mm) critical nozzle at Reideal = 3847:4. In

the �gure the normalized computed mass 
ow, _mCFDi
= _mideal is plotted versus the

dimensionless advancing distance along the nozzle centerline, x=d, where d is the

nozzle throat diameter. Of the three mesh densities considered, the �nest mesh (401

by 201) yielded the most uniform _mCFDi
pro�le. For the �nest mesh the maximum

variation in _mCFDi
was less than 0:008% excluding the nozzle inlet cross section (i.e.,

the �rst grid point) where the computations of mass 
ow are expected to be adversely

a�ected as a result of neglecting the inlet piping section. The mass 
ow at the inlet

plane for both of the coarser meshes (i.e., 201 by 101 and 101 by 51) was also a�ected

by the inlet boundary condition. Figure (3.3) shows the disparity between _mCFDi
at
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Figure 3.3. Axial variation in computed mass 
ow for three mesh densities.

the nozzle inlet and the remainder of the nozzle for each mesh density. In Section 3.6.5

it will be shown that including the piping section upstream of the nozzle inlet plane

has a small e�ect on Cd and can be neglected.

When the Navier-Stokes equations have been converged to near machine accuracy,

any remaining variation in _mCFDi
from one cross section to the next is primarily due

to discretization errors. Figure (3.3) illustrates this point showing smaller variations

of _mCFDi
as the mesh density increases. Note, however, that slight variations in the
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computed mass 
ow persisted even at the highest mesh density, and therefore _mCFDi

was arithmetically averaged as given by

_mCFD =
1

Imax

ImaxX
i=1

_mCFDi
(3.12)

where Imax is the number of axial grid points. The average computed mass 
ow,

_mCFD, di�ers by only 0:0044% (neglecting the �rst grid point) between the (401 by

201) mesh and the (201 by 101) mesh. Given that the percent di�erence in mass 
ow

is almost two orders of magnitude less than the 0:2% experimental uncertainty, and

noting the considerable advantage in computation time e�ciency, we chose to utilize

the 201 by 101 grid size for all mass 
ow computations.

In this research the numerically predicted discharge coe�cient is de�ned by

CdCFD =
_mCFD

_mideal

: (3.13)

Since we will be investigating small changes in Cd as a function of the previously

mentioned dimensionless parameters we maintain a level of consistency by utilizing the

same mesh density in all cases. By taking these precautions the CFD should faithfully

indicate the correct Cd trends for various gas compositions and 
ow conditions.
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3.3 Validation of Numerical Results.

In this section an equilibrium CFD model is used to compute the discharge coe�-

cients for Ar, N2, H2, SF6, and CO2 gases over a range of Reynolds numbers varying

from 2 000 to 40 000. The accuracy of these numerical predictions is determined by

direct comparison against experimental calibration data. As explained previously in

Section 1.5.3 of Chapter 1, real gas e�ects have been accounted for in the experimental

calibration data so that to a good approximation the CFD model need not consider

these e�ects. Subsequently, the equilibrium CFD model assumes a calorically perfect

ideal gas (i.e., p = �RgasT and 
 = constant). In a later section, the equilibrium

CFD model uses a real gas equation of state to ensure real gas behavior has been

adequately accounted for using the approximate method discussed in Chapter 1.

The equilibriumCFD results follow the experimental calibration procedures whereby

the Reynolds number is set by adjusting the stagnation pressure at a �xed stagna-

tion temperature of 298:15K. The wall thermal boundary condition is taken to be

adiabatic and the molecular viscosity and thermal conductivity are determined from

experimental data [56]. (The e�ect of assuming an adiabatic nozzle wall will be in-

vestigated in a later section.) As explained in Section 2.6 of the previous chapter,

stagnation boundary conditions are prescribed at the nozzle entrance and the 
ow

exiting the nozzle is taken to be fully supersonic.

The gases modeled in the numerical investigation (i.e., Ar, H2, N2, SF6, and CO2)
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have been selected to demonstrate the variable degree of di�culty of predicting the

calibration performance of di�erent gas species. Comparisons between the analytical

model and the experimental data have indicated that certain gases are particularly

di�cult to model while others are fairly straightforward (see Fig. 1.6). There has

been no explanation o�ered in the literature that explains why the analytical model

works well for some gases but poorly for others. Furthermore, there is no criterion

(besides direct comparison to experimental data) that distinguishes those gases that

can be modeled using analytical techniques from those gases that are not suitable for

analytical methods.

This investigation considers gases for which the analytical predictions compared well

with experimental data (e.g., Ar, H2, and N2) as well as gases where the agreement

between the analytical model and calibration data was poor (e.g., SF6 and CO2). Ex-

cluding the two problematic gases SF6 and CO2, the analytical predictions are within

a fraction of a percent of the experimental data for all of the gases in Fig. (3.1). In

spite of the good agreement for these gases (i.e., Ar, He, O2, H2, N2, C2H2, CH4, and

C2H6), the analytical Cd predictions exhibited a systematic bias based on the molec-

ular structure of the gas. The discharge coe�cient of the monatomic and diatomic

gases (e.g., Ar, He, O2, H2, and N2) was slightly overpredicted by the analytical

model. In contrast, for the polyatomic gases (e.g., C2H2, CH4, C2H6) the analytic

model slightly underpredicted the experimental Cd values. In the case of SF6 and CO2

gases the underprediction was quite large, exceeding one percent for SF6 and greater
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than two percent for CO2. Thus, the gases selected for this investigation should help

assess if the equilibrium CFD model is capable of providing insight explaining the

slight overprediction of Cd noted for the monatomic and diatomic gases or explaining

the drastic underprediction observed for SF6 and CO2 gases.

In the remainder of this section the equilibrium CFD model is compared to the

analytical model. Next, the equilibrium CFD results are compared to calibration

data to assess any levels of improvement over analytical results. These comparisons

are used to provide insight that could be useful for making improvements to the

computational model. Finally, a sensitivity analysis is done to ascertain the sensitivity

of various parameters on the discharge coe�cient.

3.3.1 Comparison between Analytical and Equilibrium CFD Flow Model

Comparisons between the numerically predicted calibration curves, the analyti-

cal calibration curves [34], and the experimental calibration curves [35] are shown in

Fig. (3.4) for the �ve gases considered. In each one of the �ve calibration plots the

�'s label the numerical data, the dashed line ( ) represents the analytical data [34],

and the �'s label the experimental results [35]. The size of the �'s represents the un-

certainty of the experimental measurements. Note that the uncertainty due to nozzle

throat diameter (� 0.337%) is not included and will be discussed in detail in Sec-

tion 3.6.6. In this section Fig. (3.4) is used to to compare the equilibrium CFD model

to the analytical model.
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Figure 3.4. Comparison between analytical [22], equilibrium CFD, and experimental [23] sonic nozzle

discharge coe�cients for �ve gas species. (Adiabatic nozzle wall assumed in computations). 
H2
=

1:409, 
N2
= 1:4, 
Ar = 1:67, 
SF6 = 1:09, 
CO2

= 1:29.
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Figure (3.4) shows that the equilibrium CFD results are in good agreement with

the analytical model of Ishibashi and Takamoto [34] for all the gases considered. In

particular, both the numerical and analytical results exhibit a linear trend that agrees

well in both slope and intercept. The largest di�erence between the two sets of

data is less than 0.14% in magnitude. This suggests that the composite boundary

layer/inviscid core model of Ishibashi and Takamoto yields the same order of accuracy

as the full equilibrium Navier-Stokes equations. Given that the analytical model is

simpler to implement and less expensive to use, it should be used instead of the more

involved CFD methods to make Cd predictions for those gases (i.e., the monatomic

and diatomic gases and some polyatomic gases) for which the analytical techniques

are known to provide su�ciently accurate results.

Although the equilibriumCFD analysis did not improve upon analytical predictions,

the equilibrium CFD model still provides useful information. The close agreement

between the analytical and CFD results suggest that the various simpli�cations used

in the analytical model (see Section 1.5) have little e�ect on Cd predictions. How-

ever, to eliminate the possibility that the good agreement between the analytical

and numerical predictions could be caused by self-canceling errors attributed to the

numerous assumptions used in the analytical model, the equilibrium CFD model is

used to perform a sensitivity study of the various analytical assumptions. The result

of the sensitivity analysis (performed in Section 3.6) con�rms that the assumptions

used in the analytical model are generally adequate over the range of thermodynamic
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conditions considered.

3.3.2 Comparison between Calibration Data and EquilibriumCFDModel

A comparison between the experimental data [35] and the numerical results in

Fig. (3.4) indicate fairly good qualitative agreement (i.e., their slopes are similar).

However, throughout the range of Reynolds numbers the two sets of data di�er by a

nearly constant o�set. The direction (sign) of the o�set follows the same trend ob-

served in the analytical results. For the monatomic and diatomic gases, Ar, H2, and

N2 the equilibrium CFD results slightly overpredict (i.e., positive o�set) the experi-

mental Cd values. For these gases the maximum amount of the o�set between the two

sets of results is given by the following: +0.49% Ar, +0.20% H2, and +0.43% N2. In

contrast, the numerical predictions for the polyatomic gases CO2 and SF6 underpre-

dict (i.e., negative o�set) the experimental measurements, and the largest magnitude

of this error (-2.15% for CO2 and -1.76% for SF6) is several times larger than the

errors observed for the other gases.

The adiabatic wall assumption, which is used in both the analytical and equilibrium

CFD model, provides a plausible explanation for the modest overprediction observed

for Ar, H2, and N2. The e�ect of the adiabatic wall boundary condition (as will be

demonstrated in Section 3.6.2) is to increase the actual Cd values by approximately

0:05% to 0:3%. An increase in Cd of this magnitude could partially explain why the

analytical and numerical models overpredict the experimentally measured discharge
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coe�cients. On the other hand, the predicted Cd values for both SF6 and CO2

gases are signi�cantly lower than experimental observations, and there are no obvious

explanations to account for these dramatic di�erences.

Further insight about the noted discrepancies for CO2 and SF6 gases can be obtained

by comparing the values of slope and y-intercept for calibration curves shown in

Fig. (3.4). Linear regression is used to determine the slope and y-intercept of the

calibration data so that Cd is given by a two parameter model

Cd = �� �=
q
Re�ideal: (3.14)

where the parameter � is the y-intercept of the calibration curve (see Fig. 3.4) and

� is the magnitude of its slope. Physically, � represents the discharge coe�cient

for an inviscid 
ow (i.e., Re�ideal !1) and it is a measure of the in
uence of multi-

dimensional phenomenon on the discharge coe�cient. The parameter � is propor-

tional to the reduction in Cd due to viscous e�ects and is therefore related to the

displacement thickness.

Gas �exp �num �%diff �exp �num �%diff

Ar 0.9976 0.9990 +0.14 4.053 3.830 -5.50

N2 0.9970 0.9992 +0.22 3.618 3.531 -2.40

H2 0.9967 0.9995 +0.28 3.458 3.568 +3.18

SF6 0.9990 0.9998 +0.08 1.744 3.085 +76.89

CO2 1.0168 0.9989 -1.76 3.077 3.370 +9.52

Table 3.1. Functionality of two-parameter calibration curves on gas species.
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Because � and � have physical interpretations, the magnitude of these quantities

have physical implications that hint toward some possible explanations for the poor

Cd predictions noted for SF6 and CO2 gases. Table (3.1) shows both the numerical

and experimental values of � and � for the �ve gas species considered. Similar to the

trends observed for Cd, the equilibrium CFD model slightly overpredicts � for Ar,

N2, and H2 while marginally underpredicting � for SF6 and grossly underpredicting

� for CO2. Moreover, the experimental value of � for CO2 is greater than unity. The

larger than unity value for the experimental inviscid discharge coe�cient, �exp, cannot

be explained by traditional inviscid compressible 
ow mechanisms which predict less

than unity � values. A likely explanation for this contradiction points toward physical

mechanisms existing in the actual 
ow that have not been adequately accounted for

in either the analytical model or equilibrium CFD analysis.

The comparison between the experimental and numerical values for � in Table (3.1)

show adequate agreement for Ar, H2, and N2, slightly poorer agreement for CO2, and

very poor agreement for SF6. Furthermore, the experimental value of � for SF6 is

signi�cantly di�erent from the values of �exp noted for the other gases. Given that �

is related to the displacement thickness, one possible explanation for the sub par Cd

predictions for SF6 could be attributed to unique boundary layer phenomenon occur-

ring for this gas. This explanation, however, seems unlikely, based on the theoretical

understanding of boundary layer development.
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For critical nozzle 
ow through a given nozzle geometry, the predominant dimen-

sionless parameters that govern boundary layer development include the Reynolds

number, the Prandtl number, the speci�c heat ratio, the wall thermal boundary con-

dition, and to a lesser extent the variable (i.e., non-uniform) transport properties. It

follows that the discharge coe�cient is a function of these parameters as demonstrated

previously by Eq. (3.11). In general, each gas has a unique value for Prandtl number,

and speci�c heat ratio, etc. so that the discharge coe�cient will vary for each gas

species even at a speci�ed Reynolds number. However, the results of the sensitivity

analysis done in Section 3.6 show that the functional dependence of the discharge co-

e�cient on these parameters is relatively weak and not su�cient to explain the noted

discrepancies for SF6 gas.

A second possible explanation again points toward the possibility that neither the

analytical model nor the equilibrium CFD model takes into account all of the impor-

tant physical mechanisms occurring in the real 
ow. The traditional 
ow mechanisms

considered to a�ect the discharge coe�cient include viscous e�ects, multi-dimensional

phenomenon, and real gas behavior. However, if 
ow mechanisms other than those

considered traditionally can a�ect the calibration performance of certain gas species,

understanding the pertinent physics governing these mechanisms would seem to be

of signi�cant interest to the 
ow metering community. Such knowledge would greatly

increase the practical value of both analytical and computational predictive models.

In particular, gases could be classi�ed according to whether or not their calibration
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performance is a�ected by non-traditional 
ow mechanisms. For gases a�ected only

by traditional 
ow mechanisms, the existing analytical techniques su�ce to provide

reliable Cd predictions. For gases a�ected by both traditional and non-traditional


ow mechanisms, modi�ed CFD algorithms could be used to provide improved Cd

predictions.

3.4 NIST Measurements for CO2

Both CO2 and SF6 gases exhibited very unique calibration characteristics in com-

parison to the other gases shown in Fig. (3.1). The two parameter model showed that

the experimental � parameter for SF6 deviated by nearly 100% with �exp values for

the other gases (see Table 3.1). Moreover, the experimental data yielded a greater

than unity value for the inviscid discharge coe�cient, �exp, for CO2 gas. This larger

than unity value of � is in contradiction with the less than unity values predicted by

well established compressible 
ow theories. In light of these peculiarities, it is impor-

tant to verify that the reported calibration data is repeatable and can be reproduced

in another laboratory before searching for physical explanations for the unique cal-

ibration characteristics. Therefore, the NRLM experimental measurements for CO2

were replicated in the NIST calibration laboratory.

In the experiment conducted at NIST a small throat diameter nozzle was calibrated

using a piston prover primary standard [10] over a range of Reynolds numbers sim-

ilar to the NRLM calibrations. Two di�erent types of nozzles were used for these
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experiments. The NIST experiment used a cylindrical throat nozzle while the NRLM

experiment used a toroidal throat nozzle (refer to Fig 1.2 and Fig 1.3 shown previ-

ously in Chapter 1). Although the nominal throat diameter of both the NIST nozzle

(d = 0:3mm � 2%) and the NRLM nozzle (d = 0:5935mm � 0:167%) were compa-

rable, the uncertainty in the throat diameter of the NIST nozzle was more than an

order of magnitude larger than that of the NRLM nozzle. The larger uncertainty for

the NIST nozzle signi�cantly a�ected the absolute values of the measured discharge

coe�cients (see Eq. 1.2 and Eq. 1.3) and ultimately prevented the NIST measurements

from being directly compared to the NRLM measurements.

The net e�ect of uncertainties in the nozzle throat diameter is to vertically shift

the entire calibration curve (see Section 3.6.6). The calibration curve will be shifted

upwards if the diameter used to calculate _mideal (i.e., the theoretical mass 
ow used in

the de�nition of the discharge coe�cient, Cd = _mexp= _mideal) is smaller than the actual

diameter and the calibration curve will be shifted downwards if the diameter used to

calculate _mideal is larger than the actual diameter. In either case, the measured Cd

values will be o�set by the nearly the same amount over the entire range of Reynolds

numbers regardless of the calibration gas. Therefore, the NIST experiments were

used to calibrate the cylindrical throat nozzle for two gases, both CO2 and N2. The

experimental results compared the magnitude of the Cd o�set between the two gases

to the Cd o�set measured in the NRLM data set between the same two gases.

The NIST calibration curves for CO2 and N2 are shown in Fig. (3.5). The 3% o�set
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Figure 3.5. NIST comparison between calibration curves for CO2 and N2 gases.

observed between CO2 and N2 calibration curves in the NIST data was nearly identical

to the 2.8% o�set between the same two gases observed in the NRLM data (compare

Fig. 3.1 to Fig. 3.5). Hence, the NIST data helped con�rm that the unusual calibration

characteristics observed for CO2 gas can be attributed to a physical phenomenon and

not due to experimental bias.
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3.5 The E�ect of Real Gas Behavior on Cd

Thus far real gas e�ects have not been accounted for directly within the CFD model.

Instead, real gas e�ects have been taken into account in an approximate manner by

appropriately weighting the measured values of the discharge coe�cient as explained

in Section 1.5.3. This approximate method of accounting for real gas behavior yields

its best results for those gases (e.g., Ar, H2, and N2) that behave nearly ideally over

the range of thermodynamic conditions. On the other hand, for gases such as CO2

and SF6, real gas e�ects are more signi�cant and this approximate method is less

accurate, and could in part be responsible for the inability to predict the calibration

characteristics of CO2 and SF6 gases. In this section a new set of computations based

on the equilibrium CFD model is made and presented. For these new computations

a real gas equation of state is used.
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Figure 3.6. Comparison between equilibrium CFD with ideal gas equation of state and 
 = 1:29,

equilibrium CFD with real gas equation of state, and experimental [23] sonic nozzle discharge coef-

�cients for CO2 and SF6 gases. (Adiabatic nozzle wall assumed in computations).
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Figure (3.6) compares the results of two CFD simulations (i.e., ideal gas and real

gas) to experimental data. Comparisons between the ideal gas CFD model and the

real gas CFD model indicate that real gas e�ects have not been totally accounted for

by using the approximate method discussed in Section 1.5.3. Furthermore, for both

SF6 and CO2 gases, including real gas behavior in the CFD model slightly improves

the level of agreement between Cd predictions and measured values. Thus, including

real gas e�ects directly in the computational model yielded an improvement of 0:3%

for CO2 gas and a 0:1% improvement for for SF6 gas. However, the improvement is

not nearly enough to explain the unique calibration behavior for either CO2 or SF6

gas.

3.6 E�ect of Various Dimensionless Parameters on Cd

The discharge coe�cient of critical nozzle 
ows has traditionally been considered

to be fully characterized by the following three mechanisms: viscous e�ects, multi-

dimensional phenomenon, and real gas behavior. However, the discharge coe�cient

of certain gases, such as CO2 and SF6, can not be fully explained in terms of these

traditional 
ow mechanisms. In Chapter 4 we will show that vibrational relaxation is

responsible for the unique calibration characteristics of these polyatomic gases. On

the other hand, gases that are not a�ected by vibrational relaxation (e.g., monatomic

gases, diatomic gases, and some polyatomic molecules) have been shown to be well

characterized by the traditional 
ow mechanisms.
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The analytical model has been used to make reasonably accurate Cd predictions

for gases that are not a�ected by vibrational relaxation phenomenon. The analyt-

ical model, however, makes numerous simplifying assumptions in order to obtain

closed-form solutions (see Section 1.5). Many of these assumptions can not be phys-

ically justi�ed and there is no way of quantifying their e�ects on analytical Cd pre-

dictions. The dimensional analysis done in Section 3.1 gives the functionality of the

discharge coe�cient in terms of the Reynolds number, the Prandtl number, the wall

thermal boundary condition, the speci�c heat ratio, and the variable transport prop-

erties (see Eq. 3.11). The following sections will assess the importance of these param-

eters by determining their in
uence on Cd. Of particular interest is the magnitude

of Cd change as a result of varying these parameters, the direction of the Cd change

(i.e., increase or decrease), and the physical mechanisms responsible for the e�ect.

In this way we can evaluate the merit of various assumptions used in the analytical

model with regard to the model's overall accuracy.

3.6.1 E�ect of Prandtl Number

The analytical treatment of viscous e�ects [28]{[34] (described previously in Sec-

tion 1.5.2 of Chapter 1) makes the fundamental assumption of equality between the

magnitudes of molecular and thermal di�usivity (i.e., Pr = 1). Although most gases

used in critical nozzle applications have Pr � 0:7 over a wide range of thermody-

namic conditions (see Ref. [53]), the unity Prandtl number assumption appears to be
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warranted based on the close agreement between numerical and analytical results [34]

shown earlier in Fig. (3.4). In what follows, a sensitivity analysis is performed to quan-

tify the e�ect between Pr = 1:0 (i.e., assumed in analytical models) and Pr = 0:7

(i.e., actual value for most gases) on Cd. For this comparison the 201 by 101 mesh

is used, the nozzle wall is taken to be adiabatic, and upstream stagnation boundary

conditions are enforced. We assume constant speci�c heat and determine density via

the ideal gas equation of state. The experimental data [56] is used to determine the

molecular viscosity as a function of temperature, and the thermal conductivity is de-

termined for the selected (constant) value of Prandtl number (i.e., k = �cP=Pr). The

results here presented are for N2, but their implications apply to other gas species as

well.

Under the assumptions of ideal gas and unity Prandtl number, the rate of work done

by viscous forces is balanced by the conduction heat losses within the thermal bound-

ary layer. When Pr < 1, the ability of a thermal boundary layer to e�ectively di�use

heat generated by viscous dissipation is enhanced. Consequently, radial conduction

distributes heat over a larger a�ected volume (i.e., a thicker thermal boundary layer)

leading to lower temperatures near the wall and slightly higher temperatures near

the free stream. Fig. (3.7) compares the normalized throat radial temperature dis-

tributions, T=T �, for Pr = 1 and Pr = 0:7, illustrating this e�ect. The �gure only

illustrates the behavior close to the wall given that outside of the thermal boundary

layer the in
uence of Pr is negligible.
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Figure 3.7. E�ect of Prandtl number on heat dissipation near the wall (nozzle throat radial temper-

ature pro�les). Pr = 0:7; Pr = 1:0. [Included in the �gure are the thermal boundary

layer thicknesses: (�th=R)
��
Pr=0:7

= 0:138; (�th=R)
��
Pr=1:0

= 0:126).]

As shown in Fig. (3.7) the temperature distribution within the thermal boundary

layer only changes slightly when Pr is reduced from Pr = 1 to Pr = 0:7. Speci�cally,

TPr=0:7 is lower than TPr=1:0 near the wall (� 2.8% lower) while the trend reverses

further away from the wall (0:862 � r=R � 0:952) where TPr=0:7 is � 0.33% higher

than TPr=1:0. The changes in pressure and velocity due to changes in Pr are small,

and therefore the density varies nearly inversely with temperature, increasing near the

wall (+2:77%) and decreasing slightly (�0:49%) near the free stream. The di�erence

in the radial density pro�le when Pr < 1 is the predominant factor controlling the

di�erence in the streamwise throat mass 
ux distribution (i.e., not velocity). The
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Figure 3.8. Di�erence in streamwise mass 
ux for Pr = 0:7 and Pr = 1:0 (adiabatic wall condition)

di�erence in the mass 
ux pro�les between Pr = 0:7 and Pr = 1:0 is shown in

Fig. (3.8). (Note that the abscissa has been chosen so that integrating across the

throat cross section yields the di�erence in Cd between the two Pr). This �gure

shows that the increase of mass 
ux near the wall more than compensates for the

de�cit of mass 
ux near the free stream, and thus, the overall average mass 
ux

increases as Pr decreases from unity.

The mass 
ux pro�les of Fig. (3.8) were integrated across the throat cross section

to determine Cd, and the functionality of Cd with Pr is shown in Fig. (3.9). In

addition to Pr = 0:7 and Pr = 1:0, we considered Pr = 0:1 and Pr = 10:0 (although

not physically attainable for most gases) to clearly illustrate the e�ect of Pr on Cd
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for an adiabatic wall condition. The �gure shows that Cd increases monotonically

as Pr is decreased. The di�erence between Cd for the value of Pr = 1:0 (used

in analytic models) and Pr = 0:7 (value for most gases) is 0.06%. The 0.06% is a

moderately sized factor in comparison to the 0:2 _% experimental uncertainty. However,

this error is expected to decrease at higher Reynolds numbers where boundary layer

phenomenon is less signi�cant for the determination of mass 
ow. Therefore, the

unity Prandtl number assumption is warranted in analytical models (especially at

high Reynolds numbers) given the dramatic simpli�cations it allows while introducing

only a relatively small error.
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3.6.2 E�ect of Wall Thermal Boundary Condition

The adiabatic wall condition (@T=@n = 0) is used in the composite analytical

model of Ishibashi and Takamoto [34], as well as in the equilibrium CFD computa-

tional model. For critical nozzles under normal calibration conditions (Tamb = T0,

Re�ideal >> 1, and Pr � 0:7) the adiabatic wall assumption seems to be justi�ed by

the relatively good agreement between experimental [34] and numerical results shown

previously in Fig. (3.4). However, the assumption is not strictly valid. Under normal

calibration conditions the ambient temperature is slightly larger than the adiabatic

wall temperature (i.e., the wall temperature pro�le for an insulated wall) and heat


ows from the environment into the 
uid. Since even small changes in Cd (i.e., less

than a fraction of a percent) are of interest here, we will investigate the e�ect of the

wall thermal boundary condition on the discharge coe�cient. The sensitivity of the

discharge coe�cient to wall thermal boundary conditions is determined by compar-

ing Cd predictions for an adiabatic wall condition with predictions for a \hot" wall

condition, Twall = Tamb (298.15 K). Note that this analysis applies only for normal

calibration conditions where the inlet stagnation temperature is equal to the ambient

temperature.

Physically, the hot wall condition (Twall = Tamb) represents the maximum attainable

wall temperature (under normal calibration conditions). Therefore, this investigation

determines the maximum possible in
uence that the adiabatic wall assumption can

have on the discharge coe�cient. For the hot wall condition the e�ect of heat transfer
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Figure 3.10. Di�erence of mass 
ux between an adiabatic wall and a hot wall at the nozzle throat

for Re�
ideal

= 7000.

is predominately con�ned to a thin region near the wall denoted as the thermal

boundary layer. Increased temperatures in this region decrease both the density, and

to a lesser extent, the 
ow velocity, thus resulting in a lower mass 
ux. Figure (3.10)

shows the di�erence in throat mass 
ux pro�les within the thermal boundary layer

between the adiabatic wall condition and the hot wall condition for a typical 
ow.

For the adiabatic wall condition the mass 
ux through the thermal boundary layer

is larger than the mass 
ux for the hot wall condition so that the corresponding

adiabatic wall condition discharge coe�cient is larger than the hot wall discharge

coe�cient (i.e., Cd;adia > Cd;hot).
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Figure 3.11. Percent change in numerical discharge coe�cient versus throat Reynolds number for

Ar, H2, N2, and CO2 for an adiabatic wall and hot wall.

The sensitivity of discharge coe�cient on the wall thermal boundary condition

depends on both 
 and Re�ideal. Note that the Prandtl number also plays a role, but

the variation in Pr among gases is small (i.e., most gases have Pr � 0:7), thereby

reducing the signi�cance of this parameter. Figure (3.11) shows the numerical results

for the change in Cd between an adiabatic wall and a hot wall for Ar, H2, N2, and

CO2. The e�ect of the wall thermal boundary condition is seen to be greatest at

the lowest Re�ideal for all the gas species. At larger Re�ideal, forced convection heat

transfer from the nozzle wall is enhanced, thus shrinking the thermal boundary layer
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and decreasing the e�ect of heat transfer. In the limit Re�ideal ! 1 the di�erence in

Cd becomes negligible (�Cd ! 0) which indicates that Cd has little sensitivity to the

wall thermal boundary condition at large Re�ideal.

The sensitivity ofCd to the wall thermal boundary condition increases for gas species

with larger 
. The e�ect that gas species have on the wall thermal boundary condition

is also shown in Fig. (3.11). Gases with larger 
 are more signi�cantly a�ected by the

wall thermal boundary condition since larger 
's result in lower free stream throat

temperatures, which in turn, cause the temperature di�erence responsible for heat

transfer to increase. Increased heat transfer leads to decreased mass 
ux throughout

the thermal boundary layer, and therefore, gases with larger 
 are more sensitive to

the wall thermal boundary condition than gases with lower 
.

3.6.3 E�ect of Speci�c Heat Ratio

The speci�c heat ratio, 
, plays an important role in determining the discharge

coe�cient. Speci�cally, for gases that are not expected to be a�ected by vibrational

non-equilibrium phenomenon (e.g., monatomic, diatomic and some polyatomic gases)

experimental data shows that the discharge coe�cient tends to increase as 
 decreases

(see Fig.3.1). To quantify the magnitude and direction of this e�ect a sensitivity

analysis is performed where all relevant parameters except the speci�c heat ratio are

held constant.
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For the sensitivity analysis N2 gas with 
 = 1:4 was used as the baseline case.

Two other simulations were also done where the speci�c heat ratio was arbitrarily

set equal to 
 = 1:1 and 
 = 1:67 to determine the sensitivity of Cd to changes in


. While 
 was systematically varied, the other important dimensionless parameters

a�ecting the discharge coe�cient (i.e., Reynolds number and Prandtl number) were

maintained at the same constant value so that any change in Cd is due to only to

value of 
. Note that the transport properties for N2 gas are used in all simulations

and the wall thermal boundary condition was taken as adiabatic. Real gas e�ects are

accounted for in the weighting of the experimental discharge coe�cients so that the

CFD model uses a calorically perfect equation of state.

Figure (3.12) shows numerically predicted calibration curves for the three di�erent

values of 
. The results of the numerical simulations are in good agreement with

experimental �ndings in that the numerically predicted Cd values are larger for lower

values of 
. The largest o�set between the three calibration curves occurs at the

lowest Reynolds numbers where the di�erence between the 
 = 1:1 simulation and

the 
 = 1:67 simulation is almost two percent. The magnitude of this o�set, however,

decreases to within a few tenths of a percent at the highest Reynolds numbers.

The e�ect of the speci�c heat ratio on the discharge coe�cient is primarily a bound-

ary layer phenomenon. Therefore, the calibration curves shown in Fig. (3.12) converge

toward one another at higher Reynolds numbers where the boundary layer thins.

Physically, the thinner boundary layer occurring at the higher Reynolds numbers
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Figure 3.12. Numerically predicted calibration curves for 
 = 1:1, 
 = 1:4, and 
 = 1:67

diminishes the e�ect of 
 on Cd. As shown in Eq. (3.6) the magnitude of viscous

dissipation increases as 
 increases. Consequently, larger values of 
 result in a

larger value of the normalized temperature, T=T �. The larger normalized tempera-

ture throughout the boundary layer results in lower normalized densities, �=��, and

ultimately lower discharge coe�cients.
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3.6.4 E�ect of viscosity ratio and thermal conductivity ratio

200 220 240 260 280 300
0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

N2
Ar
CO2
H2
SF6
Analytical

T (K)

µ
µ0

____

200 220 240 260 280 300
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05

N2
Ar
CO2
H2
SF6
Analytical

T (K)

k
k0

____

Figure 3.13. Transport properties for various gases as a function of temperature.

As shown in the dimensional analysis of Section 3.1 the discharge coe�cient has

a functional dependence on the viscosity ratio, �=�0, and the thermal conductivity

ratio, k=k0. Analytical models assume that the transport properties of all gas species

have the same linear functional dependence on temperature. That is, �=�0 and k=k0

maintain the same linear dependence on temperature regardless of gas species. How-

ever, while the variation between the analytical and actual values are relatively small,

neither the viscosity ratio nor the thermal conductivity ratio exactly follows the ana-

lytically assumed temperature distribution. Instead, �=�0 and k=k0 vary for each gas

according to the plots shown in Fig. (3.13). The change in the discharge coe�cient

as a result of the variation in �=�0 and k=k0 for di�erent gases is considered in this

section.



103

First, the e�ect of the viscosity ratio was assessed by systematically varying the

value of �=�0 in the CFD simulations. In particular, the numerical simulations com-

pared predicted Cd values resulting from two di�erent values of viscosity ratio, that

of N2 gas, (�=�0)N2
, and that of SF6 gas, (�=�0)SF6. These gases were selected since

the di�erence in the viscosity ratio between these two gases represents the largest

change in the viscosity ratio among the gases considered (see Fig. 3.13). Thus, this

comparison should indicate the largest possible e�ect of the viscosity ratio on Cd.

With the exception of the systematic variation of the viscosity ratio, the baseline


uid properties of N2 gas were used for these simulations. The results of the simula-

tions showed that the numerically predicted discharge coe�cients increased slightly

with decreasing values of viscosity ratio. In particular, at a Reynolds number of

2 000 the predicted discharge coe�cient increased by 0:043% when the larger viscos-

ity ratio of N2 gas was replaced by the lower SF6 viscosity ratio, (�=�0)SF6. At a

larger Reynolds number of 100 000, the increase in Cd resulting from the lower �=�0

value was only 0:007%. Thus, as expected the e�ect of viscosity diminished at larger

Reynolds numbers where the boundary layer is thinner. Even at the lower of the

two Reynolds numbers, however, the relatively small di�erence observed in the Cd

predictions due to variation of the viscosity ratio among di�erent gas species supports

the use of the linear relationship between viscosity and temperature (see Fig. 3.13)

used in analytical works.

The e�ect of the thermal conductivity ratio was also assessed by using various
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functional forms of k=k0 in the CFD simulations. In particular, the numerical simu-

lations compared the predicted Cd values using the thermal conductivity ratio for N2

gas versus the values obtained using the thermal conductivity ratio for SF6 gas (see

Fig. 3.13). Again, except for the systematic variation of k=k0, these simulations were

performed using the baseline 
uid properties for N2 gas at the same two Reynolds

numbers as the viscosity study, 2 000 and 100 000. The results of the simulations

showed that the numerically predicted discharge coe�cients decreased with decreas-

ing k=k0 values. Physically, at lower values of conductivity ratio, heat generated

by viscous dissipation is not di�used as far into the free stream so that the ther-

mal boundary layer is warmer, resulting in a slightly lower density, and subsequently

lower value of Cd. At a Reynolds number of 2 000 the Cd predictions using k=k0

for SF6 gas were only 0:017% lower than Cd predictions using k=k0 of N2 gas. This

value decreased to 0:002% at a Reynolds number of 100 000. Similar to the viscosity

results, in both cases the relatively small di�erence found in Cd predictions due to

the variation of thermal conductivity among di�erent gas species supports the linear

relationship between k=k0 and temperature used in analytical works.

3.6.5 E�ect of Inlet Piping

In the simulations thus far, we have excluded the piping upstream of the nozzle

entrance, considering only the nozzle geometry itself as the computational domain.
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While this is computationally more e�cient than including the upstream piping sec-

tion, we investigate the error introduced by using this assumption in this section.

Physically, the upstream section dictates the 
ow angle at the inlet to the nozzle. In

the nozzle only computations we arbitrarily set the 
ow angle at the inlet parallel to

the grid lines. The computations with the inlet section included determines the 
ow

angle from the physics of the nozzle inlet interaction.

Four diameters of upstream pipe meshing were added to the nozzle geometry shown

previously in Fig. (3.2). The upstream piping section used 75 000 nodes to ensure grid

independent solutions. Stagnation boundary conditions were implemented at the

upstream piping inlet along with a parallel 
ow inlet velocity pro�le. By including

the upstream piping geometry the appropriate inlet boundary layer thickness could be

calculated at the nozzle inlet. However, when the nozzle upstream was included the

discharge coe�cient changed by less than 0:023% versus the calculations performed

excluding the upstream geometry. Therefore, neglecting the upstream piping section

is a convenient and adequate assumption for Cd calculations.

3.6.6 E�ect of Uncertainty in Nozzle Throat Diameter

Using either computational or analytical methods to make high accuracy critical

nozzle mass 
ow predictions requires a su�ciently accurate description of the nozzle

geometry. In particular, a highly accurate value of the nozzle throat diameter is

required. Any deviation between the actual value of the throat diameter and the
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value used in predictive models will introduce additional uncertainty components

into the analysis. This section will address how uncertainties in the nozzle throat

diameter a�ect comparisons between quantitative predictions and measured values of

the discharge coe�cient.

The uncertainty in the nozzle throat diameter a�ects the discharge coe�cient via

uncertainties in the theoretical mass 
ow, _mideal, as well as the calibration Reynolds

number, Re�ideal, both of which depend on diameter. The Reynolds number varies lin-

early with diameter while the theoretical mass 
ow varies with the square of diameter.

Given that the theoretical mass 
ow is used as the normalizing parameter in the def-

inition of the discharge coe�cient, uncertainties in _mideal add additional uncertainty

to the experimentally measured Cd values. In particular, experimentally measured

Cd values vary inversely with the square of the nozzle diameter (i.e., Cdexp / d�2)

so that any uncertainty in the throat diameter results in twice the uncertainty in

Cdexp . Thus, the uncertainty in the normalizing mass 
ow a�ects the entire calibra-

tion curve, shifting the measured Cd values vertically (upwards or downwards) by

the magnitude of the uncertainty. Therefore, the � 1�m machining tolerance for

the d=0:5935mm critical nozzle produces an additional � 0:337% uncertainty in the

measured Cd values.

The uncertainty in nozzle diameter also a�ects the experimentally calculated Reynolds

number, which in turn a�ects the predicted Cd values. The e�ect of this uncertainty on

predicted Cd values is a result of satisfying dynamic similarity, whereby the Reynolds
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number used in predictive models is set equal to the Reynolds number of the actual


ow. However, since the discharge coe�cient is relatively insensitive to small changes

in the Reynolds number, the uncertainty attributed to this e�ect is generally quite

small. For example, for a critical nozzle 
ow having a nominal Reynolds number of

2 000 with an uncertainty component of � 0:1685% (attributed to the uncertainty

in the nozzle diameter), the corresponding uncertainty in predicted discharge coe�-

cient is less than � 0:007%. Furthermore, this level of uncertainty decreases to even

smaller values at larger Reynolds numbers. Thus, for the range of Reynolds numbers

considered in this investigation (i.e., 2 000 to 131 000) only the uncertainty resulting

from _mideal needs to be considered. Hence, the total uncertainty resulting from the

� 0:1685% uncertainty in the nozzle throat diameter is � 0:337%

3.6.7 Summary of Parametric Study

Parameter direction of % change in Cd

Cd change

(Pr � 0:7)

inc Pr dec Cd 0:01 { 0:11%

inc 
 dec Cd 0:2 { 1:5%

inc �=�0 dec Cd 0:006 { 0:043%

inc k=k0 inc Cd 0:002 { 0:017%

adiabatic wall overpredict Cd 0 { 0:3%

upstream piping |||{ � 0.0230%

diam uncertainty

� 1685% dec or inc Cd � 0:337%

Table 3.2. Summary of parameters a�ecting C
d

predictions.
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In this section the results of the parametric study are summarized in tabular format.

Table (3.2) indicates the direction (i.e., increase or decease) and the percent change

in Cd as a result of changes in the following parameters: Prandtl number (Pr =

�0cPi=k0), viscosity ratio (�=�0), thermal conductivity ratio (k=k0), and speci�c heat

ratio (
). The table also shows how Cd is a�ected by neglecting the piping upstream

of the nozzle inlet, by the adiabatic nozzle wall assumption, and by uncertainty in the

nozzle throat diameter. The percent change in Cd due to these various e�ects re
ects a

Reynolds number range from 2 000 to 100 000. In all cases the smallest percentage Cd

change occurs at Reynolds number of 100 000 while the larger percentage Cd change

occurs at Reynolds number of 2 000. Thus, the table gives insight as to how Cd is

a�ected by the slight variation in these parameters caused by di�ering gas species.
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Chapter 4

VIBRATIONAL RELAXATION MODELS

Experimental data taken for several gas species (shown previously in Fig. 3.1) shows

that traditional calibration curves (i.e., Cd versus Re
�

ideal plots) are species dependent.

That is, the calibration curve for each gas can vary signi�cantly (i.e., by more than

a percent) from that of other gases. While minor di�erences in Cd values are due

to wall heat transfer, Prandtl number e�ects, and di�erent 
 values among gases

as shown in Chapter 3, this chapter will demonstrate the rather large e�ect that

vibrational relaxation can have on the discharge coe�cient of certain gas species in

critical nozzle 
ows.

First, the two limiting conditions of vibrational non-equilibrium 
ow are discussed

to provide insight on how vibrational relaxation phenomena a�ect the mass 
ow.

Next, a vibrational non-equilibrium CFD model is validated by direct comparison

with the experimental data of Nakao et al.[35] for SF6 and CO2 gases. The same

non-equilibrium model is used to predict Cd values for gases not a�ected by relax-

ation e�ects to demonstrate the model's 
exibility of handling a wide variety of gases.

As in the equilibrium CFD results these numerical simulations follow the experimen-

tal calibration procedure, holding the stagnation temperature �xed (T0 = 298:15K)

while varying the stagnation pressure (0:5 atm � p0 � 3 atm) to yield the desired
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Reynolds number. Lastly, vibrational relaxation e�ects are con�rmed by two inde-

pendent experiments.

4.1 Limiting Cases of Non-Equilibrium Flow

Vibrational non-equilibrium 
ow phenomenon involves an inherent coupling be-

tween gas dynamic 
ow processes and molecular energy exchange processes. As a

result of this coupling, a rigorous consideration of vibrational non-equilibrium be-

havior requires computer modeling. However, a qualitative understanding of how

non-equilibrium phenomenon a�ects the discharge coe�cient of critical nozzle 
ows

can be obtained by considering the two limiting cases of vibrational non-equilibrium


ow, equilibrium 
ow and frozen 
ow.

Mathematically, both of the limiting cases for equilibrium 
ow and frozen 
ow are

controlled by � = �vib=�res, the ratio of relaxation time to residence time (refer to

Eq. 2.15). Equilibrium 
ow occurs in the limit as � tends toward zero (i.e., �! 0).

In the equilibrium 
ow limit the gas molecules comprising the 
uid element imme-

diately adjust their vibrational energy level to correspond to the surrounding 
uid

temperature. Mathematically, the left hand side of Eq. (2.15) vanishes (i.e., a singular

perturbation problem) so that the vibrational energy equals its equilibrium value.1

Frozen 
ow, on the other hand, occurs in the limit as the ratio of relaxation time

1At the nozzle inlet the �
vib

is in equilibrium so that a perturbation analysis not necessary.
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to residence time tends toward in�nity (i.e., � ! 1). In the frozen 
ow limit the

gas molecules comprising the 
uid element have no time to adjust their vibrational

energy level to the decreasing free stream temperatures. Consequently, the vibrational

energy remains frozen at its upstream equilibrium value. Mathematically, as � tends

toward in�nity, the right hand side of Eq. (2.15) vanishes (i.e., a regular perturbation

problem) so that the spatial derivative of �vib on the left hand side is identically zero,

and �vib remains constant (i.e., �vib = constant) throughout the 
ow �eld. Moreover,

since the 
ow is initially in equilibrium at the nozzle inlet, the constant value of

vibrational energy is equal to the inlet equilibrium value.
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Figure 4.1. Normalized vibrational energy along the nozzle centerline for frozen 
ow, equilibrium


ow and vibrational non-equilibrium 
ow for CO2 at Re�
ideal

= 2402 and SF6 at Re�
ideal

= 18 926:1.

Figure (4.1) compares numerical computations of the nozzle centerline vibrational

energy for frozen 
ow (|{), vibrational equilibrium 
ow (� � �), and vibrational non-

equilibrium 
ow (- - -) for CO2 gas at a Reynolds number of 2 402 (left) and for

SF6 gas at a Reynolds number of 18 926:1 (right). The vibrational energy for both
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CO2 and SF6 has been normalized by the vibrational energy at the nozzle inlet so

that the normalized vibrational energy, �vib=�vib;0, is unity at the nozzle entrance for

all three cases. For the frozen 
ow case the normalized vibrational energy remained

unity for the entire distance along the nozzle centerline for both gases. Physically,

the rate of molecular energy exchange between vibrational modes and translational

modes is in�nitely slow relative to the rate of 
ow processes. Thus, the energy in the

vibrational modes at the nozzle inlet remains trapped in these modes.

In the case of equilibrium 
ow the centerline vibrational energy decreases for both

CO2 and SF6 as a result of the decrease in the centerline temperature. The decrease

in the vibrational energy is more substantial for CO2 gas, however, given that it has a

larger 
 and therefore expands to lower temperatures as the gas accelerates through

the nozzle.

The vibrational energy for the non-equilibrium case lies between the equilibrium


ow limit and the frozen 
ow limit for both gases. This non-equilibrium situation will

exist whenever the value for �=�vib=�res is �nite but non-zero. Since CO2 gas relaxes

more than an order of magnitude slower than SF6 gas, it lies closer to its frozen 
ow

limit than does SF6 in Fig (4.1). Note, however, that the vibrational energy for both

gases would be shifted closer to the equilibrium 
ow limit if � is decreased. The value

of � can be decreased by either increasing the stagnation pressure or by increasing

the length over which the gas is accelerated. Increasing the stagnation pressure de-

creases the relaxation time, �vib, by increasing the number of molecular collisions and,
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subsequently, increasing the rate of molecular energy exchange. On the other hand,

increasing the nozzle length increases the residence time, �res, allowing more time for

the gas to achieve equilibrium. Implementing either one of these conditions results in

a decrease in �.

A qualitative assessment of the e�ect of non-equilibrium 
ow processes on mass 
ow

can be determined by evaluating the mass 
ow at both of the limiting conditions.

At either of the two limiting conditions the gas dynamic equations can be solved

uncoupled from the vibrational rate equation. Therefore, a simple way to understand

how the mass 
ow rate is a�ected is by considering how 
 changes between the two

limiting cases for non-equilibrium 
ow. An expression for the speci�c heat ratio that

is valid for both equilibrium and frozen 
ow of a perfect gas is given by


 = 1 +
Rgas

cV
: (4.1)

where Rgas is the gas constant and cV is the constant volume speci�c heat. To

evaluate the equilibrium value of the speci�c heat ratio, 
 = 
eq, the constant volume

equilibrium speci�c heat, ceqV , is used in Eq. (4.1). Likewise, to evaluate the frozen


ow value for the speci�c heat ratio, 
 = 
fr, the constant volume frozen 
ow speci�c

heat, cfrV , is used in Eq. (4.1).

For the equilibrium 
ow of a rotationally fully excited perfect gas the constant
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volume equilibrium speci�c heat is given by [53]

ceqV =
Rgas

2

 
3 +Nrot +

NX
k=1

gk exp(�k=T ) (�k=T )
2

[exp(�k=T )� 1]2

!
(4.2)

where the second term in the brackets, Nrot, is the number of active rotational degrees

of freedom, and the third term in the brackets represents the contribution of vibra-

tional energy modes to the constant volume speci�c heat. Note thatNrot = 2 for linear

molecules and Nrot = 3 for non-linear molecules. The characteristic temperature of

vibration for the various molecular vibrational modes, �k, and the degeneracy for each

vibrational mode, gk, are both given for CO2 and SF6 previously in Table (2.2) and

Table (2.3). The electronic contribution to the equilibrium speci�c heat is negligible

over the temperature range of interest and has been omitted from Eq. (4.2).

For the frozen 
ow case the vibrational energy remains constant so that the vibra-

tional contribution to cfrV is identically zero and the constant volume speci�c heat is

given by [53]

cfrV =
Rgas

2
(3 +Nrot) : (4.3)

The absence of the vibrational terms in cfrV ensures that the constant volume frozen

speci�c heat is always less than the equilibrium speci�c heat (i.e., cfrV < ceqV ). The

inverse relationship between the speci�c heat ratio and the constant volume spe-

ci�c heat given in Eq. (4.1) requires that 
 increases for smaller values of cV so that



115


fr > 
eq. With all other conditions �xed (i.e., stagnation conditions, nozzle geom-

etry, and the gas constant) the larger values of 
 occurring in the frozen 
ow limit

result in an increase in the mass 
ow through the nozzle (i.e., _mfr > _meq).

To estimate the magnitude of the increase in mass 
ow between the two limiting

cases the one-dimensional inviscid mass 
ow equation for a choked nozzle 
ow given

previously in Eq. (1.2) is used. The mass 
ow is evaluated at the equilibrium speci�c

heat ratio, 
eq, and at the frozen speci�c heat ratio, 
fr. As an example, the increase

in mass 
ow between equilibrium and frozen 
ow limits is estimated for CO2 gas


ow. For de�niteness the CO2 gas is assumed to be rotationally fully excited with

Nrot = 2 at a reference temperature of 298.15K so that 
eq = 1:30 (nominally) and


fr = 1:40. The increase in mass 
ow between the equilibrium 
ow and the frozen


ow is estimated to be 2.9%. This magnitude of mass 
ow increase is of the right

magnitude and in the right direction to explain why the equilibrium CFD model

underpredicted the experimental data by more than two percent in Fig. (3.4) .

The amount that the mass 
ow increases from the equilibrium 
ow limit to the

frozen 
ow limit represents the maximum possible change in mass 
ow. In the in-

termediate situation (i.e., vibrational non-equilibrium 
ow) the mass 
ow achieves

some intermediate value between the two limiting mass 
ows. In the next section the

vibrational non-equilibrium CFD model will be used to predict Cd values for CO2

and SF6 gases.
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4.2 Vibrational Relaxation Results for CO2 and SF6 Gases

The results of the equilibrium CFD model in Chapter 3 underpredicted the experi-

mental calibration curves for both CO2 and SF6 gases. Furthermore, the experimental

calibration curves of these two gases exhibited unique calibration behavior relative

to the experimental calibration curves of other seemingly similar gases (see Fig. 3.1).

In the previous section, the two limiting cases of vibrational non-equilibrium 
ow

were used to demonstrate that vibrational relaxation e�ects are the likely explana-

tion for the observed underprediction in mass 
ow exhibited by the equilibrium CFD

model for CO2 gas. In this section we compare the results of the vibrational non-

equilibrium CFD model to experimental data, focusing on the marked improvement

in Cd predicitions for those gases expected to be a�ected by vibrational relaxation

phenomenon.

The calibration curves shown in Fig. (4.2) compare the Cd predictions of the vari-

ous predictive models to experimental data for H2, N2, CO2, and SF6 gases. Each of

the three mathematical models shown in Fig. (4.2) o�ers a di�erent level of complex-

ity. The composite boundary layer/inviscid core model of Ishibashi and Takamoto

represented by the dashed line ({ { {) uses a constant value of speci�c heat ratio

(i.e., 
 = constant) to permit a closed form algebraic expression for the discharge

coe�cient. A closely related but slightly more re�ned analysis (||� ) uses a version
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Figure 4.2. Comparison between mathematical models and experimental data for various gases


owing through an ISO critical nozzle (d = 0:5395mm and � = 3 degrees): NRLM analytical model

with 
 = constant ({ { {), equilibrium CFD model with real gas e�ects (||{� ), non-equilibrium

CFD model (||{tu ), and experimental data (||{� ).
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of the equilibrium CFD model that accounts for real gas behavior to predict Cd be-

havior. The results of both of these models have been shown previously in Chapter 3

(see Fig. 3.4), but are repeated here to illustrate the marked level of improvement ren-

dered by the vibrational non-equilibrium CFD model (||{tu ) for CO2 and SF6 gases.

The three predictive models are compared against the experimental data labeled by

the �'s where the size of the symbol is indicative of the 0.2% experimental uncertainty.

The Cd predictions for all three models are found to be in good qualitative agree-

ment with the experimental data over the entire range of Re�ideal for all of the gases

considered. Of particular interest, however, is the level of agreement between the

results of the vibrational non-equilibrium model and the experimental data for the

various gases. As expected for the diatomic gases H2 and N2, no improvement was

observed when using the vibrational non-equilibrium CFD model instead of the equi-

librium CFD model. At room temperature the negligible level of vibrational energy

for these diatomic gases yields almost identical Cd predictions for the equilibrium and

non-equilibrium models as observed in Fig. (4.2). On the other hand, for CO2 and

SF6 gases the vibrational non-equilibrium CFD model yielded an almost two percent

improvement over either the analytical or equilibrium CFD results. Thus, the vi-

brational non-equilibrium model provides a general model with which the discharge

coe�cient is predicted to better than one half of one percent for all of the gases

considered.
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The close agreement between the vibrational non-equilibrium model and the exper-

imental data lends support to the validity of the model. In fact, the slight Cd over-

prediction for CO2, and over most of the Reynolds number range for SF6 in Fig. (4.2)

is consistent with overpredictions observed when the analytical model [34] (or equi-

librium 
ow model [63]) is used to predict Cd behavior for Ar, H2, and N2 { gases not

a�ected by vibrational relaxation. Therefore, it is plausible that the slight Cd over-

prediction is caused by physical mechanisms absent in all three models. For example,

the sensitivity study in Chapter 3 determined that the adiabatic wall boundary con-

dition used in the computations results in an estimated overprediction of Cd ranging

from 0.0% to 0.3% depending on Reynolds number and gas species. This could o�er

a partial explanation for the slight Cd overpredictions. The remaining discrepancy

might be attributed to the � 0:1685% uncertainty in the nozzle throat diameter. This

amount of uncertainty in the nozzle throat diameter results in a �0:337% additional

uncertainty in the measured Cd values (see Section 3.6.6), a margin large enough to

account for the overprediction observed for all predicted Cd values, and to bring the

Cd values predicted with the vibrational non-equilibrium model within the limits of

experimental uncertainty for all the gases considered.

Non-equilibrium 
ow processes are responsible for the nearly 2% increase in Cd

predictions between the equilibrium 
ow model (||� ) and the non-equilibrium 
ow

model (||{tu ) for CO2 gas and the more than 1% increase for SF6 gas shown previously

in Fig. (4.2). Physically, vibrational relaxation e�ects induce increased mass 
ows,
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Figure 4.3. Comparison of the normalized throat mass 
ux pro�le for the equilibrium CFD model

( ), the non-equilibrium CFD ({ { {) model, and the frozen 
ow CFD model ( ) for CO2 at

Re
ideal

= 2402:2 (left) and SF6 at Re
ideal

= 18926:1 (right).

which in turn, lead to increased Cd predictions. The reason for the increase in mass


ow is two fold: First, 
ow acceleration processes are augmented, resulting in a

higher free stream throat velocity. Second, the 
ow expansion through the critical

nozzle is diminished leading to higher free stream throat densities. The combined

e�ect is illustrated in Fig. (4.3), which compares the non-equilibrium radial mass 
ux

pro�le ({ { {) to the corresponding equilibrium pro�le ( ) and frozen 
ow pro�le

( ) at the nozzle throat for CO2 gas at Re�ideal = 2 402 (left) and for SF6 gas

at Re�ideal = 18 926:1 (right). In the �gure, �u has been conveniently normalized by

��u� (i.e., the predicted mass 
ux for ideal 
ow conditions) so that an area weighted

integration across the throat cross section yields the discharge coe�cient. Therefore,

the nearly 2% increase in the free stream mass 
ux for CO2, and more than 1%

increase for SF6 between the equilibrium CFD ( ) and the non-equilibrium CFD

results ({ { {) observed in Fig. (4.3) directly corresponds to the predicted increase
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in Cd values for CO2 and SF6 gases shown earlier in Fig. (4.2). Lastly, notice as

previously discussed in section 4.1, the non-equilibrium mass 
ow lies between the

equilibrium and non-equilibrium 
ow limits.

4.3 Experimental Validation of Vibrational Relaxation Model

There has been a signi�cant amount of research [64], [65] done to support appli-

cations where vibrational non-equilibrium e�ects are known to be important, such

as 
ows in hypersonic wind tunnels, chemical lasers, and high temperature gas dy-

namics. However, the e�ect that this mechanism has on the discharge coe�cient of

critical nozzles has not been previously investigated, and prior to this investigation

vibrational relaxation e�ects were not considered to a�ect the discharge coe�cient of

critical nozzle 
ows. Therefore, as a con�rmation of the numerical results, two ex-

periments were designed with the intent of verifying the vibrational relaxation expla-

nation proposed for CO2 critical nozzle 
ows. Both experiments set out to ascertain

the e�ects that vibrational relaxation has on Cd by controlling � = �vib=�res { the pri-

mary parameter a�ecting vibrational relaxation phenomenon. The �rst experiment,

conducted at NRLM, varied � by using various nozzle sizes and by adjusting the

level of stagnation pressure. In this experiment the measured Cd's were compared to

those predicted by the vibrational non-equilibrium CFD model over a wide range of

Reynolds numbers. The second experiment, conducted at NIST, reduced � by adding

small concentrations of water vapor to the CO2 gas.
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For a given gas composition the magnitude of � determines the extent of the vibra-

tional non-equilibrium e�ects in the 
ow �eld. For values of � signi�cantly less than

unity (i.e., �vib << �res) 
uid particles equilibrate quickly with the changing ther-

modynamic surroundings that they encounter while moving along their trajectory.

That is, the time that it takes a 
uid particle to traverse a certain distance along its

trajectory is large relative to the time necessary for molecular collisions to bring the


uid particle into vibrational equilibrium. At larger values of �, however, relaxation

e�ects become more important. Physically, 
uid particles move along their trajectory

passing through their surrounding thermodynamic environment in time periods that

are on the same order of magnitude (or shorter) than the time necessary for molecular

collisions to bring the level of vibrational energy into equilibrium. Based upon the

important role � plays in characterizing non-equilibrium 
ow behavior, both experi-

ments systematically vary this parameter to assess vibrational relaxation e�ects.

4.3.1 First Experiment; Increasing Nozzle Size

The �rst experiment utilized a gravimetric calibration facility to measure the dis-

charge coe�cient of four di�erent size ISO critical nozzles 
owing CO2 gas [35]. The

throat diameters of the four nozzles were 0:2950mm, 0:5935mm, 1:1845mm, and

2:3598mm respectively. For each nozzle, the stagnation pressure was varied from

0:5 atm to 3 atm while the stagnation temperature remained �xed at 298.15K. Al-

though there is some overlap of Reynolds number for the di�erent nozzle sizes, in

general, the range of Reynolds number di�ered for each nozzle due to the di�erent
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throat diameter sizes. The Reynolds number ranged from a low of 2 500 correspond-

ing to the smallest nozzle size to a high of 131 000 corresponding to the largest nozzle

size.

The eight fold increase in throat diameter sizes as well as the six fold increase in

stagnation pressure were used to vary �=�vib=�res. For the ISO toroidal throat nozzles

used in this experiment (see Fig. 1.2 shown previously in Section 1.1 of Chapter 1),

the larger throat diameters corresponded to longer axial distances between the nozzle

inlet and the nozzle throat; therefore, the distance 
uid particles had to travel to

reach sonic conditions as well as the time necessary to traverse this distance (i.e.,


ow residence time) increased for larger nozzle sizes. By varying the nozzle sizes the


ow residence time can be augmented by a factor of eight, which in turn, leads to an

eight fold reduction in �. Similarly, the six fold increase in stagnation pressure (at

a �xed stagnation temperature of 298.15K) reduces the vibrational relaxation time

(see Eq. 2.13), and consequently � by six fold. By varying nozzle size and stagnation

pressure together, � can be changed by a factor of forty eight, almost two orders of

magnitude.

Given that the Reynolds number is proportional to both p0 and d, varying these

parameters to control � = �vib=�res result in changes to the Reynolds number as

well. In particular, for a �xed gas composition at a constant stagnation temperature
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(T0 = 298:15K), increasing either p0 or d
2 decreases �, but increases the Reynolds

number. As a result, relaxation e�ects diminish at larger Reynolds numbers where �

is lower. If non-equilibrium e�ects are responsible for the unusual calibration char-

acteristics observed for CO2, a drop o� in Cd should be observed in higher Reynolds

number calibration data. Speci�cally, the discharge coe�cient should deviate from

the linear relationship between Cd and 1=
q
Re�ideal observed in laminar 
ow for gases

una�ected by vibrational relaxation e�ects. Furthermore, since the e�ect of vibra-

tional relaxation is to increase the mass 
ow through the nozzle, larger than unity Cd's

are possible at �nite Reynolds numbers. This is in spite of the fact that the discharge

coe�cient is normalized by _mideal, the mass 
ow based on an inviscid analysis.

For gases una�ected by relaxation phenomenon (e.g., air, N2, Ar, He, and H2), Cd

increases linearly with decreasing 1=
q
Re�ideal over the entire laminar range of Reynolds

numbers (i.e., Re�ideal < 106). Experimental documentation of this linear behavior

for air has been demonstrated by Ishibashi and Takamoto [34]. These authors �t cal-

ibration data to the expression, Cd = �+ �=
q
Re�ideal (where � and � are coe�cients

determined by the �t), and the scatter along the curve was less than �0:04% over a

Reynolds number range from 10 000 to 250 000. Additional experimental documen-

tation of this linear trend for other gases (e.g., N2, Ar, He, and H2) can be found in

the work of Arnberg et al. [37] This linear behavior is also in agreement with theoret-

ical Cd predictions when either the equilibrium CFD model or the NRLM analytical

2ISO nozzles are geometrically scaled so that larger throat diameters correspond to longer dis-

tances from the nozzle inlet to the nozzle throat.
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model (refer to Eq. 1.11) is used to predict the discharge coe�cient for CO2 
ow.
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Figure 4.4. Comparison of experimental CO2 calibration data for various toroidal throat nozzle sizes

with predictive models.

Figure 4.4 compares the experimental data to the three predictive models that were

discussed in the previous section. The smallest nozzle size (d = 0:2950mm) corre-

sponds to the lowest Reynolds number range and is denoted by the tu's, Likewise,

the intermediate nozzle sizes d= 0:5935mm and d= 1:1845mm are denoted by the

�'s and �'s respectively, and the largest nozzle size (d=2:3598mm) denoted by the

4's corresponds to the highest values of Reynolds number. The size of the symbols
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is scaled to the 0.2% experimental uncertainty. The results yielded by the three pre-

dictive models are depicted by lines to distinguish them from experimental data. A

solid line (||) is used to depict vibrational non-equilibrium CFD results, a dashed

line ({ { {) depicts the equilibrium CFD results, and the dotted line (� � �) is used to

depict the NRLM analytical model.

Behavior consistent with vibrational relaxation e�ects can be observed in the CO2

calibration data (tu, �, �, and 4) in Fig. (4.4). In particular, at the larger Reynolds

numbers (i.e., lower 1=
q
Re�ideal) � decreases so that the magnitude of the slope of

the calibration data begins to decrease and the linear characterization of Cd with

1=
q
Re�ideal no longer holds. The measured Cd's are less than would be predicted by

extrapolating the linear relationship (between Cd and 1=
q
Re�ideal) observed at lower

Reynolds numbers.

At higher values of �, corresponding to lower Reynolds numbers (2 500 � Re�ideal �

250 000), vibrational relaxation e�ects are insensitive to changes in � { a phenomenon

expected of the exponential relaxation processes. As � decreases, however, relaxation

e�ects begin to transition toward equilibrium 
ow behavior, tending to decrease Cd.

Given that decreases in � correspond to increases in Reynolds numbers, the boundary

layer thins, tending to increase Cd. The two competing mechanisms result in a non-

linear calibration curve at large Reynolds numbers. In addition to the non-linear

calibration behavior, vibrational relaxation e�ects are also largely responsible for

the greater than unity Cd's observed in the calibration data. The larger than unity
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experimental Cd values occur because the increase in mass 
ow due to vibrational

non-equilibrium e�ects is not accounted for in the normalizing theoretical mass 
ow

used in the denominator of the discharge coe�cient de�nition.

Comparison between the calibration data (tu, �, �, and 4) and the vibrational non-

equilibrium CFD model (||) in Fig (4.4) shows that they are in good agreement.

The vibrational non-equilibrium CFD model captures both the linear behavior exhib-

ited at the lower Reynolds numbers as well as the non-linear Cd behavior observed

at larger Reynolds numbers. The CFD relaxation model overpredicted the calibra-

tion data, but by only 0:4% at the lower Reynolds numbers with better agreement at

higher Reynolds numbers. Although the experimental facilities were limited to a max-

imum Reynolds number of 131 000, the CFD model was extended beyond this value

in order to assess the implications of relaxation phenomenon at still higher Reynolds

numbers. For simplicity these computations assume that the boundary layer remains

laminar even above the transitional Reynolds number of 106 (indicated by the vertical

dashed line in Fig. 4.4). Strictly speaking, above this value the predictions lose their

validity, but they are still useful for developing an understanding of relaxation e�ects

isolated from other mechanisms (e.g., real gas e�ects and transition to turbulence).

Based on the vibrational non-equilibrium CFD predictions in Fig. (4.4), relaxation

phenomenon can be classi�ed into three regimes depending on �. For high values

of � (i.e., lower Reynolds numbers) the discharge coe�cient of the nearly frozen


ow increases linearly with decreasing 1=
q
Re�ideal, and is approximately 2% larger
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than would be predicted by equilibrium 
ow models. As � decreases, corresponding

to larger Reynolds numbers, the 
ow begins to transition toward equilibrium 
ow

causing a deviation from the linear relationship between Cd and 1=
q
Re�ideal. As a

result of this transition, Cd decreases with increasing Reynolds number. At still

lower values of � relaxation e�ects become negligible and Cd predictions return to

the equilibrium 
ow behavior, regaining a linear characterization with 1=
q
Re�ideal.

4.3.2 Second Experiment; Mixture of CO2 and Water Vapor

A second experiment using mixtures of carbon dioxide and water vapor was de-

vised to obtain further evidence that vibrational equilibrium e�ects are responsible

for the observed discharge coe�cient phenomenon. It is documented in the litera-

ture of vibrational non-equilibrium that small concentrations of water vapor act as

a catalyst to CO2 vibrational relaxation and lead to dramatically smaller values of

the vibrational relaxation time, �vib, and consequently reduced values of � [51], [66].

By introducing concentrations of 0:5% (or less) water vapor on a molar basis into

CO2, signi�cant reductions in the discharge coe�cient relative to those for pure CO2

should be observed.

For the experiment, a 0:3mm throat diameter critical venturi was calibrated with

pure CO2 and with CO2 diluted by varying concentrations of water vapor. The mass


ow was measured with a pressure-volume-temperature-time primary 
ow standard

at NIST with an uncertainty of 0:10% [12]. The CO2 and water vapor mixture was
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generated by �rst adding water vapor to an evacuated tank until the desired partial

pressure of water was attained. Then CO2 was added to the tank until the desired

total pressure was attained. The entire experimental apparatus was kept in a room

heated to 300K to prevent condensation of water vapor during the course of the ex-

periment. (The dew point temperature of the 0:5% water vapor mixture is 286:4K

at the largest operating stagnation pressure of 3 atm). In addition, before and after

usage of the gas mixture, an optical hygrometer was used to measure the dew point

temperature of the mixture and a total pressure measurement was made at the hy-

grometer. Using these measurement techniques, the uncertainty of the water vapor

concentration is 0:05% or less.

The results of the CO2 and water vapor mixture experiment are shown in Fig. (4.5).

It can be seen that the addition of 0:5% water vapor to the CO2 gas reduced the

discharge coe�cient by about 1:3%, moving the discharge curve in the direction

anticipated by the vibrational relaxation explanation. The addition of water reduces

the vibrational relaxation time of the gas mixture which in turn reduces the mass


ux through the venturi throat as explained previously.

In calculating the discharge coe�cients in Fig. (4.5), the normalizing theoretical

mass 
ow includes a version of the critical 
ow function, Cs, based on the methods

described by Aschenbrenner [67], (i.e., weighting the pure gas speci�c heats by their

respective mole fractions to obtain the mixture speci�c heat ratio). Also the gas con-

stant for the mixture was calculated by weighting the pure gas component molecular



130

0.007 0.008 0.009 0.010
0.940

0.945

0.950

0.955

0.960

0.965

0.970

0.00% H2O vapor

0.01% H2O vapor

0.25% H2O vapor

0.50% H2O vapor

Cd

NIST

1/ Reideal
*√

______

Figure 4.5. NIST experimental data showing the e�ect of small concentrations of water vapor on

the discharge coe�cient of CO2.

weights by the respective mole fractions. In this way, the known major e�ects on

the discharge coe�cient have been taken into account in the normalizing quantity

of the discharge coe�cient and remaining changes in the discharge coe�cient can be

attributed largely to vibrational relaxation e�ects.

4.4 Functionality of the Cd for Vibrational Non-Equilibrium Flows

In section 3.1 of Chapter 3 we derived Eq. (3.11) which gave the important dimen-

sionless parameters charactering the discharge coe�cient for equilibrium nozzle 
ows.
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For vibrationally non-equilibrium 
ows, this equilibrium characterization must be ex-

tended to include relaxation e�ects. The vibrational non-equilibrium CFD analysis

from Section 4.2 as well as the experimental results from Section 4.3 both demon-

strated the importance of the dimensionless parameter � = �vib=�res in vibrational

non-equilibrium 
ows. The importance of this parameter was also demonstrated in

Section 4.1 where the two limiting cases of vibrational non-equilibrium 
ow were dis-

cussed. The magnitude of � determines whether vibrational non-equilibrium e�ects

are present in the 
ow �eld. For �!0 the 
ow approaches the equilibrium 
ow limit.

Non-equilibrium e�ects manifest at positive, �nite values of �, diverging further away

from equilibrium 
ow as � increases, and converging toward the frozen 
ow limit as

�!1.

To fully characterize the e�ect that vibrational relaxation has on gas dynamic pro-

cesses, another parameter in addition to � is necessary. As previously discussed in

Section 2.4.1, vibrational relaxation phenomena (i.e., �>0) only a�ects gas dynamic


ow processes if the vibrational energy levels of the gas are su�ciently populated.

This fact was also demonstrated in Fig. (4.2) where relaxation phenomena had no ob-

servable e�ect on the predicted Cd of the vibrationally unexcited H2 and N2 molecules,

in spite of the large � values of these gases. Therefore, the ratio of vibrational energy

to the overall internal energy, �vib=�, also plays a major role in determining how vi-

brational non-equilibrium phenomena a�ect Cd predictions. As a result, the following

equation gives the full functionality of the discharge coe�cient including vibrational
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non-equilibrium e�ects

Cd = f3 (Re
�

ideal; 
; P r;
Twall

T �

; �̂; k̂;�;
�vib

�
; geometry): (4.4)
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Chapter 5

CONCLUSIONS

The objective of this research was to assess the ability of CFD algorithms to predict

the discharge coe�cients of various gas species 
owing through small throat diameter

critical nozzles (i.e., 0:2950mm, 0:5935mm, 1:1845mm, and 2:3598mm). Five gases

were considered including Ar, H2, N2, SF6, and CO2. For this investigation the

Reynolds number ranged from 2 000 to 131 000 so that according to experimental

evidence [37] the 
ow remained laminar within the nozzle. The accuracy of these

CFD simulations was determined by direct comparison with experimental data. The

following is a summary of the �ndings of this investigation as well as some conclusions

drawn from this study.

A closed-form analytical model [35] was shown to adequately predict the discharge

coe�cient of monatomic and diatomic gases to within one half of one percent, but had

di�culty accurately predicting the discharge coe�cient for some polyatomic gases to

the same level of accuracy. In particular, the analytical model underpredicted the

discharge coe�cient of CO2 gas by more than two percent and of SF6 gas by almost

two percent. Moreover, the performance of the analytical model exhibited a molecular

bias or gas species e�ect, whereby the analytical Cd values overpredicted the calibra-

tion data for monatomic and diatomic gases, and underpredicted the calibration data
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for polyatomic gases { some by a fraction of a percent and others by a substantially

larger amount (e.g., CO2 and SF6).

A gas species e�ect was also noted in the calibration data. Calibration data of var-

ious gas species exhibited as much as a 3% di�erence in the measured Cd values over

the range of Reynolds numbers considered. The observed species e�ect resulted from

unique calibration characteristics exhibited by CO2 and SF6 gases. The measured

Cd values of these two gases were unusually large relative to the measured Cd values

of the other gases. In fact, the measured Cd values for CO2 gas were even shown

to exceed unity at the larger Reynolds numbers, a phenomenon totally unexpected

based on the existing analytical models.

In an attempt to assess the reasons for the peculiar calibration characteristics of

CO2 and SF6 gases, and possibly improve predictive capabilities, the critical nozzle


ow �eld was modeled numerically by solving the full Navier-Stokes equations. Initial

computations were based on an equilibrium thermodynamic model with a constant

speci�c heat. This numerical approach had the advantage of avoiding many of the

assumptions used in analytical models; however, the equilibrium CFD model showed

no signi�cant improvement over the existing analytic methods, and consequently, the

inability to accurately model certain gases remained. Real gas e�ects were imple-

mented into the equilibrium CFD analysis in an attempt to improve the model, but

this modi�cation resulted in only slightly better predictive capabilities that fell well

short of explaining the unique calibration characteristics for CO2 and SF6 gases.
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The peculiar Cd characteristics exhibited by CO2 and SF6 gases were explained by

thermodynamic non-equilibrium e�ects resulting from vibrational relaxation, a mech-

anism not previously accounted for in predictive models. In any critical nozzle 
ow

meter the 
ow accelerates from nearly stagnant conditions at the nozzle upstream

to sonic conditions at the nozzle throat. For the geometrically small critical nozzles

considered in this in this investigation, this acceleration process occurs over very short

distances (i.e., less than 1mm). As a result, certain gases do not achieve equilibrated

thermodynamic conditions during the rapid acceleration process. In particular, poly-

atomic gases that relax slowly relative to 
ow acceleration processes and that have

su�ciently populated vibrational energy levels (e.g., CO2 and SF6) are a�ected by

vibrational relaxation e�ects. On the other hand, gases that are una�ected by vibra-

tional relaxation processes include rapidly relaxing polyatomic gases, slowly relaxing

polyatomic gases that are vibrationally unexcited, diatomic gases near room tem-

perature (i.e., vibrational energy levels are insu�ciently populated), and monatomic

gases.

For gases una�ected by vibrational relaxation phenomena, the existing analytical

techniques agree with experimental data to within a half of one percent. However, an-

alytical models necessarily make numerous simplifying assumptions. To quantify how

these assumptions a�ect Cd predictions, a sensitivity analysis was performed using

the equilibrium CFD model. The parametric study investigated the e�ect of various

parameters including the Re�ideal, 
, Pr, and the wall thermal boundary condition.
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For an adiabatic nozzle wall it was determined that the slight variation of Pr among

di�erent gas species should have no more than a 0:02% e�ect on Cd. The assumption

of Pr=1:0 used in analytical models causes a slightly larger error in Cd predictions,

ranging from 0:0%{ 0:06% depending on Reynolds number. The discharge coe�-

cient was most sensitive to the wall thermal boundary condition, especially at the

lower Reynolds numbers and larger 
 values. For example, the predicted discharge

coe�cient for Ar gas was shown to decrease by as much as 0.28% at Re�ideal = 3 903,

indicating that wall heat transfer e�ects could play an important role in characterizing

the discharge coe�cient in low Reynolds number 
ows.

For gases such as CO2 and SF6, vibrational relaxation phenomena are expected to

play a role in gas dynamic processes. Therefore, a vibrational non-equilibrium CFD

model was implemented to make Cd predictions for CO2 gas 
ow over a Reynolds

number range from 2 000 to 131 000, and for SF6 gas 
ow over a Reynolds number

range from 10 000 to 63 000. The vibrational non-equilibrium CFD analysis reduced

the error in Cd predictions for both gases by a factor of �ve over previous models. Al-

though the non-equilibrium CFD results slightly overpredicted the experimental data,

this trend was consistent with overpredictions found when using either the analytical

model or the equilibrium CFD model to predict Cd values for gases una�ected by

vibrational relaxation. For CO2 and SF6 gases the vibrational relaxation CFD model

agreed to better than 0:4% with calibration data. Furthermore, since the vibrational

non-equilibrium model reduces to the equilibrium model under the appropriate 
ow
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conditions, the vibrational relaxation model was able to predict Cd values to better

than 0:4% for all gases considered over the full range of Reynolds numbers.

The e�ect of Vibrational relaxation phenomena is to increase the mass 
ow through

a critical nozzle, which in turn increases the discharge coe�cient. The increase in

mass 
ow is a result of increased sound speeds and increased gas densities in the non-

equilibrium 
ow. The vibrational non-equilibrium CFD analysis indicated a mass 
ow

increase of more than a two percent for CO2 gas and slightly less than two percent for

SF6 gas. Therefore, vibrational relaxation mechanism explained the unusually large

measured Cd values for both of these gases. Furthermore, since this mechanism is

not accounted for in the denominator of the discharge coe�cient (i.e., the theoretical

mass 
ow), Cd values exceeding unity are possible.

Two independent experiments were performed using CO2 gas to con�rm the vibra-

tional non-equilibrium hypothesis. Both experiments demonstrated the signi�cance

of �, the ratio of vibrational relaxation time to 
ow residence time. The �rst exper-

iment calibrated progressively larger nozzle sizes to increase the 
ow residence time

and subsequently lower �. This experiment veri�ed an anticipated drop o� in Cd at

low values of �. This behavior was in agreement with the vibrational non-equilibrium

explanation and it was also predicted by the vibrational non-equilibrium CFD model.

The second experiment, which reduced vibrational relaxation e�ects by diluting CO2

with small concentrations of water vapor also con�rmed an expected decrease in Cd.
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Existing analytic models characterize the discharge coe�cient as a function of 


and Re�ideal. Additional parameters must be considered to account for non-equilibrium


ow e�ects. Based on the experimental results and on the vibrational non-equilibrium

CFD model, we reason that these additional parameters are �= �vib=�res, and �vib=�,

the ratio of vibrational energy to overall internal energy. The �rst parameter, �,

determines if vibrational non-equilibrium e�ects are present in the 
ow �eld. The

limiting values of this parameter range from zero (i.e., equilibrium 
ow) to in�nity

(i.e., frozen 
ow), where intermediate values give an indication of how far the 
ow

is from equilibrium. The second parameter, �vib=�, measures the importance of non-

equilibrium e�ects (if they are present) in the 
ow �eld.1 When these additional

parameters are considered, non-equilibrium e�ects can be characterized for all gas

species over all 
ow conditions.

All analysis in this investigation were done for a limited range of temperatures,

pressures, and nozzle sizes. Vibrational non-equilibrium would be more important

at elevated temperatures given that the contribution of the vibrational energy to

the overall internal energy increases. For gases that have non-negligible vibrational

energy levels, relaxation phenomenon will be an issue for values of � close to (or

greater than) unity. Physically, this condition is most likely to occur for small throat

diameter ISO nozzles when they are calibrated at low stagnation pressures.

1Here it is important that the energy datum is taken to be the energy of the molecule at absolute

zero (i.e., the zero-point energy).
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Appendix A

INTEGRATION OF THE VIBRATIONAL RATE EQUATION

The numerical procedure used to integrate the vibrational rate equation is explained

in this section. We begin with the Eulerian representation of the vibrational rate

equation as given by

@�vib
@t

+ uj
@�vib
@xj

=
�eqvib � �vib

�vib
(A.1)

where uj is the local 
ow velocity, �vib(P; T ) is the vibrational relaxation time (i.e., a

function of temperature and pressure), �eqvib(T ) is the equilibrium vibrational energy

(i.e., a function of temperature), and �vib is the non-equilibrium vibrational energy.

The partial di�erential equation represented by Eq. (A.1) can be transformed into an

ordinary di�erential equation if the 
ow is steady and the equation is evaluated along


ow streamlines as given by [69]

�
d�vib

dz
+ �vib = �eqvib (A.2)

where � = �vib=�res is the ratio of vibrational relaxation time to 
ow residence time,

�res = L=jj~ujj is the 
ow residence time, L is a characteristic distance along a stream-

line, jj~ujj =
q
u2x + u2r is the magnitude of 
uid velocity, and z = s=L is the dimen-

sionless distance along a streamline.

In order to solve the �rst order, non-homogeneous ordinary di�erential equation
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represented by Eq. (A.2), the coe�cient in front of the derivative on the left hand

side, �, and the source term on the right hand side, �eqvib, must �rst be determined.

These parameters are functions of the gas dynamic 
ow variables (i.e., the pressure,

the temperature, and the 
ow velocity). Therefore, to determine these parameters

the Navier-Stokes equations must be solved simultaneously in an iterative manner

along with the vibrational rate equation. The coupling between the Navier-Stokes

equations and the vibrational rate equation has already been discussed previously in

Chapter 2, but the iterative solution procedure is summarized again in this section

for completeness.

The solution procedure begins by initializing the 
ow �eld with an appropriate

velocity, pressure, temperature, and molecular vibrational energy �eld. Following this

initialization step the iterative process begins. The gas dynamic variables (i.e., the

pressure, the temperature, and the velocity �eld) are updated using an implicit time

marching Navier-Stokes algorithm. Using the computed velocity �eld, the streamlines

are calculated and the existing grid system is adapted to a streamline oriented grid

system having grid lines that coincide with the calculated streamlines. Additionally,

the pressure and temperature computed from the Navier-Stokes algorithm are used

to evaluate the parameters � and �eqvib throughout the 
ow �eld. Next, the vibrational

rate equation as given in Eq. (A.2) is integrated on the streamline oriented grid system

to determine an updated value for the molecular vibrational energy, �vib. The updated

molecular vibrational energy is used in conjunction with the molecular translational
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and rotational energy to update the overall internal energy, and the Navier-Stokes

equations are resolved for the next iteration. This iterative procedure is repeated until

both the Navier-Stokes equations and the vibrational rate equation are simultaneously

satis�ed on the resulting streamline oriented grid system.

The details outlining the numerical procedure for solving the Navier-Stokes are given

in Chapter 2. Thus, in this section attention is focused on outlining the numerical

procedure used for estimating the solution of the vibrational rate equation. The

procedure begins by modifying the exact global representation of the vibrational

rate equation given by Eq. (A.2), with an approximate formulation de�ned on a sub

interval (i.e., �nite element) between node \ i " and node \ i+ 1" as given by

(�i +��iz)
d�elivib
dz

+ �elivib = �eqvibi +��eqvibiz

�elivib(0) = �vibi (A.3)

0 � z � 1

where the superscript \ eli " indicates the \ ith " �nite element and the following de�-

nitions apply, ��i � �i+1 � �i and ��eqvibi � �eqvibi+1 � �eqvibi respectively. The variation

in �eqvib and � across an element is approximated by the following linear interpolation

functions, �eqvib = �eqvibi + ��eqvibiz and � = �i +��iz respectively. The local boundary

condition for each element is determined from the calculated molecular vibrational

energy at the end of the previous element. At the nozzle inlet, however, the molecular
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vibrational energy is taken to be in thermodynamic equilibrium so that it can be de-

termined from the inlet temperature using Eq. (2.14) from Section 2.4.2 of Chapter 2.

By using the linear interpolation functions the approximate vibrational rate equation

given by Eq. (A.3) can be solved analytically using the method of variation of pa-

rameters [58] over each �nite element. The solution to Eq. (A.3) for the ith element is

given by

�elivib(z) = c0 + c1z � c0

�
1 +

��iz

�i

�(� 1
��i

)

(A.4)

0 � z � 1

where

c0 = �eqvibi �
��eqvibi�i

1 + ��i

c1 =
��eqvibi
1 + ��i

The value of the molecular vibrational energy at nodal points i=1 to imax is then

given by

�vib1 = �eqvib1

�vib2 = �el2vib(0)

�
�
�

�vibi = �elivib(0)
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�
�
�

�vibimax
= �

elimax�1

vib (1)


