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Gas-metal atomization is a process by which liquid metal is transformed into

a metal powder. The metal powders produced through gas-metal atomization

exhibit chemical homogeneity and re�ned microstructures that cannot be obtained

by conventional casting techniques. Given their enhanced properties, the products

made from these powders �nd applications ranging from jet-engine parts to medical

implants.

The heart of a gas-metal atomizer is a device known as the \atomization nozzle

assembly", which forces the interaction between a high-speed gas jet and a liquid

stream of molten metal. Because the control of a molten stream of metal can

be di�cult, atomization control strategies have historically been focused on the

gas-delivery-system of the atomizers. Thus, in this investigation, the gas-only 
ow

in a close-coupled, gas-metal atomizer is studied to determine the in
uence of

operational parameters on the structure of the 
ow �eld.

Both experimental and numerical results are presented. First, the numerical

method used is evaluated by modeling 
at-plate boundary layers at various free



stream velocities; further validation is conducted by modeling an axisymmetric

base 
ow for which experimental and numerical data are available for comparison.

Comparisons between the Schlieren images produced experimentally and numerical

results are carried out, focusing on the evaluation of turbulence model parameters.

The same methodology was then used to model the gas-only atomization 
ow

produced at conventional operational conditions. A parametric study was con-

ducted to determine the e�ects of jet exit pressure ratio, jet temperature ratio,

and base mass injection (to model, at least approximately, some of the e�ects of

the liquid phase).

Based on the results obtained in the validation stage, it is concluded that the

Chien k-� turbulence model yields excessively high production of turbulence kinetic

energy dissipation rate in this type of 
ow. It is shown that a 10% reduction in

the production of dissipation rate leads to good agreement with the experimental

data. Results from the pressure ratio study led to a description of the observed

base pressure behavior (i.e., aspiration) on the basis of the resulting jet structure.

The temperature ratio results hinted that the common industrial practice of gas-

heating may be detrimental to the atomization process due to a global reduction

in the momentum of the gas 
ow �eld. The 
ow �elds obtained with base mass

injection (brought through the liquid metal conduit), exhibited base 
ow structures

similar in shape to those seen in high-speed studies of the liquid metal disruption

process. It is shown that the introduction of mass at the base of the 
ow has little

impact on the 
ow stucture of the surrounding gas 
ow �eld. It is concluded that,

with some experimental veri�cation, parameterization studies such as this can be

a very cost-e�ective way to optimize this industrial process.
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Chapter 1

Introduction

1.1 Overview of gas-metal atomization

Gas-Metal Atomization (GMA) is a process by which liquid metal is transformed

into metal powder. The metal powders produced by GMA exhibit chemical homo-

geneity and re�ned microstructure that cannot be obtained by conventional casting

techniques. Given their enhanced properties, the products made from these pow-

ders �nd applications ranging from jet engine parts to medical implants (Lawley

1985). The annual production of gas atomized metal powders in America for 1996

is estimated to be valued at 75 million dollars; this level of production and the low

yields associated with powder metallurgy processes makes them prime candidates

for process optimization.

Typically, the GMA process (see Figure 1.1) starts with a stream of molten metal

that is forced to interact with high speed gas jets. During this interaction, momen-

tum is transferred from the gas jets to the liquid stream. The momentum transfer

increases the velocity of the liquid metal stream and eventually makes it unstable.

The instabilities in the liquid stream promote the formation of liquid ligaments

1



Liquid Delivery Tube

Gas Flow

Gas Jet

Liquid Metal

Metal Spray

Figure 1.1: Process of gas-metal atomization. The downward 
owing black stream

is liquid metal which has been disrupted by high energy gas jets surrounding it.

that then break into liquid droplets. If the droplets are too big to be stable, they

break into smaller droplets; otherwise, they solidify in 
ight and are collected at

the end of the process as metal powder.

GMA is one of a number of processes commonly referred to as powder metal-

lurgy processes. Two other processes contained in this group are metal spray

deposition and metal spray forming. Their common denominator is the forma-

tion of liquid metal droplets by atomization. As mentioned before, in GMA the

droplets are allowed to solidify in 
ight and are then collected as metal powder. In

spray deposition, the liquid droplets are sprayed onto a substrate until the buildup

creates a billet. For spray forming, a preform, in the shape of the part desired, is

sprayed upon until enough metal is accumulated to create the required product.

2



Alternatively, metal spray can be sprayed onto a substrate and allowed to build

up until an ingot-like shaped billet is formed.

The powder produced by GMA needs to undergo a stage of near net-shape form-

ing in which a powder cake of the desired part is formed with the help of a bonding

agent. Alternatively, the powder can be deposited in a near net-shape container in

preparation for consolidation by hot isostatic pressing. Analogously, in spray de-

position, the shape of the desired part is machined from the billet previously made.

For spray forming, no such shape forming process is required. All three processes

may require a densi�cation stage for the product to obtain its �nal working strength

and, once the densi�cation stage is completed, �nal machining is performed to ob-

tain desired dimensional tolerances.

The machine in which the metal atomization process takes place is known as a

gas-metal atomizer or simply as an atomizer. Typically, atomizers (Figure 1.2)

contain a melting furnace, an atomization chamber, and a gas-powder separation

stage. The heart of the atomizer is the structure that forces the interaction between

the metal stream and the gas jets. This structure, which is located in the atom-

ization chamber, is known as the atomization nozzle assembly, or atomization

die.

Atomization dies can be of two types: free-fall, or close-coupled. In free-fall

atomizers (Figure 1.3 { left) the liquid metal stream is allowed to fall, uncon-

strained, until it interacts with the gas jets. Conversely, in close-coupled atom-

izers (Figure 1.3 { right) the liquid stream remains con�ned by a ceramic liquid-

delivery tube at the end of which the interaction between the liquid and the gas

jets takes place.

Conceptually, the operation of free-fall atomizers is simpler than that of close-

3
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Figure 1.2: Schematic of a typical gas-metal atomizer.

coupled atomizers and traditionally, this has led to the prevalent usage of free-

fall atomizers by industry. However, the properties of metal powders have been

shown to be closely related to particle size; the �ner the particles, the better their

properties tend to be (Boettinger and Bendersky 1986). This tendency bene�ts

close-coupled atomizers, which are known to produce smaller droplets than free-

fall atomizers (Beddow 1978); in turn, this has spawned a signi�cant industrial

interest in the use of closed-coupled atomizers during the last decade.

Traditionally, the design of atomizers has been ad hoc, mostly due to a de�ciency

in design objectives and criteria (Beddow 1978). This practice has proven to be

particularly problematic with close-coupled atomizers, whose operation is highly
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Figure 1.3: Types of atomization nozzle assemblies.

sensitive to geometrical details and operational conditions (Ayers and Anderson

1985; Ridder and Biancaniello 1988). Moreover, the lack of agreement between

users on what constitutes \good" metal powder product, makes the design of

close-coupled atomizers all the more di�cult.

The objective of this investigation is to study a number of geometrical arrange-

ments and operational conditions that in
uence the performance of close-coupled

atomizers. It is the intended goal that the results obtained can help in the devel-

opment of guidelines and speci�cations for the design and operation of gas-metal

atomizers.

The next section of this chapter presents a review of the previous investigations

conducted in the area of 
ow modeling of close-coupled gas metal atomization.

This is followed by the last section of this chapter, in which the objectives of this

investigation are expanded and suggestions are given for the potential bene�ts of
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these results in improving industrial powder metallurgy.

1.2 Previous investigations

Experimental evidence presented by Couper and Singer (1985) suggested that the

disruption e�ciency in close-coupled gas atomization is directly related to the low

pressure region created at the exit of the liquid-delivery tube by the over
ow of

the gas jet. They determined that the local pressure at the exit of the liquid-

delivery tube is a function of the gas jet stagnation pressure. Following the work

of Couper and Singer (1985), Ayers and Anderson (1985) reported evidence of a

direct relationship between gas jet stagnation pressure and particle size distribution

using close-coupled atomization nozzle assemblies. They found that the �nest

powder was produced when the stagnation pressure was set at the value that

yielded the minimum static pressure at the exit of the liquid-delivery tube. Ayers

and Anderson (1985) also studied the dependence of this pressure at the end of the

liquid-delivery tube (which they named aspiration) with respect to jet stagnation

pressure, gas specie, and liquid-delivery tube geometry. In a similar investigation,

Ting and Grant (1986) studied the dependence of the aspiration pressure with

respect to the liquid-delivery tube extension and investigated the atomization of

7075 aluminum alloy while varying a number of process parameters. Ridder and

Biancaniello (1988) also studied the aspiration phenomena and proposed a particle-

size control scheme based on it.

The studies described previously established the foundation for the characteriza-

tion of close-coupled atomization nozzle assemblies. In the following years the focus

of the gas-metal atomization research switched to the development of predictive

models based on the study of the 
uid mechanics controlling the process.
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Espina et al. (1989) made use of the two-dimensional, region-to-region method-

of-characteristics (John 1984) to describe the gas 
ow over the liquid-delivery tube.

These calculations, although only approximate due to the two-dimensional approx-

imation of an axisymmetric 
ow �eld, led to a model for the aspiration pressure as

a function of the location of the end-corner of the liquid-delivery tube with respect

to the shape of the �rst shock structure in the underexpanded wall jet. Indepen-

dently, �Unal (1989) studied the use of annular underexpanded jets in close-coupled

gas metal atomization and made use of two-dimensional wave theory to describe

the structures seen in Schlieren images. He also proposed a model for the aspira-

tion pressure based on the location of the liquid-delivery tube end with respect to

the structure of the initial gas wall jet.

In the same year, Anderson et al. (1989), made use of analogy between the

Froude number (in open channel 
ow) and the Mach number (in compressible


ow) to study the structure of the gas jet for various close-coupled atomizer ge-

ometries. Their quantitative results were erroneous due to the lack of validity of

the Froude-Mach number analogy for speci�c heat ratios, 
, other than 2, and

because of the di�erence between the two-dimensional and the axisymmetric wave

phenomena. However, their qualitative results led them to recognize the similari-

ties between the gas-only 
ow in close-coupled gas-metal atomizer and the 
ow in

axisymmetric truncated plug nozzles.

The tools previously described lacked however the quantitative accuracy needed

to become predictive tools for the design of new gas-metal atomizers. From these

investigations on, the state-of-the-art in gas 
ow modeling for atomizers became

computational 
uid dynamics.

Piomelli (1992) modeled the gas-only 
ow in a number of close-coupled atomizer
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geometries using the averaged Navier-Stokes equations. He studied the 
ow �eld

from the beginning of the annular channel to the end-corner of the liquid-delivery

tube and his results detailed the e�ects of: turbulence, stagnation pressure, and

liquid-delivery tube angle, on the topography of the gas 
ow �eld. For these

simulations, Piomelli divided the computational domain in two blocks: an annular

channel, and the region over the liquid-delivery tube. He concluded that turbulence

has a considerable e�ect on the jet structure of this type of 
ow and his results pre-

dicted the existence of a separation region at the end-corner of the liquid-delivery

tube for a number of geometries and stagnation pressures. He hypothesized that

this separation could lead to the adverse e�ect of metal-freeze-up which is a com-

mon occurrence during atomization. Metal-freeze-up { that is, the uncontrolled

accumulation and solidi�cation of metal at the end of the liquid-delivery tube {

typically leads to the failure of the atomization process by disrupting the 
ow of

gas and stopping the 
ow of liquid metal.

Figliola and Anderson (1993) presented numerical results for the gas-only 
ow

�eld produced by the geometry they had previously studied experimentally, and

gave particle paths and cooling rates based on a Lagrangian particle tracking

scheme. Their gas-only simulations, which made use of the averaged Navier-

Stokes equations in conjunction with Baldwin-Lomax or k-� turbulence models,

calculated the 
ow inside a computational domain that extended 5 liquid-delivery

tube diameters downstream of the end of the annular channel, and two diameters

radially from the axis of symmetry. As in their previous investigation (Anderson

et al. 1989), discrepancies between their experimental and modeling data resulted

from their selection of a two-dimensional approximation to represent a fundamen-

tally axisymmetric 
ow �eld. Furthermore, these simulations were conducted using
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96 � 56 mesh points (in the radial and axial direction, respectively), which were

insu�cient to ensure an accurate description of the features of the 
ow �eld. Nev-

ertheless, based on their combined data, they were able to give a description of the

gas-only 
ow �eld and proposed an \umbrella" break-up phenomenological model

for the initial liquid disruption dynamics during gas-metal atomization.

Espina et al. (1993) presented numerical results for the gas-only 
ows produced

by an annular jet version of the discrete jet geometry studied by Figliola and

Anderson (1993). In their investigation, Espina et al. (1993) discretized the com-

putational domain making use of three blocks: the annular channel, the section

over the liquid-delivery tube, and the wake region after the liquid-delivery tube.

They studied the e�ects of grid adaptation, viscosity, and extension of the liquid-

delivery tube. Based on their �ndings they reached several conclusions. First, grid

adaptation is essential if one hopes to capture the 
ow features with a reasonable

number of mesh points. Second, the viscous stresses are of considerable magnitude

and therefore cannot be ignored. Espina et al. (1993) went on to hypothesize that

the same was probably true of the Reynolds stresses and therefore the selection

of a turbulence model in this type of simulation would be of utmost importance.

Finally, they concluded that the liquid-delivery tube should be as long as pos-

sible to allow for the maximum expansion of the underexpanded wall jet, which

increases the amount of momentum available for transfer into the liquid stream.

However, they pointed out that this e�ect rapidly degrades with the appearance

of 
ow separation at the end of the liquid-delivery tube.

In the same year, Crucible Compaction Metals, became the �rst metal powder

producer to apply CFD technology to the design of a commercial close-coupled

gas-metal atomizer. Using technology developed by Espina et al. (1993), Con-
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way and Lizzi (1993) designed an atomizer for the processing of the nickel-based

superalloy { Ren�e 95. In trial runs, they found that the new atomizer yielded 27%

more powder in the sub-106 �m particle size range than its predecessor. Their work

represents a landmark in this �eld because they demonstrated that CFD results

could be successfully transitioned from the research environment to the production


oor, and that there were �nancial bene�ts to be obtained from such a transfer.

Kuntz and Payne (1995) developed the �rst numerical model that predicted par-

ticle size distributions in a close-coupled gas metal atomizer. In this research, they

followed a decoupled approach to the problem by modeling the gas-only 
ow �rst

and then using a particle disruption-tracking algorithm to calculate the result-

ing particle size distribution. Their gas-only simulations modeled the 
ow from

the annular channel to a distance of 5 liquid-delivery tube diameters downstream

of its end-corner and bene�tted from high mesh resolution (52,893 points), grid

adaptation, and turbulence modeling (using the Baldwin-Barth 1990 one-equation

model). Their disruption model made use of a collection of semi-empirical models

to characterize six disruption regimes: shear breakup, multi-mode breakup, bag

breakup, oscillatory breakup, non-oscillatory breakup, and no deformation. Fol-

lowing this approach, Kuntz and Payne (1995) obtained particle size distributions

with mass-median-diameter and Sauter-mean-diameter within 9 to 27% of the ex-

perimental values; they attributed this di�erence to the lack of droplet collision

and droplet coalescence in their model.

Kuntz and Payne (1995) also reported their attempt to make use of the k-� model

in their investigation, which they expected would yield more accurate results than

those obtained using the Baldwin-Barth model. However, they reported problems

with the convergence of the solution using the k-� model and eventually abandoned
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it. Espina et al. (1993) had experienced similar problems. This is signi�cant be-

cause both Kuntz and Payne (1995) and Espina et al. (1993) integrated the k-�

equations all the way to the wall, while, Figliola and Anderson (1993) reported no

such problems with the use of k-� models in their less resolved meshes, making use

of wall functions.

Mi et al. (1996) presented new numerical results for the gas only 
ow in their

gas metal atomizer (see Figliola and Anderson 1993). As part of this research,

they tested their numerical method by simulating a simple underexpanded jet

and found di�erences between the numerical and experimental results that ranged

from 1.3 to 14.3%. For the atomization gas-only 
ow simulations they choose a

computational domain that extended 5 liquid-delivery tube diameters downstream

from the exit of the gas nozzle and made use of 400� 70 mesh points. Although

this time they used an axisymmetric algorithm to calculate the atomizer 
ow �eld,

the resulting calculations predicted a 
ow di�erent than the one intended due to

a fundamental error in the problem formulation. In their experiments, in fact,

Figliola and Anderson (1993) made use of an 18 discrete-jet atomization die, each

nozzle having a diameter of � 0:813 mm with a total critical area of approximately

9:34 mm2. However, in their axisymmetric simulations Mi et al. (1996) chose to

use an annular slit with a gap of 0:813 mm, which, for their geometry, yielded

a critical area of 53:70 mm2. This resulted in a 475% increase in the mass 
ux,

and comparable amounts in the momentum and energy 
uxes, considered in the

calculation.

Finally, Miller et al. (1996) presented an analysis of the 
ow of liquid-metal,

which made use of the numerical results of an inviscid simulation for the gas-only


ow in one of General Electric's close-coupled atomization dies. However, they
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chose not to disclose any of the details of their research due to GE proprietary

restraints.

By no means does the preceding discussion encompass all the research in the

area of close-coupled gas-metal atomization, since it concentrates on the work in

the area on gas-only 
ow modeling. The interested reader is encouraged to review

the additional literature in process control (Ando et al. 1990, Ridder et al. 1992,

Hariprasad and Sastryand 1995), experimental 
ow studies (Mates and Settles

1995, 1996), and modeling of liquid-only 
ows (Liu et al. 1995, Liu and Dandy

1995).

1.3 Objectives of the present study

The objectives of this investigation are:

1. To determine the methodology needed to model gas-only 
ows in close-

coupled atomizers using low Reynolds number k-� models.

2. To validate this methodology by simulating a well documented 
ow that

encompasses all the physical elements present in the atomizer gas-only 
ow

{ the supersonic base 
ow.

3. To compare and contrast the numerical predictions for the atomization gas-

only 
ow with available experimental data.

4. To use both experiments and numerical simulations to study the e�ects of

the stagnation pressure, the stagnation temperature, and liquid-delivery tube

mass injection on the atomization gas-only 
ow �eld.

5. Make recommendations for the design and operation of future close-coupled

atomizers based on the data presented.
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Chapter 2 will describe the governing equations, physical models, and numeri-

cal methods used in this investigation. Chapter 3 will present an evaluation of

the performance of the turbulence models introduced in Chapter 2, by comparing

their results for an incompressible boundary layer against the direct numerical sim-

ulation data of Spalart (1988), and the results for a compressible boundary layer

against the compressible law of the wall. In Chapter 4 the numerical methods will

be put to the test by comparing the numerical results for a supersonic base 
ow

with experimental measurements obtained by Herrin and Dutton (1994). Chapter

5 will present an analysis of the gas-only 
ow �elds produced by the close-coupled

atomizers studied by Espina et al. (1993). The numerical results will be compared

with experimental measurements, while the critical details used during the simu-

lation of these 
ows will be given as guidelines for future industrial research. In

addition, the results will be used in the evaluation of the e�ects of various process

parameters on the topography of the 
ow �elds. Finally, in Chapter 6, conclusions

and recommendations for the design of a new generation of close-coupled gas-metal

atomizers will be drawn from the obtained data.

It is expected that the results of this investigation will enable metal-powder

producers to make use of CFD tools accurately in the design of a new generation

of close-coupled gas metal atomizers. It is anticipated that these atomizers will

bene�t from geometries that, for selected process parameters, will produce 
ow

�elds in which the energy and momentum transfers are maximized. This should

lead to reduced operational cost (i.e., smaller gas 
ow rates and lower stagnation

pressures and temperatures), improved �ne metal-powder yields, and scalability of

the process, which up to this day has been optimized by trial and error.
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Chapter 2

Mathematical Formulation

2.1 Governing equations

The 
ows of interest to this investigation are governed by the nonreacting, com-

pressible Navier-Stokes equations. For a two-dimensional domain, and in nondi-

mensionalized-vector form, these equations are given by

@Q

@t
+
@Fj

@xj
=

1

Re

@Gj

@xj
: (2.1.1)

where Q = (�; �u1; �u2; E)
T is the dependent variable vector containing the con-

servation variables, and the inviscid 
ux vector, Fj, and the viscous 
ux vector,

Gj , are de�ned as

Fj =

0BBB@
�uj

�u1uj + p �1j
�u2uj + p �2j
(E + p)uj

1CCCA ; Gj =

0BBB@
0

�1j
�2j

uk�jk � qj

1CCCA : (2.1.2)

In the above equation, the index j = 1; 2, and summation is implied over repeated

indices; Re is the reference Reynolds number, � is the dimensionless 
uid den-

sity, and uj is the dimensionless velocity component in the xj direction; p is the

dimensionless static pressure, �ij is the Kronecker delta, and E = � (e + ukuk=2)
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is the dimensionless total energy per unit volume. If the 
uid is assumed to be

a thermally and calorically perfect gas, the dimensionless internal energy e =

p=�(
 � 1) = T=
(
 � 1), where T is the dimensionless static temperature, and 


is the speci�c heat ratio which is taken to be constant.

In equation (2.1.1) the length scales were nondimensionalized by a reference

length, xref and the velocities by a reference speed of sound, aref , the pressure

by �ref a
2
ref
. All other quantities were nondimensionalized by their reference values.

The reference Reynolds is given by

Re =
�ref aref xref

�ref
: (2.1.3)

Assuming the 
uid to be Newtonian, the viscous stresses are given by

�ij = �

 
@ui

@xj
+
@uj

@xi

!
+ �

@ui

@xi
�ij (2.1.4)

where � and � are the �rst and second coe�cients of molecular viscosity, respec-

tively. The dimensionless Sutherland viscosity law is used to obtain the value of �

as a function of T :

� = T 3=2 1 + S

T + S
(2.1.5)

where S is the nondimensional Sutherland constant (White 1991), and � = �2=3�,

by Stokes' hypothesis.

The heat 
ux vector is modeled using Fourier's heat-conduction law

qj = � k

� Pr

@T

@xj
(2.1.6)

where k is the dimensionless thermal conductivity, � = a2
ref
=(cpref Tref ) is the ref-

erence Eckert number, and Pr = cpref �ref =kref is the reference Prandtl number.

Given that the 
uid is assumed to be calorically perfect, the dimensionless thermal
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conductivity can be expressed as

k = � (2.1.7)

provided that the Prandtl number is taken to be constant.

If the system (2.1.1) is transformed into a curvilinear coordinate system �j =

�j(xi; t), it can be written as

@ bQ
@t

+
@ bFj

@�j
=

1

Re

@ bGj

@�j
; (2.1.8)

with

bQ =
1

J
Q; bFj =

1

J

 
@�j

@t
Q+

@�j

@xk
Fk

!
; bGj =

1

J

@�j

@xk
Gk; (2.1.9)

where J is the Jacobian of the transformation (Pulliam and Steger 1980).

The speci�cation of a problem governed by equation (2.1.8) is completed by

assigning boundary and initial conditions. At solid boundaries, adiabatic, no-

slip boundary conditions are imposed on the velocity; homogeneous Neumann

boundary conditions apply for p and T . At inlets, the 
ow is assumed to be

normal to the boundary and the stagnation pressure, Po, and temperature, To,

are prescribed. The normal velocity, un, is then obtained using a characteristic

equation by Newton iteration (Cooper and Sirbaugh 1989). At outlets, the 
ow

normal to the boundary is �rst determined to be either subsonic or supersonic.

In the case of subsonic out
ow, the static pressure is prescribed, and �rst-order

extrapolation is used for the density and the velocity. In the case of supersonic


ow, all variables are extrapolated using �rst-order extrapolation.

The initial condition is taken to be a 
ow solution obtained from a previous

calculation using similar conditions. Where no previous calculations existed, an

initial guess was used.
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2.2 Turbulence models

In this investigation, the e�ects of turbulence are accounted for by making use of an

eddy-viscosity model, in which the molecular viscosity in the stress tensor expres-

sion (2.1.4) is replaced by an e�ective viscosity that contains both the molecular

and the eddy contributions.

�e� = �+ �t: (2.2.10)

Three di�erent eddy-viscosity type turbulence models were used: the Baldwin-

Lomax model, Chien's k-� model, and Grasso-Falconi's k-� model.

2.2.1 Baldwin-Lomax model

The Baldwin-Lomax model (1978) is a two-layer, algebraic, eddy-viscosity formu-

lation that was patterned after a model by Cebeci (1970). The Baldwin-Lomax

model di�ers from the Cebeci model in that the vorticity is used to determine the

mixing length scale, thus avoiding the need to �nd the edge of boundary layers (or

wakes), which extends its generality.

In this model, the 
ow above a wall is divided into inner and outer layers based

on a crossover-distance criterion. Depending on the outcome of this selection, the

eddy-viscosity, �t, is then calculated using one of two models

�t =

8><>:
�tinner for y � ycrossover

�touter for y > ycrossover

(2.2.11)

In the above de�nition, y is the wall-normal distance and ycrossover is the shortest

distance from the wall at which both models yield the same result.

For the inner model, the Prandtl-van Driest formulation is used to determine the
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eddy-viscosity

�t = � `2 j!jRe: (2.2.12)

In this expression, the mixing length is given by

` = � y[1� exp(�y+=A+)] (2.2.13)

where y+ = � u�y=� is the viscous length scale, � = 0:4 is the von K�arm�an constant,

A+ = 26, j!j is the magnitude of the vorticity vector, and u� is the friction velocity.

For the outer model, the eddy-viscosity is obtained using a modi�ed Clauser

formulation:

�t = �KcCcp Fwake Fkleb(y)Re: (2.2.14)

In this expression, Kc = 0:0168 is the Clauser constant, Ccp = 1:6, and

Fwake = min

8><>:
ymax F (y)max

Cwk ymax u
2
dif
=F (y)max

(2.2.15)

where ymax F (y)max replaces �
�ue in the original Clauser formulation and ymax u

2
dif
=F (y)max

replaces �udif in the wake formulation (Cebeci 1970). In the above, F (y) =

y j!j [1 � exp(�y+=A+)], Cwk = 0:25, and udif = jujmax � jujmin along a given

wall-normal location. The Klebano� intermittency factor is given by

Fkleb =

241 + 5:5

 
y Ckleb

ymax

!6
35�1

(2.2.16)

where Ckleb = 0:3. In the case of free 
ows, F (y) = y j!j, where y is measured

from the line of symmetry of the free 
ow.

In this investigation, the Baldwin-Lomax model was integrated normal to each

computational domain boundary until another boundary was encountered along

the integration path. In the case that a grid point would have contributions of more

than one boundary (i.e., an concave corner), the eddy-viscosity was averaged over
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the contributions of all boundaries involved. At the axis of symmetry, only the

outer formulation of the Baldwin-Lomax model was used and y was taken to be

zero at the axis.

Homogeneous Dirichlet boundary conditions were applied at the wall for �t, while

zeroth-order extrapolation was used on the other boundaries.

2.2.2 Chien k-� model

In this work, we made use of a compressible version of Chien's (1982) k-� model as

implemented by Georgiadis et al. (1994) in the NPARC code. The original model

was �rst proposed as an extension of the Jones and Launder (1972) k-� model that

allowed for the integration of the k and � equations all the way down to solid walls.

In this compressible version of the original incompressible model, the k and �

equations are given by

D�k

Dt
=

1

Re

(
@

@xj

"�
� +

�t

�k

�
@k

@xj

#
+ Pk �Dk �

2�k

y2

)
(2.2.17)

D��

Dt
=

1

Re

(
@

@xj

"�
� +

�t

��

�
@�

@xj

#
+ P� �D� �

�

k

"
2�k

y2
e�0:5y+

#)
(2.2.18)

where k is the Favre-averaged turbulence kinetic energy, k = 1=2 �u0iu
0

i=� (u
0

i rep-

resenting the 
uctuating component of the instantaneous ui velocity component),

and � is the turbulence kinetic energy dissipation rate. D=Dt represents the sub-

stantial derivative based on the averaged velocity, and �k and �� are the turbulent

Prandtl numbers. The production terms, Pk and P�, and the dissipation terms,

Dk and D�, are given by

Pk = 2�t
@ui
@xj
Sij Dk = ��(1 + �1M

2
t )Re

P� = C�1(�=k)Pk D� = C�2f2�(�
2=k)Re

(2.2.19)
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where

Sij =
1

2

 
@ui

@xj
+
@uj

@xi

!
; (2.2.20)

is the strain-rate tensor, and � �1M
2
t is a compressible dissipation correction pro-

posed by Sarkar and Balakrishnan (1991) with �1 = 1:0. The turbulence Mach

number is de�ned as Mt =
q
2k=(
RT ), and f2 is a damping function given by

f2 = 1� 0:22 exp(�Ret=6)2 (2.2.21)

where the turbulence Reynolds number is de�ned as Ret = Re � k2=(��).

The last terms on the right-hand sides of equations (2.2.17) and (2.2.18) are the

\wall" dissipation terms added by Chien (1982) to the Jones and Launder (1972)

model to balance the addition of the viscous dissipation terms (i.e., @=@xj(�@k=@xj)

and @=@xj(�@�=@xj)). Chien (1982) explains that the \wall" dissipation terms are

needed because near the wall, k � y2, and this leads to a �nite viscous dissipation

of k at the wall, rendering the k equation non-homogeneous at the wall. With

the addition of the \wall" dissipation terms, � is considered to be the \isotropic"

dissipation rate, while �+2�k=y2 is the \true" kinetic energy dissipation rate. The

e�ects of these terms will be discussed in more detail in the next chapter as we

evaluate their contribution to the wall turbulence in a boundary layer over a 
at

plate.

When integrated, the dependent variables in equations (2.2.17) and (2.2.18) can

be related to the eddy-viscosity by the following expression (see Chien 1982),

�t = C�f�� `mk
1=2Re (2.2.22)

where C� is a proportionality constant with a value of 0.09, f� is a wall function

de�ned in terms of the viscous length scale as

f� = 1 + exp(�0:0115y+) (2.2.23)
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and `m is a characteristic turbulence length scale given by

`m =
k3=2

�
: (2.2.24)

In this model, the values for the turbulence Prandtl numbers proposed by Jones

and Launder (1972) are used: �k = 1:0, �� = 1:3. However, a value of C�2 = 1:8 was

used which was deduced from the decay of high-Reynolds-number grid turbulence

data by Hanjalic and Launder (1976). The value of C�1 = 1:35 was obtained by

keeping the di�erence between C�1 and C�2 as prescribed in the Jones and Launder

(1972) model. This di�erence results from the observation that the production and

dissipation rates of turbulence energy are nearly in balance in wall bounded 
ows.

Finally, homogeneous Dirichlet boundary conditions were used at the wall for all

turbulence quantities. As seen before, the non-physical declaration of homogeneous

Dirichlet boundary conditions for � is enabled by the use of the \wall" dissipation

term in equation (2.2.18). Zeroth-order extrapolation was used at outlets. At

inlets, the eddy-viscosity was set to, �t = 100�, while the turbulence intensity

(assuming the inlet turbulence �eld to be isotropic),

I =

 
u02

V 2

! 1

2

=

 
v02

V 2

! 1

2

=

 
w02

V 2

! 1

2

=

 
2

3

k

V 2

! 1

2

; (2.2.25)

was set to 0.005.

2.2.3 Grasso-Falconi k-� model

This model was developed by Grasso and Falconi (1993) to parameterize the ef-

fects of turbulence in complex 
ows characterized by strong streamwise curvature,

adverse pressure gradients, separated 
ows, etc. Their model di�ers from Chien's

(1982) in that it was directly conceived as a compressible formulation.
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In this model the k and � equations are given by

Dk

Dt
=

1

Re

(
@

@xj

"�
�+

�t

�k

�
@k

@xj

#
+ Pk �Dk

+ �c;1 +�c;2 + �c;3

)
(2.2.26)

D�

Dt
=

@

@xj

"�
� +

�t

��

�
@�

@xj

#
+ P� �D�: (2.2.27)

where the turbulent Prandtl number, �k, was assigned a value of 1.55 based on a

heat transfer study of separated 
ows performed by Spalding (1967), and �� was

given a value of 2.0, obtained by assuming the same proportionality as the Chien

k-� model (1982) turbulent Prandtl numbers. The production terms, Pk and P�,

and the dissipation terms, Dk and D�, are given by

Pk = [2�tSij � 2=3 �tSll�ij � 2=3 �k�ij Re]Sij Dk = ��Re

P� = C�1(�=k)Pk D� = C�2f2�(�
2=k)Re

(2.2.28)

where the damping function f2 is given by

f2 =
h
1� exp(�y+=A)

i2
(2.2.29)

following the work of Speziale et al. (1992). The constant A was assigned a value

of 4.9, on the basis of direct numerical simulations of planar channel 
ow. For this

model, Grasso and Falconi (1993) chose a turbulent Reynolds number dependence

of the constant C�2 proposed by Vandromme (1983) and given by

C�2 = 1:83[1� (2=9) exp(�Re2t=36)]; (2.2.30)

while C�1 = 1:60 was obtained from the equilibrium relation.

The additional compressible terms in equation (2.2.26) represent the pressure-

dilatation { �c;1, the Favre-velocity contribution { �c;2, and the dilatation-dissipation
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{ �c;3. These terms are de�ned and modeled as follows:

�c;1 = p0u0i;i ' (��2Pk + �3 ��Re)M
2
t (2.2.31)

�c;2 =
�0u0i
�

@p

@xi
' ��t

�2
1

�p

@�

@xj

@p

@xj
(2.2.32)

�c;3 = ��
h
4=3(�S

0

llS
0

ll)
i
' �0:4 ��Re

(
1� exp

"
�
�
Mt � 0:3

0:8

�2#)
: (2.2.33)

The pressure-dilatation model (2.2.31) results from the assumption that the pres-

sure 
uctuations can be decomposed into incompressible and compressible 
uctu-

ations of which the incompressible part only contributes to the pressure-dilatation

(Erlebacher et al. 1990, Sarkar et al. 1991, and Sarkar 1992). Grasso and Falconi

selected �2 = 0:40 and �3 = 0:20. It is worth mentioning that this selection of a

positive value of �3 makes the compressible dissipation contribution a production

term in the turbulence kinetic energy equation, which is contrary to the description

of the contribution given by Sarkar and Balakrishnan (1991).

The Favre-velocity contribution (2.2.32) follows from the observation of large

pressure 
uctuations in high-speed 
ows, and therefore, it is argued that the scalar

product of the Favre-velocity and the mean pressure gradient may contribute to

the turbulence energy balance. This contribution is modeled using a gradient law,

as suggested by Speziale and Sarkar (1989). The turbulent Prandtl number, �p, is

given a value of 0.5.

The dilatation-dissipation term (2.2.33) is modeled according to the work of Ze-

man (1990), which attributes the dilatational contribution to the Reynolds stress

to shock-like eddy structures embedded within energy-containing eddies. Zeman

expressed this contribution in terms of an exponential function of the turbulent

23



Mach number that is activated at a given threshold. Based on work by Wilcox

(1991), Grasso and Falconi increased the turbulent Mach number threshold to 0.3

in their model.

In this k-� model the eddy-viscosity is given by

�t = C�f�� `mk
1=2 (2.2.34)

where C� = 0:09, and the wall function f� (Speziale et al. 1992)

f� =

�
1 + (3:45=

q
Ret)

�
tanh(y+=80): (2.2.35)

Under certain circumstances, (2.2.35) can lead to values of f� larger than 1:0,

reversing its desired damping behavior. To prevent this, f� should be limited to a

maximum value of 1:0 (Grasso 1997). The turbulent length scale, `m, is bounded

by the following equation

`m = min

 
C` y;

k3=2

�

!
(2.2.36)

to prevent the overprediction of peak heating near the wall. In equation (2.2.36), y

is the distance from the wall and C` is a proportionality constant that is a function

of the von K�arm�an constant. C` is given a value of 2.25.

Finally, homogeneous Dirichlet boundary conditions are applied at the wall for

the turbulence kinetic energy, and homogeneous Neumann boundary conditions

are applied normal to the wall for the turbulence dissipation rate. First-order

extrapolation is used at outlets. At inlets the eddy-viscosity was set to, �t = 100�,

while the turbulence intensity was set to I = 0:005.
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2.3 Numerical method

In this investigation, the governing equations (2.1.8) were solved using two com-

puter programs: NPARC, Version 2.1, and SAGE, Version 2.

The NPARC code is an ADI compressible 
ow solver which is maintained by the

NPARC Alliance | NASA Lewis Research Center/Arnold Engineering Develop-

ment Center | (Cooper and Sirbaugh 1989, Sirbaugh et al. 1994). The solver is

derived from the AIR and ARC codes produced at NASA Ames Research Center

(Pulliam and Steger 1980, Pulliam 1984).

In the NPARC code, the solution to the turbulence equations (2.2.17 and 2.2.18,

or 2.2.26 and 2.2.27) is time-lagged with respect to the solution to the governing

equations (2.1.8). This simpli�es the algorithm and allows for the implementation

of di�erent schemes for the solution of the governing and turbulence equations.

Section 2.3.1 describes the numerical scheme used to solve the governing equations,

while Section 2.3.2 describes the scheme used to solve the turbulence equations.

The second computer program used in this investigation is a structured grid-

adaptation program named SAGE (Davies and Venkatapathy 1992). The program

makes use of the self-adaptive-grid method developed by Nakahashi and Deiwert

(1985) and is brie
y described in Section 2.3.3.

2.3.1 Solution of the governing equations

In the NPARC code, equation (2.1.8) is solved numerically using the Beam and

Warming (1976) approximate factorization algorithm. Making use of Euler back-

ward time-di�erencing, and assuming locally constant transport coe�cients, the
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Beam and Warming algorithm can be written as

� bQn +�tn

0@@ bF n+1
j

@�j
� 1

Re

@ bGn+1
j

@�j

1A = 0 (2.3.37)

where � bQn = bQn+1 �Qn. Equation (2.3.37) cannot be readily solved because the


ux vectors are expressed as nonlinear functions of the dependent variables. This

can be alleviated by time linearization of the 
ux vectors as

bF n+1
j = bF n

j + An
j�

bQn +O
h
(�tn)2

i
(2.3.38)

bGn+1
j = bGn

j +Rn
j�

bQn +O
h
(�tn)2

i

where O is the order of the error in the linearization, and the Jacobians, Aj and

Rj, are given by

Aj =
@ bFj

@ bQ ; Rj =
@ bGj

@ bQ : (2.3.39)

In the NPARC code, only the inviscid 
ux vector is treated implicitly (Pulliam and

Chaussee 1981), thus allowing for the diagonalization of the algorithm without the

use of approximate viscous eigenvalues and eigenvectors. It can be shown (Hirsch

1990) that this approximation introduces an error of O [(�tn)2], not degrading the

overall accuracy of the algorithm. With this in mind, the version of the Beam and

Warming algorithm used in the NPARC code is 
I +�tn

@

@�j
An
j

!
� bQn = ��tn

0@@ bF n
j

@�j
� 1

Re

@ bGn
j

@�j

1A (2.3.40)

where I denotes the identity matrix of appropriate rank.

The above algorithm results in a sparse block system of equations whose solution

is computationally expensive. One way of reducing this expense is by approxi-

mately factoring the left-hand side operator in equation (2.3.40) into a series of

one dimensional diagonal operators. For example, in two dimensions this approx-
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imate factorization yields, 
I +�tn

"
@

@�
bAn
1 +

@

@�
bAn
2

#!
� bQn

(2.3.41)

=

 
I +�t

@

@�
bAn
1

! 
I +�t

@

@�
bAn
2

!
� bQn �O

h
(�tn)2

i

where as seen, the error in the approximation remains within O [(�tn)2], not de-

grading the overall accuracy of the algorithm.

In this work, the governing equations are solved in an axisymmetric domain (i.e,

j = 1; 2). If the axis of symmetry is allowed to coincide with the x-axis, equation

(2.1.8) can be written as

@ bQ
@t

+
@ bF1

@�
+
@ bF2

@�
= cH +

1

Re

 
@ bG1

@�
+
@ bG2

@�

!
(2.3.42)

where cH is the axisymmetric source term given by

cH =

�
0; 0;

1

J2D

�
p� 1

Re

�
2�

J

J2D
v + �ra � ~V

��
; 0

�T
(2.3.43)

and

J2D = �x�y � �y�x; ra � ~V =
J

J2D
v + ux + vy : (2.3.44)

On the right-hand side of equation (2.3.42), all appearances of the two-dimensional

divergence, r�~V , are replaced by its axisymmetric counterpart, ra �~V . The metrics

of the transformation are given by (Cooper and Sirbaugh 1989)

J�1 = (x�y� � x�y�)y;

�x = y y�J; �y = �y x�J; (2.3.45)

�x = �y y�J; �y = y x�J:

For this domain, the algorithm in equation (2.3.40) reduces to
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I +�tn

"
@

@�
bAn
1 +

@

@�
bAn
2

#!
� bQn

(2.3.46)

= ��tn
 
@ bF n

1

@�
+
@ bF n

2

@�
� cHn � 1

Re

"
@ bGn

1

@�
+
@ bGn

2

@�

#!

where the axisymmetric source term is treated explicitly following the same rea-

soning used for the viscous 
ux vector. Making use of approximate factorization,

the above system can be replaced by a series of block diagonal operators as follows: 
I +�t

@

@�
bAn
1

! 
I +�t

@

@�
bAn
2

!
� bQn

(2.3.47)

= ��t
 
@ bF n

1

@�
+
@ bF n

2

@�
� cHn � 1

Re

"
@ bGn

1

@�
+
@ bGn

2

@�

#!

The block operators on the left-hand side of equation (2.3.47) can be decomposed

into scalar operators following the diagonalization method proposed by Pulliam

and Chaussee (1981), according to which the Jacobian matrices, bAj , are decom-

posed into a complete set of real eigenvectors and real eigenvalues as (no summation

applies to repeated indices in the following)

bAj = bTj b�j
bT�1
j (2.3.48)

where �j is the diagonal matrix of eigenvalues of Aj , Tj is the matrix of right

eigenvectors, and T�1
j is its inverse. Making use of (2.3.48), the block operators in

(2.3.47) can be diagonalized as follows: 
I +�t

@

@�
bA1

!
=

 bTj bT�1
j +�t

@

@�
bTj b�j

bT�1
j

!
� bTj

 
I +�t

@

@�
b�j

! bT�1
j (2.3.49)

leading to the following diagonalized form of the factored algorithm

( bT1)n
 
I +�t

@

@�
b�n
1

!
( bT�1

1
bT2)n

 
I +�t

@

@�
b�n
2

!b(T�1
2 )n� bQn (2.3.50)

= RHS(2:3:47):
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The closed-form expressions for �j, Tj, and T�1
j can be found in Cooper and

Sirbaugh (1989).

If central �nite di�erences are used to approximate the spatial di�erential op-

erators in equation (2.3.50), the solution can contain oscillations due to disconti-

nuities in the conservation variables (i.e., shock waves) and/or the decoupling of

the even-odd modes. These oscillations can be removed by adding a controlled

amount of numerical dissipation to the scheme. In the NPARC code, this is done

following a model proposed by Jameson et al. (1981), in which second-order arti�-

cial dissipation is used to smooth discontinuities associated with shock waves, and

fourth-order dissipation is used to couple the even and odd modes of the solution.

The arti�cial dissipation is added implicitly, modifying the diagonalized form of

the factored algorithm (2.3.50) as follows:

( bT1)n
"
I(1 +Dn

1 ) + �t
@

@�
b�n
1

#
( bT�1

1
bT2)n

"
I(1 +Dn

2 ) + �t
@

@�
b�n
2

#b(T�1
2 )n� bQn

(2.3.51)

= RHSn
(2:3:47)

where D1 and D2 are the implicit arti�cial dissipation operators given by

D1 = r�

h
C�

�
"(2)�� � "(4)��r���

�i
J (2.3.52)

D2 = r�

h
C�

�
"(2)�� � "(4)��r���

�i
J:

In the above expressions, "(2) and "(4) are the second- and fourth-order arti�cial

dissipation coe�cients, respectively, given by

"(2) = K2�t f (2.3.53)

"(4) = max(0; K4�t� "(2))
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where K2 and K4 are control constants used to regulate the amount of arti�cial

dissipation introduced into the algorithm, and f is a switch function, that takes

the form

f = max(f�; f�) (2.3.54)

where

f� =
jp(� + 1; �)� 2 p(�; �) + p(� � 1; �)j
jp(� + 1; �) + 2 p(�; �) + p(� � 1; �)j

(2.3.55)

f� =
jp(�; � + 1)� 2 p(�; �) + p(�; � � 1)j
jp(�; � + 1) + 2 p(�; �) + p(�; � � 1)j :

In actual usage, the function f is smoothed over immediately neighboring points.

For the control constants, Jameson et al. (1981) suggest values of K2 between 0

and 0.25, and of K4 between 0 and 0.64; however, a minimal amount of fourth-

order arti�cial dissipation is recommended to ensure the coupling of the even-odd

modes in the solution.

In equation (2.3.52), � andr are the �rst-order forward and backwards di�erence

operators, respectively. The C�i 's are the nonlinear coe�cients, are given by

C� = C(� + 1; �) + C(�; �) (2.3.56)

C� = C(�; � + 1) + C(�; �)

where C is the summation of the spectral radii of the inviscid 
ux vector Jacobian,

Aj , i.e.,

C =
h�
jU j + a

q
�2x + �2y

�
+
�
jV j+ a

q
�2x + �2y

�i
J�1; (2.3.57)

where U and V are the contravariant velocities de�ned as

Uj =
@�j

@t
+ uk

@�j

@xk
; (2.3.58)
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and a is the nondimensional local speed of sound. Since the arti�cial dissipation

appears only in the left-hand-side of the equations, it only a�ects the transient

part of the solution. At steady state the Navier-Stokes equations are satis�ed, as

the right-hand-side of equation (2.3.47) approaches zero.

If the spatial derivatives are replaced by �nite di�erences, equation (2.3.51) yields

the following algorithm:

( bT1)n���
j;k
� bQ(4)

���
j;k

= ��t
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��
bF n
1 + ��

bF n
2
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2

��
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I(1 +Dn

1 ) + �t��
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i
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���
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1
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j;k
� bQ(2)

���
j;k

= � bQ(3)
���
j;k

(2.3.59)h
I(1 +Dn

2 ) + �t��
b�n
2

i
j;k
� bQ(1)

���
j;k

= � bQ(2)
���
j;k

( bT�1
2 )n

���
j;k
� bQn

���
j;k

= � bQ(1)
���
j;k

bQn+1
���
j;k

= bQn
���
j;k

+� bQn
���
j;k

where �� and �� are the second-order central di�erence operators in the � and �

directions, de�ned as

��f =
1

2
[fj+1;k � fj�1;k] ; ��f =

1

2
[fj;k+1 � fj;k�1] ; (2.3.60)

since, in the transformed coordinates, �� = �� = 1. Similarly, d� and d� are the

half-point central di�erence operators in the � and � directions, de�ned as

d�f =
h
fj+1=2;k � fj�1=2;k

i
; d�f =

h
fj;k+1=2 � fj;k�1=2

i
: (2.3.61)
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In the NPARC code, the two scalar pentadiagonal systems that result from (2.3.59)

are solved using a scalar pentadiagonal version of the Thomas algorithm (Cooper

and Sirbaugh, 1989).

As mentioned before, this implicit algorithm is second-order accurate in space

and �rst-order accurate in time. However, the NPARC code makes use of explicit

boundary conditions to prevent changes in the structure of the pentadiagonal ma-

trices in (2.3.59). This improves the generality of the code at the expense of more

restrictive limitations in the stability bound of the algorithm.

2.3.2 Solution of the turbulence equations

In vector form, for a stationary curvilinear coordinate system, the nondimensional,

conservative, compressible k-� equations are given by

@ bQ
@t

+
@ bFj

@�j
=

1

Re

 
@ bGj

@�j
+ bS! (2.3.62)

where

bQ = J�1

"
�k

��

#
; bFj = J�1

"
�kuj
��uj

#
;

(2.3.63)

bGj = J�1

24 (�+ �t=�k)
@�j
@xk

@k
@xk

(�+ �t=��)
@�j
@xk

@�
@xk

35
and bSC and bSG�F are the source terms in the Chien (2.2.17, 2.2.18) and Grasso-

Falconi (2.2.26, 2.2.27) models:

bSC = J�1

"
Pk �Dk � 2�k

y2

P� �D� � 2��
y2

exp(�0:5y+)

#
;

(2.3.64)

bSG�F = J�1

"
Pk �Dk + �c;1 +�c;2 + �c;3

P� �D�

#
:
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Equation (2.3.62) can be solved numerically using the implicit algorithm proposed

by Sahu and Danberg (1986) and implemented into the NPARC code by Nichols

(1990). Making use of Euler backward time-di�erencing, and assuming locally

constant transport coe�cients, the Beam-Warming algorithm can be written as 
I +�tn

"
@

@�j
bAn
j �

@

@�j
bRn
j � bT n

#!
� bQn =

(2.3.65)
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Re
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where

� bQn = bQn+1 �Qn; bAj =
@ bFj

@ bQ ; bRj =
@

@ bQ
 bGj

Re

!
; bT =

@

@ bQ
 bS
Re

!
: (2.3.66)

If �rst-order backward di�erences (based on the sign of the eigenvalues of the


ux terms) are used to estimate the convective spatial derivatives, and second-

order central-di�erences are used to approximate the viscous spatial derivatives in

equation (2.3.65), the resulting algorithm is second-order accurate in space and

�rst-order accurate in time.

In the axisymmetric domain equation (2.3.65) can be written as
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+
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+
@ bF2

@�
=

1

Re

 
@ bG1

@�
+
@ bG2

@�
+ bS! (2.3.67)

and the algorithm in equation (2.3.65) reduces to, 
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:

Equation (2.3.68) yields a sparse block-pentadiagonal system whose inversion is

extremely expensive. Making use of approximate factorization, the above system
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can be replaced by a series of block-tridiagonal operators as follows: 
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If the spatial derivatives are replaced by �nite di�erences, equation (2.3.69) yields

the following algorithm:
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bQn+1
���
j;k

= bQn
���
j;k

+� bQn
���
j;k

where the dRHSn

(2:3:69)

���
j;k

is discretized using an upwind scheme proposed by Gorski

et al. (1985), � is the central di�erence operator, and r is the �rst-order backward

di�erence operator based on the sign of the eigenvalue of the 
ux terms. In the

NPARC code, the block tridiagonal systems that result from (2.3.70) are solved

using a block version of the Thomas algorithm.

2.3.3 Grid adaptation algorithm

The need to describe numerous 
ow features (some characterized by discontinuous

distributions of the conservation variables) with the least number of grid points led

to the use of grid adaptation methods in this investigation. In particular, we made

use of the Self-Adapting-Grid Evolution method (SAGE) developed by Nakahashi

and Deiwert (1985) and expanded by Davies and Venkatapathy (1992).
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The method is based on a three-sided, spring system analogy, that sets the dis-

tance between consecutive points inversely proportional to the gradient of some


ow variable. For example,

1

�xi;j
� Ki;j �

@�

@xi;j
: (2.3.71)

The one-sided contribution of a torsional spring, Ti;j, enforces smoothness and

orthogonality constraints (see Figure 2.1). Given that the method is based on a

three-sided spring system, the adaptation can be advanced in one index (e.g., i)

along lines of constant value for the other index (e.g., j). This leads to a scalar

parabolic system that avoids the computational expense that results from the

elliptic, four-spring systems (see Figure 2.1).

In this investigation, @�u=@r was used as the adaptation gradient to cluster points

in the r-direction, and @�=@x or @p=@x were used to cluster points in the x-

direction. For a simulation, the process of grid adaptation took several steps:

1. A solution was obtained on a poorly distributed mesh starting from a poor

initial guess.

2. Based on the computed solution, the �rst line of points o� a solid boundary

was clustered at y+ ' 1. This was followed by two adaptation passes over

the mesh | the �rst in the x-direction (adapting the y location of the points)

followed by a second pass in the y-direction (adapting the x location of the

points).

3. The available solution was interpolated into the newly adapted mesh.

4. A new solution was computed in the new mesh using the interpolated, old

solution as the initial guess.

5. The process was repeated starting from step 2.
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Figure 2.1: Schematic comparison between an elliptic, four-spring and a parabolic,

three-spring grid adaptation method.

This cycle of 
ow-computation *) grid-adaptation was repeated (typically about

three times) until no noticeable change was observed between consecutive grids.
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Chapter 3

Evaluation of Turbulence Models

As an initial step in this investigation, the performance of the turbulence models

presented in the previous chapter was evaluated by simulating the boundary layer

over a 
at plate with zero pressure gradient at free-stream Mach numbers of 0.2,

1.2, and 4.0. The data obtained for theMinf = 0:2 case was compared to the direct

numerical simulation (DNS) data of Spalart (1988) for a momentum thickness

based Reynolds number, R� = 1410. For the simulations at Minf = 1:2 and 4:0,

results at R� = 14000 are compared with the compressible law of the wall.

3.1 Physical domain and boundary conditions

The computational domain used in these simulations is schematically shown in

Figure 3.1. This domain was discretized, depending on the free-stream Mach

number, into one of two meshes: one that used 111� 81 points (in the streamwise

and spanwise directions, respectively) for M = 0:2, or one with 206 � 81 points

for M = 1:2 and 4:0. Inside the computational domain, the placement of the

mesh points was stretched both in the streamwise and spanwise directions, using
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hyperbolic tangent distributions that increased the size of the grid spacing away

from the leading edge of the 
at plate (see Figure 3.2). Over the 
at plate, the �rst

line of points parallel to the wall was forced to be located at y+ = y u�=�wall � 0:5

to obtain accurate resolution of the wall layer.

88888888888888888888888888888888888
88888888888888888888888888888888888

 L

Flat Plate

Minf = 0.2, 1.2, 4.0
γ = 1.4 Pexit =101.3 kPa

Texit = 273K

Boundary Layer

0.1 L

8.1E−2 L, Minf = 0.2
or

7.0E−2 L, Minf = 1.2, 4.0
y

x

Figure 3.1: Computational domain used for the simulation of the boundary-layer

(vertical axis not shown to scale; L = 0:5 m).

Figure 3.2: Computational meshes used for the simulation of the boundary-layer.

Top: for Minf = 0:2; Bottom: for Minf = 1:2 and 4:0 (vertical scale shown at

four times its original size).

Characteristic-type boundary conditions were used at the inlet of the computa-
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tional domain for the subsonic free-stream case (Po, To speci�ed), whereas inlet

conditions were �xed for the supersonic free-stream cases. At the outlet, character-

istic type boundary conditions were used (Pexit, Texit speci�ed) in all cases. The top

end of the computational domain was treated as a slip-wall for the subsonic case,

while homogeneous Neumann boundary conditions were applied for the supersonic

cases. At y = 0, slip-wall boundary conditions were used before the leading edge

of the 
at plate (i.e., x < 0), and adiabatic no-slip boundary conditions over the

plate (x � 0).

3.2 Subsonic boundary-layer

The �rst test of the performance of the turbulence models described in Chapter 2

was conducted by modeling the subsonic 
ow over a 
at plate for R� = 1410.

Figure 3.3 compares the compressible law of the wall

u+ =

8><>:
y+ for y+ � 5

log y+=0:41 + 5 for y+ > 10

(3.2.1)

with the streamwise velocity predictions obtained using DNS (Spalart 1988), and

the results of the three eddy-viscosity turbulence models. As seen in the �g-

ure, the Baldwin-Lomax model (1978) predicted the DNS streamwise velocity

distribution with satisfactory accuracy, yielding a value of wall friction velocity,

u� =
q
�wall=�wall, only 2.7% lower than its DNS counterpart despite a disconti-

nuity in the �rst derivative of the eddy-viscosity distribution at y=� � 0:155 (or

y+ � 85, see Figure 3.4). This discontinuity results from the switching between

the inner and outer formulations of the model as seen in equation (2.2.11).

The Chien k-� model (1982) predicted the velocity distribution of this boundary

layer extremely well, as seen in Figure 3.3, with its prediction of friction velocity
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Figure 3.3: E�ect of turbulence model on the streamwise velocity distribution of

a boundary layer, R� = 1410, Minf = 0:2. : law of the wall, equation (3.2.1);

� : Spalart's DNS (1988); : Baldwin-Lomax model; : Chien's k-� model;

: Grasso-Falconi's k-� model.

deviating only 0.9% from the DNS results. Figure 3.4 shows that the Chien k-�

model yields a smooth distribution of eddy-viscosity which is very similar, for y=� <

1, to the one calculated using the distributions of u0v0 and d�u=dy obtained from the

DNS. The DNS and the Chien k-� results deviate from each other for y=� > 1. This

deviation is mostly due to the fact that in this range, the DNS data for d�u=dy tends

to zero, making small contributions in u0v0 lead to large contributions in the eddy-

viscosity. The prediction of turbulent kinetic energy is almost identical to that of

the DNS (see Figure 3.5) with the peak in the distribution being underpredicted

by 7% and its location moving away from the wall by about 5 wall units (see insert

40



0 0.2 0.4 0.6 0.8 1 1.2
0

10

20

30

40

50

60

y/δ

 νt
ν

___

Figure 3.4: E�ect of turbulence model on the eddy-viscosity distribution of

a boundary layer, R� = 1410, Minf = 0:2. � : Spalart's DNS (1988), �t =

u0v0 = d�u=dy; : Baldwin-Lomax model; : Chien's k-� model; : Grasso-

Falconi's k-� model.

in Figure 3.5).

The prediction of the modi�ed turbulent kinetic energy dissipation rate, �,1 ob-

tained by the Chien k-� model ( line in Figure 3.6), appears to be in agreement

with the DNS predictions of Spalart (1988) for y+
>� 40. Closer to the wall,

the prediction deviates from the DNS results in order to satisfy the homogeneous

Dirichlet boundary conditions applied to � at the wall by this model (see section

2.2.2 in Chapter 2). However, due to the contribution of the \wall" dissipation,

D = 2�k=y2, the true turbulent kinetic energy dissipation rate (�+D, line in

1Termed \isotropic" dissipation by Chien (1982).
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Figure 3.5: E�ect of turbulence model on the turbulent kinetic energy distribution

of a boundary layer, R� = 1410, Minf = 0:2. � : Spalart's DNS (1988); :

Chien's k-� model; : Grasso-Falconi's k-� model.

Insert: near-wall detail.

Figure 3.6), is in agreement with the DNS data for y+
>� 7. Very close to the wall,

y+
<� 7, the prediction of the true dissipation rate exhibits a slope of opposite sign

to that seen in the Spalart (1988) results. This deviation indicates that the \wall"

dissipation model used by Chien (1982) needs re�nement to describe the physics

of the 
ow in the viscous sublayer.

The viscous sublayer deviation in the prediction of dissipation rate by the Chien

k-� model raises the question of why the prediction of eddy-viscosity is in good

agreement in this region. The answer can be found in the error in the prediction

of k near the wall. Figure 3.7 compares the near-wall results of the Chien k-�
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Figure 3.6: E�ect of turbulence model on the near-wall turbulent kinetic energy

dissipation rate distribution of a boundary layer, R� = 1410, Minf = 0:2. � :

Spalart's DNS (1988); : Chien's k-� model (� only); : Chien's k-� model

(�+D); : Grasso-Falconi's k-� model.

model for k2, �, and �t, with data from Spalart (1988). As seen in the �gure,

for 2 < y+ < 10, the error in the prediction of the dissipation rate, �, is nearly

inversely proportional to the square of the error in the prediction of turbulent

kinetic energy, k2. Thus, in equation (2.2.22), the two errors cancel and this leads

to a good prediction of eddy-viscosity by the Chien k-� model. Very close to the

wall, y+ < 2, k vanishes, making the error in the prediction of � of little signi�cance

to the prediction of eddy-viscosity.

The trends here described appear to hold true regardless of the de�nition of

eddy-viscosity used to process the DNS data. Figure 3.7 (Bottom Center) also
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Figure 3.7: Performance of the Chien k-� model near-wall of a boundary layer,

R� = 1410, Minf = 0:2. Top Left, turbulent kinetic energy distribution (square

power), � : Spalart's DNS (1988); : Chien's k-� model. Top Right, distri-

bution of turbulent kinetic energy dissipation rate, � : Spalart's DNS (1988);

: Chien's k-� model. Bottom Center, eddy-viscosity distribution, � : Spalart's
DNS (1988), �t = u0v0 = d�u=dy; + : Spalart's DNS (1988), �t = C� f� k

2=�; :

Chien's k-� model.
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shows the prediction of eddy-viscosity that is obtained if one processes the DNS

k and � data using the Chien de�nition for �t (i.e., equation 2.2.22; see +'s in

the �gure). As seen in the �gure, the data computed using the Chien model and

the distribution obtained using �t = u0v0 = d�u=dy are in good agreement, the Chien

model yielding slightly lower values of �t for y
+ < 6 and slightly higher values for

y+ > 6. This leads us to believe that the de�nition of �t used by the Chien k-�

model (equations 2.2.22 and 2.2.23) provides a good description of the dynamics

in the near-wall region.

In contrast to the Chien k-� model results, the results obtained using the Grasso-

Falconi model (1993) were less than desirable for this subsonic boundary layer.

The model underpredicted the friction velocity by 21.3%, increasing the slope of

the log region as seen in Figure 3.3. Problems with the model are also apparent in

the eddy-viscosity distribution (see Figure 3.4), where the distribution peaks at a

value 59% lower than the DNS prediction and 56% lower than the Chien k-� model

estimate. The distribution of turbulence kinetic energy, Figure 3.5, is also grossly

underpredicted with the peak having a magnitude of only 55% of the DNS result.

Furthermore, the shape of the k distribution is in disagreement with the DNS data,

smoothing the sharp peak near the wall into a hump. Finally, the problems seen

above extend into the turbulent dissipation rate distribution (Figure 3.6), where

the Grasso-Falconi results are slightly larger in magnitude than the Spalart results

for y+
<� 12, while they grossly underpredict the magnitude of � near the wall.

The near-wall deviation of � in the Grasso-Falconi model can be explained by the

absence of \wall" dissipation terms in equations (2.2.26 and 2.2.27), which leads

to an erroneous near-wall estimation of k (see line in Figure 3.5 insert for

y+
<� 5). As explained by Chien (1982), the molecular dissipation of k is �nite at
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y = 0 given that near the wall, k � y2, and thus

@

@y

 
�
@k

@y

!
> 0: (3.2.2)

The lack in the Grasso-Falconi model of a term that represents the true �nite rate

of dissipation at the wall prevents the homogeneity of the k equation at the wall,

given that � vanishes at the wall for all initial conditions. Thus, the k equation is

arranged to yield a non-homogeneous value of k at the wall which is then forced to

be homogeneous by its boundary condition. This leads to an erroneous description

of the physics of the viscous sublayer by this model.

A study of the reasons why the Grasso-Falconi model fails to accurately predict

the 
ow features of this subsonic boundary layer is beyond the scope of this work.

Among other things, the Chien and Grasso-Falconi models di�er in:

� Turbulent Prandtl numbers | �k: 1.0 vs. 1.55; ��: 1.3 vs. 2.0.

� Turbulent dissipation rate, production and dissipation constants | C�1: 1.35

vs. 1.60; C�2: 1.8 vs. 1:83[1� (2=9) exp(�Re2t=36)].

� Wall damping functions | f2: (2.2.21) vs. (2.2.29); f�: (2.2.23) vs. (2.2.35).

� Pressure dilatation contribution | (���M2
t Re) vs. (0:2 ��M

2
t Re).

However, it is worth mentioning that the Grasso-Falconi model has been shown

to perform better than the Chien model in the hypersonic regime (Grasso and

Falconi, 1993). This improvement in performance with increased compressibility

will be shown to hold for the results of the supersonic boundary layer presented in

the next section.
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3.3 Supersonic boundary-layer

Given that the 
ows of interest to this investigation cover a wide dynamic range

of velocities, it is necessary to evaluate the performance of the turbulence models

over a wide range of Mach numbers. Previous research in the area of gas-only 
ows

in gas-metal atomization (Espina et al., 1993) indicates that in the bulk of the 
ow

the Mach number varies in a range from 0 to 4. Therefore, this section reviews

the performance of the turbulence models evaluated in the previous section when

used to model a supersonic boundary layer at Minf = 1:2 and 4:0.

Figure 3.8 compares the streamwise velocity distributions predicted by the three

selected models against the compressible law of the wall { (3.2.1). As was the case

for the Minf = 0:2 boundary layer, the Baldwin-Lomax and the Chien k-� models

predict the shape of the velocity distribution accurately, while the Grasso-Falconi

model underpredicts the shear stress at the wall, leading to a low friction velocity

value, which, in turn, increases the slope of the log region.
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Figure 3.8: E�ect of turbulence model on the streamwise velocity distribution of

a boundary layer, R� = 14000; Left: Minf = 1:2; Right: Minf = 4:0. :

law of the wall; : Baldwin-Lomax model; : Chien's k-� model; :

Grasso-Falconi's k-� model.
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The eddy-viscosity distribution, Figure 3.9, shows that the location of the switch

between the inner and outer formulations of the Baldwin-Lomax model moves

closer to the wall with increasing free-stream Mach number. From the switching

point on, the eddy-viscosity tends to increase, leading to a maximum just under

y=� = 1, and then decays outside the boundary layer. This is in contrast to the

k-� models, which yield rapid decays in the eddy-viscosity distribution inside the

boundary layer leading to vanishing �t by y=� = 1. It is apparent from Figure 3.9

that with increasing free-stream Mach number, the eddy-viscosity predictions of

the Baldwin-Lomax model are in better agreement with the predictions of the

Chien k-� model.
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Figure 3.9: E�ect of turbulence model on the eddy-viscosity distribution of a

boundary layer, R� = 14000; Left: Minf = 1:2; Right: Minf = 4:0. :

Baldwin-Lomax model; : Chien's k-� model; : Grasso-Falconi's k-� model.

From Figure 3.9, it can also be seen that at these supersonic free-stream veloci-

ties, the predictions obtained by the Chien and Grasso-Falconi models are in less

disagreement than they appeared to be for the subsonic case. It is noticeable

that the peak in the Chien's eddy-viscosity distribution reaches a maximum in

the neighborhood of 225 �t=�, which appears to be independent of Minf . However,

this peak moves away from the wall with increasing Mach number, leading to a
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more rapid decay of the eddy-viscosity in the wake region of the boundary layer

for increasing free-stream velocities.

The turbulent kinetic energy distributions predicted by the Chien and Grasso-

Falconi models are also in better agreement at these supersonic free-stream veloc-

ities (see Figure 3.10) than they appeared to be at Minf = 0:2. With the increase

in speed, the Grasso-Falconi model starts yielding a peak close to the wall, al-

though its magnitude is in disagreement with the Chien model prediction. Overall,

there is a tendency for the turbulent kinetic energy, in both models, to decrease

with increasing free-stream velocity. Finally, the turbulent dissipation rate (see

Figure 3.11), predicted by the Grasso-Falconi model continues to be somewhat

lower than the prediction of Chien true dissipation rate for y+ < 10. However, the

lack of \wall" dissipation continues to yield problems for y+ > 10, and unphysically

vanishing � at the wall.
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Figure 3.10: E�ect of turbulence model on the turbulent kinetic energy distribution

of a boundary layer, R� = 14000; Left: Minf = 1:2; Right: Minf = 4:0. :

Chien's k-� model; : Grasso-Falconi's k-� model.

As seen, many of the adverse patterns observed in theMinf = 0:2 results obtained

with the GF model were also seen in the results of the Minf = 1:2 and 4:0 simu-

lations. Everything considered, the present implementation of the Grasso-Falconi
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Figure 3.11: E�ect of turbulence model on the near-wall turbulent kinetic energy

dissipation rate distribution of a boundary layer, R� = 14000; Left: Minf = 1:2;

Right: Minf = 4:0. : Chien's k-� model (� only); : Chien's k-� model

(�+D); : Grasso-Falconi's k-� model.

model continues to have trouble predicting the features of the 
ow in this range of

Mach numbers. This led to the conclusion that the k-� formulation of the Grasso-

Falconi model is not su�ciently accurate for 
ows at M � 4. For these reasons,

the model will not be used in the remainder of this investigation.

3.4 Summary

The strengths and limitations of the NPARC code when used to model compress-

ible boundary layer 
ows have been assessed. Simulations demonstrated that the

Baldwin-Lomax turbulence model (1978) yields reasonable streamwise velocity pre-

dictions despite a discontinuity in the �rst derivative of the eddy-viscosity.

The k-� model by Grasso and Falconi (1993) yielded unsatisfactory results for

boundary layers with free-stream Mach numbers in the 0.2 to 4.0 range. The

problems seen with this model appear to be due to the lack of \wall" dissipation

terms to balance the viscous dissipation of k at the wall. Due to its performance,

the k-� model by Grasso-Falconi will not be used in the remaining work of this
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investigation.

With attention to discretization details, the k-� model by Chien (1982) rendered

results in agreement with DNS data for boundary layer 
ows. In the next chapter,

the performance of both the Baldwin-Lomax and the Chien k-� model will be

further studied with the modeling of a compressible base 
ow.
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Chapter 4

Supersonic Base Flow

Axisymmetric base 
ows have been extensively studied during the last four decades,

primarily due to their importance in ballistic problems. In this type of 
ow, the

need to achieve an understanding of the mechanisms that yield reduced pressures

at the tails of bullets and missiles has led to theoretical (Mueller 1968, Sule and

Mueller 1973, Mueller 1985), numerical (Mikhail et al. 1980, Sahu et al. 1985, Sahu

1989, Peace 1991, Tucker and Shyy 1993, Sahu 1994), and experimental (Herrin

and Dutton 1994) investigations (reviews of the pertinent literature can be found

in Mueller 1985, Tucker and Shyy 1993, and Herrin and Dutton 1994). In all cases,

attempts have been made to determine ways to control the 
ow structure in the

wake region such that drag due to base pressure is reduced and vehicle stability is

increased.

The basic structure of the supersonic base 
ow is also at the heart of the close-

coupled gas-metal atomizer. In an atomizer, control of the base pressure is of

utmost importance given that this parameter controls the 
ow rate of the liquid

metal to be processed. The ultimate goal of the materials industry is to produce

metal powders of known particle-size distributions with the least amount of gas
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and at the lowest jet stagnation pressure possible. Therefore, the results presented

in this chapter deviate from the previous base 
ow research in that its motivation

is to determine mechanisms with which to control the base drag.
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Figure 4.1: Schematic of the axisymmetric base 
ow produced by the 
ow of

a supersonic annular jet over the end of a circular cylinder (labled Base in the

�gure).

The base 
ow structure that results as a supersonic annular jet surrounds the end

of a circular cylinder at design pressure ratio is schematically shown in Figure 4.1.

When the 
ow emanating from the nozzle encounters the end corner of the cylinder,

it undergoes an expansion process to satisfy the surface-angle change imposed by

the termination of the cylinder. The 
ow separates and forms a free shear layer that

propagates towards the axis of symmetry of the geometry. The resulting internal

shear layer encapsulates a volume of low-speed 
uid in the area downstream of the

base of the cylinder. At the axis of symmetry, the 
ow is forced to compress through

a series of compression waves to change its direction. The resulting outbound-

propagating compression waves collapse into a curved shock wave that propagates

away from the axis of symmetry. Meanwhile, the expansion waves generated in the

initial expansion fan propagate towards the outer free shear layer of the jet from
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which they re
ect as compression waves. These waves then collapse into a single

curved shock wave that propagates towards the axis of symmetry. Both resulting

shock waves will continue to interact further downstream to form a complex jet

structure.

Flows similar to the one described above have been studied theoretically and nu-

merically in the past. Mueller (1968), Sule and Mueller (1973), and Mueller (1985)

studied the e�ects of geometry and pressure ratio on base pressure for plug nozzles.

Based on experimental data and theoretical considerations, they derived a model

capable of predicting the pressure at the base in a number of geometries. Mikhail

et al. (1980) presented the study of the base 
ow behind the AGARD 10-deg. noz-

zle with mass injection at the base. Their results were computed using a 30� 39

mesh, which led to poor spatial resolution in the data. Sahu et al. (1985, and

1989) presented results for 
ows over a variety of boattail con�gurations (with and

without mass injection) using a number of di�erent numerical methods. Peace

(1991) studied three variations of a circular-arc boattail with mass injection by

solving the Navier-Stokes equations with the Baldwin-Lomax and Chien's k-� tur-

bulence models. These results, which took advantage of grid adaptation methods,

revealed that the k-� predictions are superior to those obtained using the Baldwin-

Lomax model. He found good agreement between the numerical and experimental

results for attached 
ow con�gurations, but both models had trouble predicting

the physics of separated 
ow regions.

Recently, a detailed experimental description of the 
ow structure in the base

area of a cylinder engulfed by a supersonic stream was given by Herrin and Dut-

ton (1994). Their data are the �rst to contain detailed three-dimensional velocity

and turbulence information in the base region obtained by non-intrusive meth-

54



ods. The availability of these data has spawned numerical investigations by Sahu

et al. (1994) and Tucker et al. (1993) who performed almost identical studies of

the 
ow structure in the base region.

In this chapter, we focus on the validation of numerical techniques to simulate

the gas-only 
ow in gas-metal atomizers by simulating the complete 
ow �eld

studied by Herrin and Dutton (1994). Although the aforementioned numerical

investigations (Sahu et al. 1994, and Tucker et al. 1993) have studied this test

case, they restricted their �ndings to the near-wake region and gave little detail of

the outer jet region, which is of importance in atomization 
ows.

The results presented here document the di�erences between the predictions ob-

tained using the zero-equation turbulence model by Baldwin-Lomax (1978) and

the two-equation turbulence model by Chien (1982) (as implemented by Georgiadis

et al., 1994). Also discussed are a few modi�cations to the NPARC code (Cooper,

1989) dealing with the implementation of the Baldwin-Lomax model. In addition,

this work analyzes the base 
ow structure that results when the annular gas jet is

operated at o�-design pressure ratios; emphasis is placed on under-expanded pres-

sure ratios that encompass the predominant regime at which gas-metal atomizers

are operated.

4.1 Physical domain and boundary conditions

The computational domain used (see Figure 4.2) follows the speci�cations of the

supersonic tunnel used by Herrin and Dutton (1994) as described by Lilienthal

et al. (1970) and Sauter and Dutton (1989). Although Herrin and Dutton's (1994)

data provides the approaching velocity and turbulence intensity distributions near

the edge of the circular cylinder, our interest in a physical description of the outer
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Figure 4.2: Schematic diagram of the computational domain used in the base 
ow

problem.

shear layer of the 
ow encapsulating the base region prompted us to simulate nearly

the entire wind tunnel including the nozzle, the test section, and the di�user.

Taking the wind tunnel di�user into consideration was of particular importance

for this simulation. It was found that without its addition to the computational

domain, instabilities arising in the subsonic portion of the exit boundary condi-

tion propagated upstream into the base 
ow area, distorting the desired solution.

The additional length of the di�user bu�ered the test section from the boundary

conditions, dissipating any instability along its length.

The computational domain was segmented into three separate blocks: the nozzle

(266 � 81 points in the axial and radial directions respectively), the test section

(255�279), and the di�user (338�125). Within each block, the mesh points were

distributed using the SAGE grid adaptation program (Davies and Venkatapathy,

1992). At all solid boundaries, the �rst line of points parallel to the wall was forced

to be located at y+ ' 1 to obtain accurate resolution at the wall layer. The �nal

adapted grid used in one of the tested 
ows is shown in Figure 4.3.

Characteristic type boundary conditions were used at the inlet of the nozzle (Po,
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Figure 4.3: Computational mesh adapted for simulation of base 
ow at the design

pressure ratio (only every fourth grid line is shown for clarity).

To speci�ed) and at the outlet of the di�user (Pexit, Texit speci�ed). The interface

between the nozzle and the test section blocks as well as the interface between

the test section and the di�user blocks were interpolated explicitly. Axisymmetry

was used at the axes of the test section and the di�user blocks while all other

boundaries were treated as adiabatic, no-slip walls.

4.2 The nozzle 
ow

As mentioned before, the need for a physical description of the outer edge of

the nozzle exit pro�le prompted the simulation of the entire annular nozzle 
ow.

This approach, which is di�erent from previous numerical investigations (Sahu

et al. 1994, Tucker et al. 1993), yielded an exit velocity and turbulence distribu-

tions which agree with the experimental data near the wall of the circular cylinder

as seen in Figure 4.4.

The streamwise velocity distribution (Figure 4.4, top) reveals a fully developed

turbulent pro�le at the exit of the nozzle that, although in agreement with the law

of the wall, deviates from the experimental results. This discrepancy could be the

result of an error in the estimation of the experimental friction velocity (u�;exp =

21:2 m=s), which could not be measured directly due to resolution constraints; its

value was obtained following the method proposed by Sun and Childs (1973). The

�gure also includes the experimental data normalized by the numerical value for
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Figure 4.4: Annular nozzle pro�les near the end-corner of the circular cylinder.

(Top) streamwise velocity distribution, : present work; : law of the wall;

� : Herrin and Dutton's data; + : corrected Herrin and Dutton's data. (Bottom)

turbulent kinetic energy distribution.

friction velocity (u�;num = 23:3 m=s) which improves the agreement between the

two data sets in the wall layer.

The bottom part of Figure 4.4 compares the predicted turbulent kinetic energy

at the exit of the nozzle with its measured counterpart. Given that experimentally

it was not possible to measure the azimuthal turbulence component, v0�, inside

the nozzle annular channel, the experimental turbulent kinetic energy shown was

calculated as
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k =
1

2
(u0

2
+ 2 v0r

2
): (4.2.1)

As seen in the �gure, even though the shape of the computed kinetic energy func-

tion is in agreement with the experimental �nding, its magnitude appears to be

lower throughout the entire pro�le even when compared to the experimental data

normalized by u�;num. This di�erence may be due to modeling errors and/or larger

than estimated v0� contribution in the experimental data of Herrin and Dutton

(1994). However, some of the features of the experimental data question its accu-

racy.

Near the wall (y+ < 100), this annular boundary layer should have the same

characteristics as the boundary layer over the 
at plate. Consequently, the tur-

bulent kinetic energy should peak at y+ � 20 with a value of roughly 4u� (see

Figure 3.5, insert). The peak in the experimental turbulent kinetic energy cannot

be determined from the data, given its lack of resolution near the wall; however, if

it were extrapolated from the available data, it would be much larger that 4u� , or

it would occur at y+ � 20.

The experimental data was taken by pushing the circular cylinder outside the

con�nes of the nozzle exit (Herrin, 1995). Based on inviscid theory, this should

have no e�ect on the measurements, given that the hyperextended circular cylinder

will remain within the \test diamond" region of the nozzle (Pankhurst and Holder,

1952). However, in a turbulent 
ow, the hyperextension of the circular cylinder

will change the character of the 
ow in the base region, and this information may

propagate upstream through the subsonic portion of the boundary layer. The

observation that the experimental values of k cannot collapse on the accepted

values supports the conjecture that the experimental measurements might be in
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error.

4.3 E�ects of turbulence modeling

The base 
ow structure resulting at the design pressure ratio (i.e., Pe = Pr) was

studied using both the Baldwin-Lomax and Chien's k-� turbulence models. Fig-

ure 4.5 shows a comparison between the experimental base pressure measured by

Herrin and Dutton (1994) and the numerical predictions of this and two other

studies (Sahu 1994, Tucker and Shyy 1993). In the �gure, it is seen that the

Baldwin-Lomax model does not predict the distribution of pressure at the base

of the cylinder with satisfactory accuracy. It underpredicts the correct pressure

by more than 50%, and the shape of the distribution contains large swings in

the pressure as a function of radial distance. The other numerical results are in

better agreement with the experiment. Despite slight di�erences in their numeri-

cal algorithms, k-� formulations, grid resolutions and distributions, and boundary

conditions, the results are virtually the same.

The k-� results underpredicted the value of base pressure by 6%, for r=R > 0:4,

and overpredicted it by 22% at the center of the base. This result is not due to

inadequate resolution, since it was con�rmed by a higher resolution simulation

(i.e., 530� 161 + 509� 557 + 674� 249) which yielded results that only di�ered

from the normal resolution case for r=R < 0:05. Further examination of the high

resolution data revealed that the resolution discrepancy was produced by a small

counter-clockwise recirculation zone at the center of the base, which is not resolved

at normal grid resolutions.

Even though the di�erence between the numerical and experimental predic-

tions of averaged-base-pressure vanishes when the pressure is integrated ( �Pb;exp =
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Figure 4.5: Base pressure distribution. : Chien's k-� ; : Chien's k-� ,

(high resolution); : original Baldwin-Lomax ; + : Sahu; � : Tucker and Shyy;

� : Herrin and Dutton.

18:366 kPa vs. �Pb;num = 17:894 kPa, or 2.6% di�erence), the error in the predic-

tion of base pressure would be signi�cant for a gas-metal atomization simulation,

given that the metal 
ow is only a�ected by the pressure at the center of the

base. In light of this, one may choose to obtain a value of averaged base pressure

and use it to predict the drawing force that the liquid metal experiences during

atomization.

Some understanding of the di�erences between the two turbulence model predic-

tions can be achieved by comparing the overall 
ow structure in the base region.

Figure 4.6 compares the Mach number distributions obtained using the Baldwin-
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Lomax and Chien's k-� models. As seen in the top half of the �gure, the Baldwin-

Lomax prediction shows a smaller and shorter recirculation region than the k-�

results (bottom half). This is due to a prediction of larger turbulence di�usion

across the inner shear layer combined with a larger-than-expected growth of the

shear layer. In fact, the Baldwin-Lomax results show a violent and unphysical re-

circulating 
ow at the base of the cylinder with the 
ow along the axis of symmetry

becoming supersonic (in the upstream direction) close to the base (x=R � 0:4).

It is this faster moving 
uid, predicted by the Baldwin-Lomax results, that yields

the lower values of pressure throughout the face of the cylinder. Furthermore, the

deceleration of this reversed supersonic 
ow along the axis of symmetry is what

yields the large spike in pressure near the center of the cylinder. In contrast, the

inner shear layer of the k-� simulation spreads at a slower rate and leads to a lower

magnitude of the velocity in the recirculation region. Consequently, a smoother

base pressure distribution is obtained.

A similar physical process appears to take place in the outer shear layer of the


ow. As seen in the top part of Figure 4.6, the Baldwin-Lomax model predicts a

large amount of di�usion in the outer shear layer, leading to an early spread of the

jet. In contrast, the k-� model prescribes a smaller amount of di�usion in this area

and, therefore, the outer shear layer spreads only at about half the rate predicted

by the Baldwin-Lomax model. Judging from Schlieren pictures of the experiment

(Herrin and Dutton 1993, Sauter and Dutton 1989), the spread predicted by the

k-� model appears to be more physical than that estimated by the Baldwin-Lomax

model.

Figure 4.7 shows more evidence of the large turbulent di�usion and the early

shear layer growth in the Baldwin-Lomax simulation as well as its e�ects on the
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Figure 4.6: Mach number distribution in the wake of the circular cylinder. (Top

half) original Baldwin-Lomax model. (Bottom half) Chien's k-� model.

overall structure of the wake region. From the �gure, it can be seen that the results

obtained with the Baldwin-Lomax model exhibited an axial velocity distribution

that peaks negatively very close to the base and then recovers too fast, producing

an early reattachment at x=R � 1:75 (the location of the reattachment point is

underpredicted by 34%). If the turbulence di�usion across the shear layer had

not been overestimated, the recirculation region would have lower velocities and a

slower shear layer growth. This would result in greater similarity between the shape

of the recirculation region predicted by the simulation and that of the experiment.

The k-� results appear to be in better agreement with the experimental data,

but nonetheless, they (a) overpredict the magnitude of the velocity in the recir-
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Figure 4.7: Mean axial velocity distribution in the test section (ue = 569 m=s).

: Chien's k-� ; : Chien's k-� , (high resolution); : original Baldwin-

Lomax; � : Herrin and Dutton.

culation region at the base, (b) overpredict the location of reattachment point by

30%, and (c) underpredict the velocity recovery after the reattachment point. The

overprediction in the magnitude of the velocity of the recirculating region is due to

an overprediction in the amount of turbulence di�usion across the separated shear

layer. Although similar, the turbulence di�usion is not as severe as that seen in

Baldwin-Lomax model results. Combined with an underprediction in the growth

of the shear layer, this appears to delay reattachment.

In the Chien k-� model, the balance between the production and dissipation

of turbulent dissipation, �, is controlled by the magnitude of the C�1 and C�2
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constants. As seen in chapter 2, the value of the C�2 constant was deduced from the

decay of high-Reynolds-number grid turbulence by Hanjalic and Launder (1976).

However, the value of C�1 was obtained by keeping the di�erence between C�1

and C�2 as prescribed by Jones and Launder (1972). This selection yields the

production and dissipation of � in near balance for wall bounded 
ows.

Recently, Yakhot et al. (1992) made use of renormalization group methods to

develop explicitly a k-� model that di�ers from Chien's in the addition of an ex-

tra production term to the � equation. This extra term becomes signi�cant in

rapidly distorted 
ows. In their work, this extra production term is modeled as a

modi�cation to the turbulent dissipation production constant, C�1, given as

C�

�1 = C�1 �
�(1� �=�0)

1 + ��3
(4.3.2)

where � = k=�
q
2SijSij , �0 is a �xed point constant, and � is a constant determined

from testing the model in well characterized 
ows (e.g., turbulent boundary layer).

The use of Yakhot's RNG model led to mixed results in the simulation of the

base 
ow. However, the notion of reducing the production of � due to the inherent

lack of local isotropy in rapidly distorted 
ows (see Durbin and Speziale 1991), led

to our use of a reduced value of C�1 in the standard Chien's k-� model.

Figure 4.8 shows the e�ects of a 10% global reduction in the value of C�1 (i.e.,

C�1 = 1:215). As seen in the �gure, the reduction in the production of turbulence

dissipation yields a prediction of 
ow reattachment in agreement with the exper-

imental �ndings. Furthermore, the velocity recovery after the reattachment point

is in better agreement with the experiment than the prediction made by the origi-

nal Chien model. Nonetheless, the prediction of the circulation velocity inside the

separation region remains in disagreement with the experimental �ndings. This

leads us to believe that there is an overprediction in the momentum transfer across
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Figure 4.8: E�ect of the reduction in turbulence dissipation production on the

mean axial velocity distribution in the test section (ue = 569 m=s). : Chien's

k-� model, C�1 = 1:35 (original); : Chien's k-� model, C�1 = 1:215 (10%

reduction in the production of �); � : Herrin and Dutton.

the inner shear layer which is over-driving the recirculation inside the bubble.

Figure 4.9 shows how the reduction in the production of turbulence dissipation

has slightly degraded the prediction of base pressure distribution. However, the

shape of the curve has remained una�ected by the reduction in C�1, given that

the structure of the 
ow inside the recirculation region remains unchanged. As a

result, the estimates of base pressure have improved near the center of the base

but have degraded towards its edge. Nonetheless, the overall prediction of base

pressure remains within acceptable values when compared to the �ndings of Tucker
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Figure 4.9: E�ect of the reduction in turbulence dissipation production on the base

pressure distribution. : Chien's k-� model, C�1 = 1:35 (original model); :

Chien's k-� model, C�1 = 1:215 (10% reduction in the production of �); + : Sahu;

� : Tucker and Shyy; � : Herrin and Dutton.

and Shyy (1993) and Sahu (1994).

Figure 4.10 reveals the full e�ects of the reduction in the production of turbulence

dissipation in the topography of the base 
ow. As seen in the image, the main e�ect

manifests itself as an increase in the shear layer spreading rate. For the inner shear

layer, this increase helps the reattachment point to move to its correct location

and as expected, the increase in the outer shear layer spreading rate increases the

overall jet diameter. However, the jet diameter does not grow enough to push it

outside of the bounds set by the experimental Schlieren images (Herrin, 1993).

67



0 1 2 3 4 5 6 7
-3

-2

-1

0

1

2

3

2.5

2.7

2.7
2.5

2.4

2.2

2.0

0.2
0.40.4

0.71.11.32.0

0.4 0.5 0.7 0.5 0.4 0.2 0.2 0.4 0.5 0.7 0.7 0.5 0.4
1.1

1.5
2.0

2.5
2.7

2.7
2.5

2.4
2.2

2.0

2.2

0.2
0.40.50.71.11.62.4

0.
4 0.5 0.7 0.5 0.4 0.2 0.2 0.4 0.5 0.7 0.9

0.
9

0.7 0.5

x/R

r/R

Figure 4.10: E�ect of the reduction in turbulence dissipation production on the

Mach number distribution in the wake of the circular cylinder. [Top half] Chien's

k-� model, C�1 = 1:215 (10% reduction in the production of �); [Bottom half]

Chien's k-� model, C�1 = 1:35 (original model).

4.4 E�ects of pressure ratio

Given the fundamental interest of this investigation in gas-metal atomization 
ows,

numerical experiments were conducted to determine the e�ects of jet pressure ratio

on the structure of the 
ow �eld at the base of the cylinder. Using the same number

of grid points, simulations were conducted at pressure ratios, Pe=Pr, of 0.96 (5%

overexpanded), 1.01 (' design), and 1.07 (5% underexpanded). For all simulations,

Chien's k-� model was used.

Figure 4.11 compares the base pressure distributions for jets at the three pressure
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ratios considered. From the �gure, it can be seen that the shape of the base pressure

distribution appears to be independent of the jet pressure ratio, being higher at

the center of the base and 
atter towards its edge. As expected, the magnitude of

the base pressure is inversely proportional to the jet pressure ratio. However, this

behavior was found to be nonlinear given that a 5% change in jet pressure ratio

yielded a larger change in base pressure for the underexpanded jet than for the

overexpanded jet.
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Figure 4.11: E�ect of jet pressure ratio on base pressure distribution. : Over-

expanded, Pe=Pr = 0:96; : Design, Pe=Pr = 1:01; : Underexpanded,

Pe=Pr = 1:07.

Even more interesting is the comparison between the 
ow �eld structures obtained

for the di�erent jet-pressure ratios. Figure 4.12 shows static pressure and Mach
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number distributions for the three jets. The Mach number distributions appear to

be very similar in character at all pressure ratios, with an inner shear layer that

attaches to the axis of symmetry near x=R � 3:5 (with overprediction of about

30%). The outer shear layer follows the contours of the pressure diamonds with

limited spreading (about R thickness) at distances of x=R = 7.

The pressure distributions illustrate many of the 
ow structures schematically

described in Figure 4.1. For the overexpanded jet (top diagram in Figure 4.12), a

weak shock wave is seen emerging from the outer lip of the nozzle. This shock wave

crosses the expansion fan emerging at the end-corner of the circular cylinder and

with it, encapsulates the recirculation region at the base of the cylinder. Something

very similar is observed in the underexpanded jet (bottom diagram in Figure 4.12),

although the shock wave is replaced by an expansion wave that emanates from the

outer lip of the nozzle. In the design jet (center diagram in Figure 4.12), there is

neither a shock nor an expansion wave originating at the outer lip of the nozzle

(the lines observed in this region are due to noise in the contouring algorithm used

to plot the data) and therefore, there is no encapsulation of the base 
ow region

by wave structures. The volume of the recirculation region appears to be directly

proportional to the jet pressure ratio.

Further downstream, the jet structures appear to be very similar. The expansion

waves emanating from the end-corner of the cylinder are re
ected as compression

waves by the outer shear layer. They interact with the compression waves created

in the reattachment zone at the axis of symmetry and lead to two shock waves

from di�erent families which then initiate a dual diamond structure similar to that

seen in annular supersonic jets.

For all three pressure ratios studied, some of the structures associated with the
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Figure 4.12: E�ect of jet pressure ratio on pressure (P=Po, upper halves) and

Mach number (lower halves) distributions in the wake of the circular cylinder.

(Top) overexpanded, Pe=Pr = 0:96; (Center) design, Pe=Pr = 1:01; (Bottom)

underexpanded, Pe=Pr = 1:07.
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inner shear layer remain for distances of up to x=R = 9 (see Figure 4.13). This

continuation of the inner shear layer prevents the downward propagating shock

wave from reaching the axis of symmetry, re
ecting it at x=R � 6:2 and r=R � 0:5.

This process totally bypasses the formation of the Mach re
ection reported in other

base 
ow investigations (Mueller, 1973). Meanwhile, the upward propagating shock

wave re
ects from the outer shear layer at x=R � 6:4 resulting in an expansion

fan that is absorbed by the continuation of the inner shear layer in the area from

x=R � 8:0 to 9:2. From this location on, the jet loses its dual diamond structure

associated with its annular formation and instead, exhibits a single barrel-shock

chain similar to that seen in regular supersonic jets.
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Figure 4.13: Density distribution in the wake of a circular cylinder at design pres-

sure ratio (�=�ref , �ref = 1:293 kg=m3).

Figure 4.14 shows the e�ects of pressure ratio on the axial velocity distribution of

the jet. For x=R < 2, the velocity distribution remains almost unchanged, peaking

negatively at x=R � 1:5. However, for larger axial distances, the length of the jet

structures is directly proportional to the pressure ratio.

The reattachment point moves upstream in the underexpanded jet and down-

stream in the overexpanded jet. This behavior results from the strength of the

expansion fan at the end-corner of the cylinder, which de
ects the 
ow in the un-

derexpanded jet at a sharper angle towards the axis of symmetry than it does in
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Figure 4.14: E�ect of jet pressure ratio on mean axial velocity distribution in the

test section (ue = 569 m=s). : Overexpanded, Pe=Pr = 0:96; : Design,

Pe=Pr = 1:01; : Underexpanded, Pe=Pr = 1:07.

the overexpanded jet. The fact that the magnitude of the change in the location

of reattachment is almost the same for both o�-design jets indicates that the rela-

tionship between pressure ratio and reattachment location is linear for this range

of pressure ratios.

At larger axial distances (5 < x=R < 7), the axial velocity peaks for the �rst

time. The deceleration that follows tends towards the discontinuity associated

with a Mach re
ection as the pressure ratio is increased. In fact, the peak in

axial velocity only attains a Mach number of 0.5 for the overexpanded jet, while

it reaches M = 0:9 for the underexpanded case. Further increases in the pressure
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ratio force the inner shear layer closer to the axis of symmetry, resulting in the

formation of a Mach re
ection.

4.5 Summary

The base 
ow results seen in this chapter are in acceptable agreement with the

experimental data and results from previous numerical investigations. Local values

of base pressure were found to di�er from their experimental counterparts by as

much as 22%. However, the averaged value of base pressure was found to be

in agreement with the experiment. The location of the reattachment point was

overpredicted by 30% due to a smaller than expected growth of the inner shear

layer.

The magnitude of the base pressure was found to be inversely proportional to

the jet pressure ratio, even though the function appears to be nonlinear. The

axial locations of jet structures were found to be directly proportional to the jet

pressure ratio. However, the location of the reattachment point was found to follow

the inverse behavior. This e�ect was shown to be associated with the strength of

the expansion process at the end-corner of the circular cylinder which de
ects the

inner shear layer at sharper angles for higher pressure ratios.

Improvements to the numerical prediction were attained by reducing the produc-

tion of turbulence dissipation by 10% from the values prescribed by Chien. At

this level of turbulence dissipation, the numerical prediction of the reattachment

location matched that from the experiments. There was a small degradation in

the prediction of the base pressure distribution and an increase in the shear layer

spreading rates, but overall, the agreement with the experimental �ndings was

improved by the 10% reduction in C�1.
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The results indicate that there are four distinct 
ow regimes that these base


ows undergo as a function of jet pressure ratio. At low pressure ratios in the

overexpanded regime, the jet exhibits an annular structure which leads to an open

base region with a pressure close to that of the receiving chamber. At pressure

ratios near the design condition, the inner shear layer reaches the axis of symmetry

closing the base region. However, a subsonic core remains and this perpetuates

the annular wave structure of the jet. At higher pressure ratios, the core of the

jet attains supersonic velocities and leads to the formation of a Mach re
ection

downstream of the reattachment point. This Mach re
ection changes the character

of the jet from annular to circular. Further increases in the jet pressure ratio lead

to the replacement of the Mach re
ection by a simple re
ection at the axis of

symmetry.

The methodology used to obtain the previously shown results should enable the

use of similar numerical methodology for the simulation of the gas-only 
ow �elds

in close-coupled gas-metal atomizers that have geometries similar to that studied

here.
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Chapter 5

Close-Coupled, Gas-Metal Atomizer

Gas-Only Flow

Given the di�culty in controlling the 
ow of a molten metal stream at 1900 K,

e�orts in the control of gas-metal atomization have been primarily focused on con-

trolling the gas 
ow. The following is a study of the gas-only 
ow produced by

a generic close-coupled gas-metal atomizer. By \generic", it is implied that the

geometry of the atomization nozzle assembly was selected to be representative of

numerous designs used by other researchers and industry. The operational param-

eters are based on those typically used for the production of metal powder (Ridder

and Biancaniello 1988, Ayers and Anderson 1985). Figure 5.1 schematically shows

the geometry considered here, and Table I contains a summary of the operational

parameters with their typical associated ranges.

It is a well established fact that the geometry shown in Figure 5.1 produces a

low pressure region at the base of the liquid-delivery tube, Pdt, often referred to as

\aspiration". It can be shown that this aspiration pressure is the controlling factor

in the establishment of the liquid metal 
ow rate, and therefore, its control has

been the subject of numerous investigations (see Chapter 1). Couper and Singer
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Figure 5.1: Schematic diagram of annular jet, close-coupled atomization nozzle

assembly studied in this investigation (geometry rotated 90� ccw from its normal

operational orientation).

(1985) and Ayers and Anderson (1985) reported that their atomizer produced

the �nest powder when the jet pressure ratio was set to the value that yielded the

maximum aspiration (i.e., the lowest Pdt). This �nding has led to the conventional

operation of atomizers at this maximum aspiration condition. Figure 5.2 shows

the gas-only 
ow that results when the atomizer in Figure 5.1 operates at the

maximum aspiration condition.

In what follows, section 1 describes the physical domain and boundary conditions

used to numerically study the gas-only 
ow in our selected atomizer. Section 2

describes the in
uence of the production of turbulence dissipation on the topology

of the gas-only 
ow near the maximum aspiration condition. In section 3, we study,

both numerically and experimentally, the functionality of the aspiration pressure

on gas jet pressure ratio and its relation to the resulting jet topology. Section 4

studies, in a similar manner, the e�ects of jet temperature ratio on the topology
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Parameter Symbol Operational Range Baseline

liquid-delivery tube radius R 4:825 mm

outer annular channel radius ro=R 1:0632

annular channel angle �jet 0� ! 27:5� 22:5�

liquid-delivery tube face angle �dt 0� ! 27:5� 22:5�

liquid-delivery tube extension Ldt=R 0! 0:6 0:6

liquid-delivery tube inner radius rdt=R 0:21! 0:31 0:31

gas Ar, He, or N2 Ar

receiving chamber pressure Pr 1 atm

gas jet pressure ratio Pe=Pr 3:8! 53:5 33

receiving chamber temperature Tr 293 K

gas jet temperature ratio Te=Tr 0:65! 1:31 0:65

Table I: Parameter ranges used during the operation of the gas-metal atomizer in

Figure 5.1.

of the atomization gas-only 
ow �eld, while section 5 describes the e�ects of mass

injection at the base of the liquid-delivery tube hinting to the e�ects that the metal


ow may have on the gas 
ow. Finally, section 6 summarizes the �ndings reported

in this chapter and suggests elements of importance in the design of close-coupled

gas-metal atomizers.

5.1 Physical domain and boundary conditions

The computational domain used in this investigation (see Figure 5.3) follows the

speci�cations of the close-coupled atomizer used by Ridder and Biancaniello (1988).

However, it changes their discrete jet geometry to an annular jet version with the

same total cross-sectional area. The computational domain was segmented into

three separate blocks: block 1 is the annular channel (discretized using 42 � 41

points in the axial and radial directions respectively), block 2 is the volume over

the liquid-delivery tube (a ring-shaped volume extending radially outward from

the liquid-delivery tube external diameter and bound in the axial direction by the
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outer shear layer

inner shear layer

liquid delivery tube

annular channel

Figure 5.2: Schlieren image of the gas-only 
ow in a close-coupled gas-metal at-

omizer operating at baseline settings (
ow from left to right).

liquid-delivery tube end; 57�161 grid points were used), and block 3 is the volume

after the axial end of the liquid-delivery tube (289� 215). Blocks 2 and 3 extend

radially to a distance of 10R (see Figure 5.3), while block 3 extends axially to a

distance of 14:7R from the exit plane of the annular channel. Within each block,

the mesh points were distributed using the SAGE grid adaptation program (Davies

and Venkatapathy, 1992). At all solid boundaries, the �rst line of points parallel

to the wall was forced to be located at y+ ' 1 to obtain accurate resolution at the

wall layer. As an example, Figures 5.4 and 5.5 show one of the �nal adapted grids

used.

Characteristic-type boundary conditions were used at the inlet of the annular

channel (Po, To speci�ed) and at the free boundaries of blocks 2 and 3 (Pr, Tr

speci�ed). The block 1 *) block 2 interface as well as the block 2 *) block 3 inter-

face were interpolated explicitly. Axisymmetry was used at the axis of the third

block while all other boundaries were treated as adiabatic, non-slip walls.
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Figure 5.3: Schematic diagram of the computational domain used to model the

gas-only 
ow in a close-coupled atomizer.
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Figure 5.4: Typical computational mesh adapted for simulation of gas-only 
ow in

a close-coupled gas-metal atomizer (only every fourth grid line is shown for clarity).

Figure 5.5: Detail of the base region of the computational mesh (only every fourth

grid line is shown for clarity).
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5.2 E�ects of turbulence dissipation production

As seen in the previous chapter, the Chien k-� model has di�culty predicting

the structure of the base 
ow region; the model over-estimates the production

of turbulence kinetic energy dissipation rate leading to an underprediction in the

turbulence kinetic energy, and thus, an underprediction of the eddy-viscosity. This

typically results in an underprediction of the growth rate of the shear layers and

an overprediction in the location of the reattachment point. Furthermore, it was

shown that an ad hoc 10% reduction in the production of turbulence dissipation,

P�, yields results that are in good agreement with the experimental �ndings. In this

section, we set out to determine the appropriate level of reduction in the production

of turbulence dissipation for atomization 
ows with the selected geometry.

Of interest to this study is the near jet �eld of the gas-only 
ow extending up

to 8R in the axial direction from the exit plane of the annular channel. For the

pressure ratios considered here, this area bounds the base 
ow region which controls

the aspiration pressure. Figure 5.6 shows a Schlieren image of the gas-only 
ow

in this area. From it, we can see that the 
ow contains the same features as the

base 
ow described in Chapter 4 for underexpanded pressure ratios (see Figures

4.1 and 4.12, bottom). A noticeable di�erence between this 
ow and the base 
ow

in Chapter 4 is the formation of a Mach re
ection at x=R ' 3:75 that results from

the considerably higher pressure ratio of approximately 33.

To determine the proper level of turbulence dissipation rate production, three

values of the model constant, C�1, were tested: the one used in the original Chien's

k-�model (1982) (C�1 = 1:35), one with a 10% global reduction in P� (C�1 = 1:215),

and one with a 20% global reduction in P� (C�1 = 1:08). Figure 5.7 shows the
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shock wave crossing

Figure 5.6: Schlieren image of the gas-only 
ow (base region detail) produced by

the selected close-coupled atomization nozzle assembly when operated at baseline

settings. Mesh with unit element R2, superimposed for dimensional reference.

density distributions obtained in these simulations.

The results yielded by the original Chien k-� model (Figure 5.7, top) exhibited

an instability of the outer shear layer which originated at the end of the annular

channel and was ampli�ed as the 
ow progressed downstream { see irregularities

in the �=�r = 1 contour. This instability, which could be either numerical or due

to the in
ection point in the mean velocity pro�le, was not followed accurately in

time. Other stable features of the solution appeared to be in gross error: �rst, the

real atomizer 
ow (Figure 5.6) exhibits a crossing between the two initial shock

waves at x=R ' 2:8, r=R ' 0:6; in the numerical result, this crossing occurs at

x;R ' 2:2, r=R ' 1:0. This produces a shorter than expected �rst barrel-shock

structure2 which, in turn, leads to a larger number of barrel-shocks in the length

of the jet than there are in the real 
ow. Second, in the real atomization jet, the

2A \barrel-shock" is a repetitive barrel-shaped 
ow structure initiated by an expansion fan

and terminated by an oblique shock wave. The resulting 
ow pattern is often seen in supersonic

jets as a series of diamonds (John 1984).
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Figure 5.7: E�ect of the turbulence dissipation production level on the density

distribution of the gas-only atomization 
ow (baseline settings): �� = �=�r, �r =

1:66 kg=m3; ��� = 0:5. Top: original Chien's k-� model (C�1 = 1:35); Center:

10% global reduction in P� (C�1 = 1:215); Bottom: 20% global reduction in P�

(C�1 = 1:08).
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inner shear layer projects inward, towards the axis of symmetry, to a maximum

radial distance of 0.3; in the numerical result, it only de
ects to a distance of 0.6.

This leads to di�erently shaped base 
ow regions, the real one having an hourglass

shape whereas the numerical one looks like a slightly pinched cylinder. Third,

the numerical results led to an unphysical supersonic recirculating region ( in

Figure 5.8, Mmax = 1:79) that extended to x=R = 4:00, and in turn, to a positive

pressure at the center of the liquid-delivery tube face ( in Figure 5.9) which is

in gross disagreement with the experimental �ndings even for the average pressure

( in Figure 5.9).

Figure 5.7 (center) shows the results obtained with a 10% global reduction in the

production of turbulence dissipation. At this level of Pe, the results yielded a stable

outer shear layer and a crossing between the two initial shock waves at x=R ' 2:0,

r=R ' 0:9. The inner shear layer projected inward, towards the axis of symmetry,

to a maximum radial distance of 0.6. However, the shape of the separation region

is in better agreement with the experiment than the one predicted by the original

Chien k-� model case. For this 10% reduction case, the numerical results led to a

fully subsonic recirculating region ( in Figure 5.8, Mmax = 0:99) that extended

to x=R = 3:69. This slower separation region produced a base pressure distribution

( in Figure 5.9) in better agreement with the experimental �ndings (� in Figure

5.9) than the original Chien k-�model estimation. However, the high Mach number

continued to contribute to a signi�cant discrepancy in the base pressure between

the experiments and the numerical prediction.

Encouraged by the results obtained at 10% reduction levels, we proceeded to

simulate the 
ow with a 20% global reduction in the production of the turbulence

dissipation rate. The results obtained at this level (Figure 5.7, bottom) yielded
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Figure 5.8: E�ect of turbulence dissipation production level on axial Mach number

distribution of the gas-only atomization 
ow (baseline settings). : original

Chien's k-� model (C�1 = 1:35); : 10% global reduction in P� (C�1 = 1:215);

: 20% global reduction in P� (C�1 = 1:08).

the crossing between the two initial shock waves at x=R ' 2:3, r=R ' 0:8 and

exhibited no stability problems. The inner shear layer projected inward, towards

the axis of symmetry, to a maximum radial distance of 0.5, but the shape of the

separation region moved away from the hourglass shape seen in the experiment.

The recirculating region ( in Figure 5.8) had a length of x=R ' 3:31 with a

maximum Mach number of 0.66. The base pressure distribution ( in Figure

5.9) is in excellent agreement with the experimental �ndings ( in Figure 5.9).

However, this level of production of turbulence dissipation leads to excessively high

levels of eddy viscosity that further leads to the earlier than expected dissipation
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Figure 5.9: E�ect of turbulence dissipation production level on base pressure distri-

bution of the gas-only atomization 
ow (baseline settings). : original Chien's

k-� model (C�1 = 1:35); : 10% global reduction in P� (C�1 = 1:215); :

20% global reduction in P� (C�1 = 1:08); : experimental data (averaged value

only), Prexp = 98:574 kPa.

of the jet. In fact, at this 20% reduction level, the outer shear layer grows too fast

(x=Rjnum ' 8, r=Rjnum ' 2 vs. x=Rjexp ' 8, r=Rjexp ' 1:25) and no shock waves

are seen downstream from x=R ' 3.

In addition to the previously described simulations, two additional simulations

were performed, using Yakhot et al. (1992) RNG k-� model, and an ad hoc zonal

variation in turbulence dissipation production given by,

C�1 =

8><>:
1:215 for x=R � 2R

1:35 for x=R > 2R

(5.2.1)
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The RNG k-� model proved to be more destabilizing than the original Chien k-�

model, increasing the local value of C�1 above the 1.35 threshold. The instability

problem persisted even when the value of C�1 was prevented from rising above

1.35. The zonal variation of C�1 led to results very similar to those seen for the

global 10% reduction case. However, it proved to be computationally 50% more

expensive due to the implementation of the zonal variation as \if " statements.

This prevented the vectorization of the RHS of the turbulence equations.

Based on all of the previous �ndings, the results presented hereafter were obtained

with a global 10% reduction in the production of turbulence dissipation. The 
ow

predictions obtained this way have a number of di�erences when compared with

the real atomization 
ow. However, it is our belief that these estimates are as

good as can be obtained using a k-� turbulence model, and that they predict the

trends with accuracy su�cient to allow for the parametrical study of the gas-only

atomization 
ows.

5.3 E�ects of jet pressure ratio

Some of the parameters listed in Table I are typically �xed by the design of the

atomization nozzle assembly: R, ro=R , �jet, and �dt. Others can be changed prior

to the initiation of the atomization process: Ldt=R, rdt=R, and the gas specie.

However, a number of parameters can be changed in situ, providing the ability

to modify the atomization process output based on some product quality mea-

surement: Pr, Pe=Pr, Tr, and Te=Tr. In this section, we study the e�ects of both

jet pressure and temperature ratios on the topology of the gas-only atomization


ow produced by the geometry shown in Figure 5.1. Such knowledge can be of

assistance in the design of atomizers and in the development of control strategies
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for them.

Figure 5.10 shows the aspiration behavior exhibited by the selected atomizer

as a function of the jet pressure ratio. These results, which are typical of this

type of atomizer (Ayers and Anderson 1985, Ting and Grant 1986, Ridder and

Biancaniello 1988, Anderson et al. 1989), were recorded in the experimental facility

used by Espina (1991). At each point, the experimental uncertainty of the data is

no larger than the size of the symbols used in the plot.
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Figure 5.10: E�ect of jet pressure ratio, Pe=Pr, on aspiration pressure, Pdt=Pr, for

the selected close-coupled atomization nozzle assembly (baseline settings except as

noted). 	 : experimental data, Prexp = 98:574 kPa; � : numerical results.

At low pressure ratios, Pe=Pr < 5, the liquid-delivery tube experiences a high

aspiration pressure, Pdt=Pr > 1, that can lead to a \blow-back" condition (i.e.,
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gas 
owing into the liquid-delivery tube and bubbling through the liquid metal in

the crucible, generally leading to a freeze-o�). For mid-range pressure ratios, 5 <

Pe=Pr < 25, the liquid-delivery tube records ever decreasing aspiration pressures

that plateau near Pe=Pr ' 20. For a narrow range of pressure ratios thereafter,

25 < Pe=Pr < 30, the aspiration pressure decreases rapidly, leading to its minimum

value, or maximum aspiration condition. Further increases in jet pressure ratio lead

to linear increases in aspiration pressure, eventually leading to a second blow-back

regime.

Numerically, we chose to model four jets at pressure ratios of Pe=Pr = 6.6, 20, 33,

and 46. As seen in Figure 5.10, the simulations had severe di�culties in predicting

the correct values of aspiration pressure while the trends are predicted fairly well;

this was an expected result, given similar problems observed in the base 
ow

simulations. However, Figure 5.11 shows that there is general agreement between

the numerical and experimental jet structures over the entire pressure ratio range.

At Pe=Pr ' 6:6 (upper-left corner in Figures 5.11, 5.12, and 5.13), the annular

portion of the jet displays three barrel-shocks before its transformation into a single

jet at x=R ' 2:05. In the �rst of these barrel-shocks, the 
ow attains its maximum

Mach number of 5.4. Upon its separation from the face of the liquid-delivery

tube, the annular 
ow encapsulates a conically shaped region at the base of the

liquid-delivery tube. This encapsulated 
ow draws momentum from the main 
ow

across the inner shear layer, leading to relatively fast recirculating velocities inside

of it ( min ' �0:035). When this fast moving 
ow stagnates at the face of the

liquid-delivery tube, the numerical prediction of aspiration pressure yields a 20%

overprediction over the experimental data.

After its transformation into a single jet, the atomization 
ow continues down-
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Figure 5.11: E�ects of jet pressure ratio on the topology of gas-only atomization


ows (baseline settings except as noted): experimental Schlieren pictures (upper

images), numerical density distributions (lower images). Top Left: Pe=Pr '
6:6; Bottom Left: Pe=Pr ' 20; Top Right: Pe=Pr ' 33; Bottom Right:

Pe=Pr ' 46.

stream as a supersonic jet for as long as x=R = 8, displaying three additional

barrel-shocks along that distance. The outer shear layer entrains little surround-

ing 
uid and the jet shows little spreading, attaining a maximum radius of only

1:2R by x=R = 8.

For a pressure ratio of 20, (lower-left corner in Figures 5.11, 5.12, and 5.13) the

annular portion of the 
ow contains two barrel-shocks: a complete one followed by

the initial portion of a second one. The middle of the initial barrel-shock pinches

the separation streamline giving it an hourglass shape. The 
ow reattaches at

x=R ' 2:80 after the second barrel-shock intesects with the axis of symmetry. The
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Figure 5.12: E�ects of jet pressure ratio on the axisymmetric stream function

distribution of gas-only atomization 
ows (baseline settings except as noted):  � =

 =(�rarR), ar = 319m=s, � � = 0:2 (upper images), � � = 0:005 (lower images).

Top Left: Pe=Pr ' 6:6; Bottom Left: Pe=Pr ' 20; Top Right: Pe=Pr ' 33;

Bottom Right: Pe=Pr ' 46.


uid trapped inside the separation region is driven at a lower velocity ( min '

�0:030) than that seen in the Pe=Pr ' 6:6 jet. The slower circulation leads to the

best estimate of aspiration pressure observed (6% overprediction). At this pressure

ratio, the outer shear layer draws about twice as much 
uid from its surroundings

as the Pe=Pr ' 6:6 jet. The high entrainment, combined with a jet mass 
ow rate

that is three times larger than the mass of the Pe=Pr ' 6:6 jet, yields a thicker jet

with rmax

R

���
(x=R=8)

' 1:5.

At this pressure ratio of 20, the numerical results predict a maximum Mach

number of 8.7 in the center of the �rst annular barrel-shock. This Mach number
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Figure 5.13: E�ects of jet pressure ratio on static pressure and Mach number

distributions of gas-only atomization 
ows (baseline settings except as noted):

P � = P=Pr, �P
� = 0:2 (upper images), �M = 0:5 (lower images). Top Left:

Pe=Pr ' 6:6; Bottom Left: Pe=Pr ' 20; Top Right: Pe=Pr ' 33; Bottom

Right: Pe=Pr ' 46.

value should be viewed as inaccurate given that the mathematical formulation may

fail at hypersonic speeds. However, in what follows, we will continue to report the

maximum Mach number as a means of comparison between the jets at the various

pressure ratios.

The baseline jet, Pe=Pr ' 33 (upper-right corner in Figures 5.11, 5.12, and 5.13),

also shows a complete barrel-shock followed by a partial one in the annular portion

of the 
ow, x=R < 3:65. Inside the initial barrel-shock, the numerical simulation

predicts a maximum Mach number of 10.9; although inaccurate for the reasons

previously stated, this value is 25% larger than the maximum Mach number seen
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in the Pe=Pr ' 20 jet.

For this jet, the arrangement of the annular barrel-shocks places the \fat" portion

of the initial one (i.e., the middle portion of it) near the middle of the separation

bubble leading to a longer and narrower separation region than those seen before.

The larger surface area of the separation bubble, combined with its pronounced

pinching in the middle, provides for higher momentum 
ux into the separation

region. This leads to higher circulation speeds inside the bubble inducing a large

aspiration pressure (76% overprediction).

At this pressure ratio (Pe=Pr ' 33), the annular wave structure persists beyond

the reattachment point, changing to a single jet wave structure at x=R ' 5:2.

When the annular wave structure �nally meets the axis of symmetry, it forms a

Mach re
ection. For this pressure ratio, the 
ow entrainment is reduced a bit when

compared to that seen in the Pe=Pr ' 20 jet. The lower entrainment yields a jet

with a rmax

R

���
(x=R=8)

' 1:7 even though the jet carries 65% more mass than its lower

pressure ratio counterpart, with a maximum Mach number of 10.9.

The structure of the high pressure ratio jet, Pe=Pr ' 46, is di�erent in many

ways from its lower pressure ratio partners. At this pressure ratio, the annular


ow only contains one barrel-shock with the \fat" portion of it forcing the inner

shear layer very close to the axis of symmetry. This leads to a very short, conically-

shaped separation bubble (x=R < 2) with a small surface area that allows for little

momentum 
ux across the inner shear layer. As a result, the speed of the 
uid

inside the bubble is very low and this yields a low prediction in aspiration pressure

(53% underprediction of the experimental value). Inside the initial barrel-shock,

the 
ow reaches its maximum Mach number of 12.3.

Not seen in the lower pressure ratio cases is the formation of a second recirculation

94



bubble centered around x=R ' 4. This secondary recirculation is caused by a

strong Mach re
ection, at x=R ' 3:6, which decelerates the 
ow moving along the

axis of symmetry. A bit downstream, the projection of this Mach re
ection crosses

the two shock waves emanating from the outer and inner shear layers, leading to

the formation of a triple shock wave.

At this pressure ratio, the entrainment increases, drawing as much surrounding


uid as the Pe=Pr ' 20 jet. The additional entrainment, combined with a 28%

increase in mass 
ow from the Pe=Pr ' 33 jet levels, leads to a rmax

R

���
(x=R=8)

' 2:0.

However, at this distance, the jet spreading rate is still under the strong local

in
uence of the barrel-shock structures, and this radius is a function of the inviscid


ow structure as much as it is a function of the 
ow entrainment.

A yet not mentioned detail of these jets is the 
ow separation that occurs over

the outer surface of the liquid-delivery tube for some conditions. This separation,

which is a function of jet pressure ratio and liquid-delivery tube extension, has

been experimentally shown (Ridder et al. 1992) to draw liquid metal from the face

of the liquid-delivery tube into its outer surface, where it is exposed to the very

cold expanding gas of the annular wall jet. The extreme temperature di�erence

between the metal and the gas promotes the solidi�cation and accumulation of

metal, leading to a shape alteration of the liquid-delivery tube. Typically, this se-

quence of events induces a freeze-o� that prematurely ends the atomization process

and often leaves behind expensive super alloy to be reprocessed. Therefore, this

separation is of detrimental consequence to the process of gas-metal atomization

and should be avoided at all cost.

Figure 5.14 shows the skin friction coe�cient, Cf , over the surface of the liquid-

delivery tube as a function of advanced surface distance, s = x=cos(�dt), for the
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four studied jet pressure ratios. For all pressure ratios, the friction coe�cient

increases early in the length of the liquid-delivery tube due to the 
ow acceleration

caused by the expansion fans emanating from the end lip of the annular channel

(see Figure 5.15). From there on, the friction coe�cient decays smoothly as the

wall jet boundary layer loses momentum to friction.
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Figure 5.14: E�ect of jet pressure ratio on 
ow separation over the liquid-delivery

tube (baseline settings except as noted): Cf = 2 �w=�ra
2
r. : Pe=Pr ' 6:6; :

Pe=Pr ' 20; : Pe=Pr ' 33; : Pe=Pr ' 46.

For a low pressure ratio, Pe=Pr ' 6:6, the simulation predicts that the 
ow

will separate at the early distance of s=R ' 0:24. This separation is likely to

induce drawing of the liquid metal over the surface of the liquid-delivery tube

which could lead to a freeze-o�. For intermediate pressure ratios, Pe=Pr � 20 and
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Figure 5.15: Schematic diagram of the separation phenomenon at the end of the

liquid-delivery tube.

33, the separation takes place in the neighborhood of s=R ' 0:6 and the friction

coe�cient becomes substantially negative, enhancing the drawing of liquid metal

up the surface of the liquid-delivery tube and possibly leading to a freeze-o� even

faster than the 
ow at Pe=Pr ' 6:6. If an atomizer is intended to operate in this

pressure ratio range, it would be advisable to limit the length of the liquid-delivery

tube, Ldt=R, to no more than the separation distance predicted by the simulations.

At the high pressure ratio, Pe=Pr ' 46, the friction coe�cient, Cf , never becomes

negative before the end of the liquid-delivery tube. Near the end of the liquid-

delivery tube, the friction coe�cient increases rapidly due to the second expansion

fan that forms at the end of the liquid-delivery tube. This second expansion

process is instrumental in the determination of the aspiration pressure at these

high pressure ratio values.
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The observed behavior leads to the following phenomenological model of the as-

piration phenomenon that describes the behavior experimentally, shown in Figure

5.10. For mid-range pressure ratios, Pe=Pr < 20 (decreasing Pdt=Pr range), the


ow over the liquid-delivery tube separates early on but reattaches before the end

of the wall jet. The decrease in aspiration pressure with increasing jet pressure

ratio is the result of an ever larger expansion level due to the increasing underex-

pansion of the wall jet. At pressure ratios between 20 and 25 (plateau in Pdt=Pr

range), the 
ow separates but never reattaches, leading to an aspiration pressure

level that is controlled by the dynamics of the 
ow in the hourglass shaped sepa-

ration bubble. For higher pressure ratios, Pe=Pr > 25 (increasing Pdt=Pr range),

the 
ow never separates from the face of the liquid-delivery tube and a second

expansion fan forms at its end. This second expansion controls both the shape of

the separation region and the aspiration pressure. The higher the pressure ratio

goes, the higher the pressure before the second expansion process will be. Given

that the turning angle at the end of the liquid-delivery tube is constant, the second

expansion process will yield ever smaller separation regions with ever increasing

aspiration pressures.

5.4 E�ects of jet temperature ratio

In some metal powder production facilities, the gas supply is preheated3 in an

attempt to decrease the thermal shock that the ceramic liquid-delivery tube expe-

riences as a consequence of its contact with the hot liquid metal and the cold gas

wall jet. The practice of gas preheating, although expensive and di�cult to im-

plement, has also been justi�ed on the basis that it increases the energy available

3Gas stagnation temperatures as high as 700 K are typical in industrial atomization facilities.
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in the gas to disrupt the metal liquid. Therefore, it can lead to the formation of

�ner powders. In this section, we examine, numerically, the e�ects of jet stagna-

tion temperature by comparing the baseline atomization 
ow (see Table I) with a

similar 
ow at a stagnation temperature twice as high.
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Figure 5.16: E�ects of jet temperature ratio on the density distribution of gas-

only atomization 
ows (baseline settings except as noted): ��� = 0:5. Top:

Te=Tr = 0:65; Bottom: Te=Tr = 1:31.

Figure 5.16 compares the density distributions of the cold (i.e., baseline 
ow,

Te=Tr0:65) and hot (i.e., Te=Tr1:31) gas-only atomization 
ows. As expected, the

basic structure of the jet remains unchanged, given that it is controlled by the

inviscid portion of the 
ow, which is only a function of the pressure ratio. The

density of the hot 
ow has changed in a manner inversely proportional to the

change in temperature (i.e., �hot=�cold = Tcold=Thot = 1=2). However, given that
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the Mach number distribution remains unchanged and that the speed of sound

scales with the square root of the stagnation temperature, the speed of the 
uid

has increased only proportional to the square root of the temperature increase (i.e.,

jV jhot=jV jcold =
q
Thot=Tcold =

q
2=1). This leads to a net loss of momentum in

the 
ow �eld of 29% (i.e., 1�
p
2=2), probably reducing the ability of the hot 
ow

to disrupt the liquid metal e�ectively. The loss in momentum can be graphically

seen in Figure 5.17, where the streamlines of both 
ows are seen to have the same

shape. However, the number of streamlines has been reduced by 27% with the

doubling in stagnation temperature. The hot jet appears to entrain about 33%

more 
uid than the cold jet, even though it carries 29% less mass than its cold

counterpart. The increased entrainment is not su�cient to boost the jet spreading

rate of the hot 
ow, whose diameter is 32% smaller by x=R ' 8 than that of the

cold jet.
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Figure 5.17: E�ects of jet temperature ratio on the axisymmetric stream func-

tion distribution of gas-only atomization 
ows (baseline settings except as noted):

� � = 0:2 (upper images), � � = 0:005 (lower images). Left: Te=Tr = 0:65;

Right: Te=Tr = 1:31.

The higher temperature does appear to delay the separation of the wall jet over

the liquid-delivery tube. Figure 5.18 shows how the hot gas 
ow does not experi-
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Figure 5.18: E�ect of jet temperature ratio on 
ow separation over the liquid-

delivery tube (baseline settings except as noted): Cf = 2 �w=�ra
2
r. : Te=Tr =

0:65; : Te=Tr = 1:31.

ence the increase in skin friction velocity early in the length of the liquid-delivery

tube that the cold jet displayed. Overall, the hot wall jet, with its lower momen-

tum, imposes less drag on the surface of the liquid-delivery tube than the cold jet,

however, its lower momentum leads to earlier separation than in the cold jet.

In addition, the higher stagnation temperature does improve the thermal condi-

tions over the surface of the liquid-delivery tube. As seen in Figure 5.19, doubling

the stagnation temperature yields an almost constant doubling of the tempera-

ture over the liquid-delivery tube. Given the disparity in temperatures inside and

outside of the ceramic liquid-delivery tube, this wall temperature increase could
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temperature (baseline settings except as noted). : Te=Tr = 0:65; : Te=Tr =

1:31.

improve the structural integrity for some ceramic materials with good erosion prop-

erties but de�cient thermal shock properties (properties often encountered among

the materials used to manufacture liquid-delivery tubes).

5.5 E�ects of base mass injection

The physics of liquid disruption are not well understood and this renders the

numerical simulation of the full gas-metal atomization phenomenon all but impos-

sible at present. However, the introduction of the dense liquid metal at the base

of the liquid-delivery tube will undoubtedly change the character of the gas-only
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atomization 
ows described in the previous section. In this section, we set out

to investigate the e�ects that the liquid metal 
ow may have on the atomization


ow by modeling the baseline gas-only 
ow with mass injection at the base of

the liquid-delivery tube; this mass injection takes the form of a hot gas stream

(i.e., T = Tmetal ' 1650 K) introduced through the liquid delivery channel (see

Figure 5.3). Two injection rates are studied: _mdt= _mjet = 0:0013 (momentum 
ux

matched 
ow), and _mdt= _mjet = 0:0041 (pressure driven 
ow).

Nickel based super alloys have liquid densities that are about 4500 times larger

than the density of argon at standard conditions. This disparity in density makes

it impossible to investigate liquid injection e�ects using argon as a surrogate 
uid.

However, observing that the liquid is drawn into the atomization process at a very

low velocity (�uliq ' 1:2 m=s), it is possible to investigate the injection e�ects using

a gas injection velocity that yields the same momentum-
ux as the liquid. For the

baseline 
ow, this injection rate that yields such conditions is _mdt= _mjet = 0:0013;

its e�ects on the gas-only 
ow �eld are shown at the center of Figure 5.20.

The mass injection pushes the upstream portion of the separation bubble down-

stream, moving the stagnation point away from the base of the liquid-delivery tube

to an axial distance of x=R ' 0:8. In contrast, the mass addition has little e�ect

on the surrounding annular jet 
ow, which forces the end of the separation bubble

to be located at just about the same place as in the baseline 
ow. The resulting

reduction in the surface area of the separation bubble leads to the deceleration of

the 
ow inside of it due to a reduction in the area available for momentum transfer

across the inner shear layer. The additional 
uid is rapidly entrained by the inner

shear layer (before x=R ' 1) and thereafter, the 
ow remains all but una�ected

by the mass injection.
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Figure 5.20: E�ects of liquid-delivery tube mass injection on the axisymmetric

stream function distribution of gas-only atomization 
ows (baseline settings except

as noted): � � = 0:2 (left images), � � = 0:005 (right images). Top: _mdt= _mjet =

0; Center: _mdt= _mjet = 0:13%; Bottom: _mdt= _mjet = 0:41%.

The impact of a mass injection rate three times larger was also tested. The

results of this simulation are shown at the bottom of Figure 5.20. At this rate

of injection, the separation point at the near-side of the separation bubble moves

further downstream to an axial location of x=R ' 1:8. The resulting separation

bubble is smaller than that seen at the lower injection rate and this leads to

even slower recirculation velocities inside it. As before, the inviscid 
ow of the

annular jet continues to dominate the shape and location of the far-side of the

bubble which remains undisturbed. The streamline labeled  � = 0:005 (Figure

5.20 bottom right) shows that at this injection rate, the injected 
ow has enough

momentum to form a hot jet, of radius rdt, which propagates from the end of the

liquid-delivery tube to the separation point. At this location, the hot jet is drawn

into the inner shear layer by its lower pressure. It is then absorbed into the main


ow stream.
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The 
ow bounded by the  � = 0 and  � = 0:005 streamlines has a mushroom-like

shape that is similar to that seen before in high-speed movies of the liquid 
ow

during atomization (Ridder et al. 1992). This may indicate that a recirculation

bubble, similar to the one seen here, may remain present during gas-metal atom-

ization. The existence of the hot jet leads to the formation of a toroidal-shaped

recirculation region centered at x=R ' 0:8, r=R ' 0:4. This recirculation region

contains very slow moving 
uid and its circulation is counter-clockwise, opposite in

direction to that in the separation bubble. Finally, neither injection rate appeared

to modify the gas wall jet 
ow over the liquid-delivery tube in any signi�cant way.

5.6 Summary

An evaluation of the results yielded by Chien's k-� model for the baseline at-

omization gas-only 
ow (see Table I) led us to the conclusion that the model

underpredicts the production of turbulence dissipation rate in this 
ow. Upon

modeling the 
ow using reduced values of the C�1 parameter, we concluded that

a 10% reduction in the production of turbulence dissipation yields the predictions

in best agreement with the real 
ow. Other attempts at improving the quality of

the numerical results by means of local variations of C�1 and by the use of Yakhot

et al. (1992) RNG model proved less satisfactory.

Using a 10% reduced value of C�1, simulations were carried out to determine

the e�ects of jet pressure ratio on the topology of the gas-only atomization 
ow.

Four pressure ratios were selected { Pe=Pr = 6.6, 20, 33, 46. These results showed

that the numerical method had problems predicting the experimental value for

aspiration pressure. However, the resulting jet structure was shown to be in good

qualitative agreement with experimental Schlieren pictures.

105



The Pe=Pr = 6:6 results yielded a 20% overprediction in aspiration pressure.

The 
ow was shown to be supersonic well past the transformation length from

annular to single jet. The shape of the separation region at the base of the liquid-

delivery tube was shown to have a conical shape predicting a reattachment point

at x=R ' 2:05. At Pe=Pr = 20, results yielded the best prediction of aspiration

pressure with an overprediction of only 6% over the experimental value. It was seen

that the annular jet 
ow places the \fat" portion of the �rst barrel-shock over the

separation bubble, forcing the separation streamline into an hourglass shape. The

reattachment point was predicted to be located at x=R ' 2:8. The Pe=Pr = 33 jet

overpredicted the aspiration pressure by as much as 76%. The separation bubble

became more elongated, forcing the reattachment point to x=R ' 3:65. A Mach

re
ection was shown to form at the interaction between the annular wave structure

and the axis of symmetry; from that point on, the 
ow attains a wave structure

similar to that seen in single supersonic jets. At Pe=Pr = 46, the \fat" portion

of the �rst annular barrel-shock comes very close to the axis of symmetry, forcing

a reduction in the length of the separation region (x=R ' 2:0). The resulting

conical separation region allows for little momentum transfer from the inner shear

layer, leading to a 53% underprediction in the aspiration pressure. Downstream

from the reattachment point, the 
ow encounters a strong Mach re
ection that

leads to the formation of a small recirculation region centered around x=R ' 4:0.

The interaction between the tail of the Mach re
ection and the two shock waves

produced at the �rst barrel-shock leads to the formation of a triple-shock structure.

The results showed that the wall jet 
owing over the liquid-delivery tube sepa-

rated for a certain set of conditions leading to a possible freeze-o� condition. At

low pressure ratios, the 
ow separates early in the length of the liquid-delivery tube
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but reattaches before its end. This would prevent the drawing of liquid metal into

the surface of the liquid-delivery tube. At intermediate pressure ratios, the 
ow

separates and never reattaches, leading to the possibility of freeze-o�. For large

pressure ratios, the 
ow never separates and forms an expansion fan at the end of

the liquid-delivery tube. The separation behavior here described, in conjunction

with the observed jet structure, leads to a phenomenological model which describes

the observed experimental aspiration behavior.

The e�ects of gas heating were studied by simulating the gas-only atomization


ow that results when the jet temperature ratio is doubled (i.e., Te=Tr = 1:31).

The hot jet was shown to have less momentum than the cold 
ow, which suggests

that heating may be detrimental to the formation of �ne metal powder. The

additional heat was shown to have the e�ect of enhancing the chances for separation

over the surface of the liquid-delivery tube. In addition, it was shown that doubling

the jet temperature ratio leads to a doubling of the wall gas jet which may improve

conditions to avoid thermal shock of the liquid-delivery tube material.

The e�ects that the liquid 
ow may have over the gas-only 
ow during atomiza-

tion were studied by modeling the gas-only 
ow with hot gas mass injection at the

base of the liquid-delivery tube. Two rates of injection were tested: one matching

the momentum 
ux of the liquid, and the other having a mass 
ow three times

as large as the �rst. The momentum-matched injection 
ow was shown to have

little e�ect over the topology of the main gas-only 
ow, aside from moving the

separation bubble a bit downstream. The high mass-injection 
ow led to further

movement of the separation bubble downstream. Furthermore, the injected 
ow

took the form of a jet projecting out of the base of the liquid-delivery tube. It

then blossomed into a mushroom-shaped structure similar to that seen in the liquid
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metal via high-speed movies of the atomization process.
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Chapter 6

Conclusions

The objective of this investigation was to conduct a numerical study of the com-

pressible gas-only 
ows used in gas-metal atomizers. To achieve this goal, studies

were conducted in 
ows progressively similar to the atomizer 
ow to develop the

necessary methodology needed. The following is a summary of the �ndings of this

investigation and some conclusions drawn from it.

Both subsonic and supersonic two-dimensional boundary layers were used to as-

sess the performance of three eddy-viscosity turbulence models [Baldwin-Lomax

(1972), Chien (1982), and Grasso-Falconi (1993)] in conjunction with the NPARC

code. Simulations demonstrated de�ciencies in the NPARC implementation of the

Baldwin-Lomax turbulence model, which yield discontinuous eddy viscosity distri-

butions in wall bounded 
ows. With the addition of the wake model proposed by

Baldwin and Lomax (1972) and a trapezoidal �lter, the performance of the model

improved.

The k-� model by Grasso-Falconi (1993) yielded unsatisfactory results for bound-

ary layers over a wide range of free stream Mach numbers. The problems seen with
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this model appear to be due to large values of turbulent dissipation near the wall

and the dissipative nature of additional compressibility terms. With attention to

discretization details, the k-� model by Chien gave results in agreement with DNS

data for boundary layer 
ows and with experiments involving base 
ows.

Results obtained for the supersonic base 
ow were in acceptable agreement with

the experimental data and results from previous numerical investigations. Local

values of base pressure were found to di�er from their experimental counterparts

by as much as 22%. The location of the reattachment point was overpredicted by

30% due to a smaller than expected growth of the inner shear layer.

The magnitude of the base pressure was found to be inversely proportional to

the jet pressure ratio, even though the function appears to be nonlinear. The

axial locations of jet structures were found to be directly proportional to the jet

pressure ratio. However, the location of the reattachment point follows the inverse

behavior. This e�ect is associated with the strength of the expansion process at the

end-corner of the circular cylinder which de
ects the inner shear layer at sharper

angles for higher pressure ratios.

Improvements of the numerical prediction for the base 
ow were attained by

reducing the production of turbulence dissipation by 10% from the values pre-

scribed by Chien. At this level of turbulence dissipation, the numerical prediction

of the reattachment location matched that of the experiments. Although there

was a small degradation in the prediction of the base pressure distribution and

an increase in the shear layer spreading rates, the overall agreement with the

experimental �ndings was improved by the reduction in turbulence dissipation

production.

The methodology used to obtain the base 
ow results was then applied to model
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the gas-only 
ow �elds in close-coupled gas-metal atomizers; these devices generate


ow �elds similar to the base 
ow. An evaluation of the results yielded by Chien's

k-� model for the baseline gas-only atomization 
ow (see Table I) led us to the

conclusion that the model underpredicts the production of turbulence dissipation

in the 
ow. Upon modeling the 
ow using reduced values of the C�1 parameter,

we concluded that a 10% reduction in the production of turbulence dissipation

yields predictions that are in best agreement with the real 
ow. Other attempts

at improving the quality of the numerical results by means of local variations of

C�1 and by the use of Yakhot et al. (1992) RNG model proved less satisfactory.

Using a 10% reduced value of C�1, simulations were carried out to determine the

e�ects of jet pressure ratio on the topology of the gas-only atomization 
ow. Four

jet pressure ratios were selected, Pe=Pr = 6.6., 20, 33, 46. These results showed

that the numerical method had problems predicting the experimental value for

aspiration pressure. However, the resulting jet structure was shown to be in good

qualitative agreement with experimental Schlieren pictures.

Even though Couper and Singer (1985), and Ayers and Anderson (1985) reported

that the �nest powder in their atomizers was produced at the maximum aspira-

tion condition, experimental evidence suggests otherwise. Industrial facilities that

produce nickel-based super-alloys report that the particle size distribution of their

powder tends to decrease with increasing gas-metal ratio, although the e�ect is not

linear. This suggests that the total availability of gas-momentum in the 
ow �eld

may be more important to the dynamics of liquid disruption than the structure of

the gas-only 
ow. Therefore, we suggest that the design of an atomization nozzle

assembly which maximizes gas momentum prior to the interaction with the liquid

metal, may be advantageous; an example of one such design has been suggested
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by Mates and Settles (1996) which uses the curvature of the liquid-delivery tube

to maximize gas expansion. Furthermore, we suggest that operating this device

at high pressure ratios in the increasing Pdt=Pr range may further enhance the

production of �ne powders by increasing the gas-metal ratio and decreasing the

volume of the separation region. This reduction of the separation region volume

leads to steeper angles of interaction between the gas and metal streams. Further-

more, the operation of the atomizer in the increasing Pdt=Pr range has been shown

to guarantee against gas separation at the end of the liquid-delivery tube, avoiding

the costly possibility of a freeze-o�. Finally, the structure of the gas 
ow and the

aspiration phenomenon in the increasing Pdt=Pr range have been shown to scale

linearly, enabling the application of simpler atomization control strategies.

The results also showed that the wall jet 
owing over the liquid-delivery tube

separated for a certain set of conditions leading to a possible freeze-o� condition.

Given the severe consequence of 
ow separation over the liquid-delivery tube for the

atomization process, it is advisable to make use of liquid-delivery tube lengths that

are shorter than that which will yield 
ow separation at the desired pressure ratio.

The separation behavior seen, in conjunction with the observed jet structure, lead

to a phenomenological model which describes the observed experimental aspiration

behavior.

The e�ects of gas heating were studied to determine the e�ects of this industrial

practice on the gas-only atomization 
ow. Hot jets were shown to have less momen-

tum than their cold counterparts which suggests that heating may be detrimental

to the formation of �ne metal powder. The additional heat was shown to have the

e�ect of enhancing the chances for separation over the surface of the liquid-delivery

tube. In addition, it was shown that increasing the jet temperature ratio leads to
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a proportional increase in the wall gas jet which may improve conditions to avoid

thermal shock of the liquid-delivery tube material. In our opinion, the practice of

gas-heating should be avoided unless the need to preserve the structural integrity

of the liquid-delivery tube material requires it.

The e�ects that the liquid 
ow may have on the gas-only 
ow during atomization

were studied by modeling the gas-only 
ow with hot gas mass injection at the base

of the liquid-delivery tube. Two rates of injection were tested: one matching the

momentum 
ux of the liquid, and the other having a mass 
ow three times as large

as the �rst. The mass injected 
ow took the form of a jet projecting out of the

base of the liquid-delivery tube which then blossomed into a mushroom-shaped

structure similar to that seen in the liquid metal via high-speed movies of the

atomization process.
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