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Abstract. Data taken at the Atmospheric Radiation Measurement Program's central 
facility in Oklahoma and processed as part of the Clouds and the Earth's Radiant Energy 
System-Atmospheric Radiation Measurement-Global Energy and Water Cycle 
Experiment (CAGEX) project have been used to validate the top-of-the-atmosphere and 
surface longwave radiative fluxes for two widely used radiation models: the Column 
Radiation Model from the National Center for Atmospheric Research Community 
Climate Model (CCM), and the Moderate Resolution Transmittance (MODTRAN3) 
radiation code. The results show that for clear skies the models slightly overestimate 
outgoing longwave radiation at the top of the atmosphere (OLR) and underestimate the 
surface downwelling longwave flux (SDLW). The accuracy of the radiation models is quite 
consistent with their respective levels of complexity. For MODTRAN3, for example, the 
OLR overestimate is 7.1 Wm -2 while the SDLW underestimate is 4.2 Wm -2. For cloudy 
skies it is emphasized that the cloud input parameters, as determined from measurements 
by various instruments, require careful examination and preprocessing. Spatial and 
temporal averaging could result in the parameters representing different volumes of the 
atmosphere. The discrepancy between model calculations and observations is shown to be 
significantly reduced through the proper choice of input parameters. 

1. Introduction 

Theoretically based radiative transfer models are major 
tools used to study atmospheric radiative transfer processes 
associated with clouds. However, there are many uncertainties 
associated with cloud radiation parameterizations in current 
radiation models. While several recent studies have focused on 

the models' shortwave (SW) computation [e.g., Cess et al., 
1995; Chou and Zhao, 1997; Waliser et al., 1996], it is equally 
important to realize that there are large uncertainties in the 
longwave (LW) calculations. For example, the Intercompari- 
son of Radiation Codes in Climate Models (ICRCCM) found 
that for optically thin clouds the LW difference among models 
can be as large as 30-80 Wm -2 JEllingson et al., 1991], while a 
10-20 Wm -2 discrepancy was found for the surface downward 
longwave radiation among several general circulation models 
(GCMs) and observations [Wild et al., 1995]. It is essential that 
GCMs calculate the longwave flux correctly in order to project 
climate change caused by increasing greenhouse gases. 

The validation of radiation models with in situ measure- 

ments requires concurrent input of the atmospheric state, in- 
cluding cloud information, which is itself difficult to access and 
subject to large uncertainty. Cloud microphysical properties 
are commonly estimated in terms of bulk cloud parameters 
measured using a variety of different instruments and tech- 
niques, and the input parameters required by different models 
are not always provided as needed by the observations. As will 
be demonstrated, this requires careful examination and collo- 
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cation of various parameters before the data can be used as 
input to the radiation models. 

2. Data 

The Clouds and the Earth's Radiant Energy System- 
Atmospheric Radiation Measurement-Global Energy and 
Water Cycle Experiment (CAGEX) project is a public access 
set of input data and radiative flux measurements over the 
Atmospheric Radiation Measurement (ARM) [Stokes and 
Schwartz, 1994] Southern Great Plains (SGP) cloud and radi- 
ation test bed (CART) site in Oklahoma [Charlock and Al- 
berta, 1996] (see also the CAGEX home page, available from 
NASA Langley Research Center at http://www-cagex. larc. 
nasa.gov/cagex), in addition to providing calculated radiative 
fluxes using the Fu-Liou radiation code [Fu and Liou, 1992]. 
This data set provides a unique source for validating radiative 
transfer models, as well as for the intercomparison of different 
radiative transfer models. 

Version 1 of CAGEX consists of data for a 3 x 3 grid 
system, with each grid having a 0.3 ø resolution, every 30 min 
from 1409 to 2239 UTC for 26 days starting on April 5, 1994. 
The data include GOES satellite-based cloud properties [Min- 
his et al., 1995], atmospheric soundings, and other input pa- 
rameters that are needed for broadband radiative transfer cal- 

culations. The validation data include surface $W 

(pyrheliometer and pyranometer) and LW (pyrgeometer) 
fluxes, plus GOES measurements of the time of arrival (TOA) 
broadband LW fluxes and broadband SW albedos [Minnis et 
al., 1995]. The vertical profiles of broadband shortwave and 
longwave fluxes were calculated using the Fu-Liou radiation 
code [Fu and Liou, 1992]. In the present work, calculations 
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using additional radiative transfer models are performed for 
the central facility (CF), where the soundings and surface ra- 
diometric measurements were taken, and the LW fluxes at the 
surface and at the TOA are analyzed and compared. 

3. Radiation Models 

Two widely used radiation models are employed in this 
study: the National Center for Atmospheric Research Com- 
munity Climate Model (CCM2-CCM3) Column Radiation 
Model (CRM) and the Moderate Resolution Transmittance 
(MODTRAN) radiation model. The two models vary in their 
sophistication and general applications. The CRM is a stand- 
alone version of the radiation model used in the NCAR Com- 

munity Climate Models (CCM2 and CCM3) and is composed 
of the actual subroutines from the CCM, which have been 
modified as little as possible in order to run in a stand-alone 
mode (see the CRM home page, available from Climate and 
Global Dynamics Division, University Corporation for Atmo- 
spheric Research, at http://www.cgd.ucar.edu/cms/crm/). The 
longwave radiative transfer in the CRM is based on the ab- 
sorptivity-emissivity formulation of Ramanathan and Downey 
[1986]. Major absorbers include H20 [Ramanathan and 
Downey, 1986], the 15 frm band system of CO2 [Kiehl and 
Briegleb, 1991], and the 9.6 frm band system of 03 [Ra- 
manathan and Dickinson, 1979]. Although clouds are diag- 
nosed by Slingo's [1987] scheme in the original CCM, the CRM 
uses cloud amount and liquid water content as inputs and, thus, 
is independent of the convection and cloud schemes in the 
CCM. Cloud emissivity is accounted for by an effective cloud 
amount, which is a function of liquid water content at each 
model layer. No ice clouds are present in the CCM2 version, 
but they are present in the CCM3 version. 

Minor trace gases (CH4, N20 , CFC-11, and CFC-12) have 
been incorporated into the CCM3 CRM. CCM3 differentiates 
the cloud drop size for clouds over maritime and continental 
regions [Kiehl et al., 1994]. The amount of ice particles in the 
total cloud water is specified when the temperature is below 
-10øC, and cloud absorption by ice particles is considered 
differently from that by cloud liquid droplets [Kiehl et al., 
1996]. For this study the model's vertical resolution has been 
changed from 18 to 48 layers to fit the CAGEX input data. The 
difference in broadband TOA and surface longwave fluxes 
between these two model resolutions was found to be less than 

1 Wm -2. 
The MODTRAN code is a band model which calculates 

atmospheric radiance and transmittance for wavenumbers 
from 0 to 50,000 cm -1 at a nominal spectral resolution of 2 
cm -1 [,,tbreu and Anderson, 1996], and it was developed from 
the Low Resolution Transmittance code (LOWTRAN) 
[Kneizys et al., 1988]. Version 3 of MODTRAN, MODTRAN3, 
encompasses all the capabilities of LOWTRAN and contains 
features that many other models do not incorporate, including 
a Voigt line shape through parameterization of the transmit- 
tance to line-by-line calculations, internal aerosols, cloud mod- 
els, and default atmospheric profiles [Abreu and Anderson, 
1996]. Model parameters are derived directly from the HIT- 
RAN 1992 database [Rothman et al., 1992]. The version used in 
this study is MODTRAN3.7, which has a major upgrade so 
that users can easily define cloud descriptions. For example, 
clouds can be placed anywhere within the defined atmosphere, 

can coexist with aerosols, and can have a mixed phase compo- 
sition [Acharya et al., 1998]. 

The Fu-Liou [Fu and Liou, 1992] radiation code was used by 
CAGEX to produce surface and atmospheric radiative fluxes 
at the ARM SGP CART site. It is a plane-parallel, /•-four- 
stream code using a correlated-k distribution method for gas- 
eous transmission. Scattering is treated in the SW as well as the 
LW. The code accounts for the radiative effects of H20 , CO2, 
03, 02, CH4, N20 , Rayleigh scattering, aerosols, liquid water 
droplets, hexagonal ice crystals, and spectrally dependent sur- 
face reflectivity. Twelve spectral intervals are used in the LW 
(2200-1 cm-1). Continuum absorption of H20 [Roberts et al., 
1976] is included (280-1250 cm-1). The uniform mixing ratios 
for CO2, CH 4, and N20 are 330, 1.6, and 0.28 ppmv, respec- 
tively. We have used the same CO 2 mixing ratio in the CRMs 
and MODTRAN3, and essentially the same CH 4 and N20 
mixing ratios. A minor exception in the latter two cases is that 
the CRMs and MODTRAN3 use a variable mixing ratio in the 
stratosphere and the MODTRAN3 CH 4 and N20 mixing ra- 
tios change slightly in the tropical atmosphere. Calculations 
using the Fu-Liou code are taken directly from CAGEX for 
comparison with the CRM and MODTRAN3 results. 

The four models differ in aerosol treatment. The CRMs do 

not include aerosols in the LW calculations, while CAGEX 
used the optical depth inferred from the Multi-Filter Rotating 
Shadowband Radiometer (MFRSR) measurements at five SW 
bands (0.412, 0.498, 0.606, 0.663, and 0.856 frm). The optical 
depths for the Fu-Liou code, as used in CAGEX, were inter- 
polated into the CAGEX spectrum (6 SW bands and 12 LW 
bands) with the aid of dMlmeida et al.'s [1991] table of wave- 
length and relative humidity-dependent aerosol optical pa- 
rameters and were apportioned with altitude using Spinhirne's 
[1993] vertical distribution expression. The accuracy of the 
retrieved aerosol optical depths from MFRSR was estimated 
to be around 5-10% [Charlock and Alberta, 1996]. To address 
the importance of whether a model does or does not include 
aerosols in its LW calculations, we have performed several 
aerosol sensitivity studies with MODTRAN3, including using 
aerosols similar to those modeled by CAGEX. We found that 
inclusion of aerosols within the model should increase SDLW 

by---1-3 Wm -2 and reduce OLR by ---0.4-1.0 Wm -2, depend- 
ing upon the type of aerosol. As we emphasize in section 4, 
these effects will not substantially impact our comparisons. 

The models likewise differ in their treatment of scattering 
for cloudy sky conditions. The CRMs neglect LW scattering by 
clouds, while this is included in both the Fu-Liou model and in 
MODTRAN3. As demonstrated by Fu et al. [1997], the neglect 
of scattering in the infrared can cause an overestimate in OLR 
of---6 Wm -2 for the cloudy sky conditions that they considered. 

4. Clear-Sky Validation 
Before addressing the issue of clouds we first consider clear 

skies. The clear-sky input temperature and humidity profiles 
are taken from the CAGEX Mesoscale Analysis and Predic- 
tion System (MAPS) soundings, which are based on balloon- 
borne soundings every 3 hours for the ARM SGP CF and for 
the April 1994 Intensive Observational Period (IOP). The 
MAPS profiles use balloon soundings for lower level temper- 
atures (from surface to 100 mbar) and humidities (from sur- 
face to 300 mbar), and the Television Infrared Observation 
Satellite (TIROS) Operational Vertical Sounder (TOVS) 
[Susskind et al., 1997] for upper level temperature (70-0.4 
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Figure 1. (a) Clear-sky OLR as determined from the Fu-Liou model compared to the measured clear-sky 
OLR. (b) Same as Figure la but for the CCM2 CRM. (c) Same as Figure la but for the CCM3 CRM. (d) Same 
as Figure la but for MODTRAN. (e) Clear-sky SDLW as determined from the Fu-Liou model compared to 
the measured clear-sky SDLW. (f) Same as Figure le but for the CCM2 CRM. (g) Same as Figure le but for 
the CCM3 CRM. (h) Same as Figure le but for MODTRAN. 

mbar). Climatological humidity is adopted for upper level hu- 
midity. Ozone data are from the solar backscattered ultraviolet 
(SBUV2) product. MAPS soundings were interpolated verti- 
cally and temporally to the CAGEX grid system. 

Figure 1 shows scatterplots of the model calculations versus 
measurements for the clear-sky OLR and SDLW, with the 
Fu-Liou model calculations from CAGEX [Charlock and Al- 
berta, 1996] also shown for comparative purposes. The models' 
surface upwelling longwave flux adopts radiometric measure- 

ments so as to avoid the uncertainty associated with surface 
skin temperature and emissivity, and the clear-sky identifica- 
tion is from GOES. A total of 101 clear-sky soundings are 
available for use in the calculations, but only 57 SDLW mea- 
surements are available because of missing SDLW data. All 
four models produce OLR fluxes that are higher than the 
GOES measurements, while their SDLW fluxes are lower than 
the surface pygeometer measurements, with the CCM2 CRM 
having the largest and MODTRAN3 having the smallest 
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biases. The smaller bias for the CCM3 CRM, relative to that 
for CCM2, is consistent with the improvement of CCM3 CRM 
by inclusion of minor trace gases, so that the non-CO2 trace 
gases produce about a 6-7 Wm -2 difference in both OLR and 
SDLW, which is close to the 5 Wm -2 estimate of Slingo and 
Webb [1992]. The Fu-Liou radiation model has taken account 
of the radiative effects of H20 , CO2, 03, CH4, and N20. CFCs 
are not included, but CFC radiative forcing is reported to be 
less than 1 Wm -2 [Charlock and Alberta, 1996]. MODTRAN3 
includes most of the absorbing gases, including H20 , CO2, 03, 
N20, CO, CH4, NO, SO2, NO2, NH 3, HNO3, and CFCs. 

The overall overestimation of OLR and underestimation of 

SDLW for all the models could be caused by a systematic 
underestimate of the models' gaseous absorption. Also, as sug- 
gested in CAGEX [Charlock and Alberta, 1996], the biases of 
SDLW and OLR may come from quite different sources. For 
example, the underestimate of SDLW may be due to insuffi- 
cient absorption by the water vapor continuum, while the over- 
estimate of OLR could be caused by inaccurate upper atmo- 
sphere soundings. For MODTRAN3, which includes a new 
and improved water vapor continuum, the minimal biases in 
OLR and SDLW (relative biases of 2.5% and -1.3%, respec- 
tively) do not appear to be related to the background aerosol 
used in that model. As discussed in section 3, we have per- 
formed sensitivity studies which show that aerosols impact 
SDLW much more than OLR, while MODTRAN3 has a larger 
OLR bias than SDLW bias. Also, recall that these sensitivity 
studies show that inclusion of aerosols within a model should 

increase SDLW by --•1-3 Wm -2 and reduce OLR by -•0.4-1.0 
Wm -2. These effects will not substantially impact the results 
shown in Figure 1. 

That the models systematically overestimate the OLR does 
not appear to be an artifact of the GOES OLR measurements. 
As demonstrated through a number of independent checks 
[Doelling e! al., 1999], the GOES OLR is consistent with other 
measurements. These checks included comparisons with mea- 
surements made by the wide field of view (WFOV) instrument 
on board the Earth Radiation Budget Satellite (ERBS) [Smith 
e! al., 1986], measurements made by the Scanner for Radiation 
Budget (ScaRaB) [Kandel e! al., 1993], and measurements per- 
formed as part of Clouds and the Earth's Radiant Energy 
System (CERES) [Wielicki and the CERES Science Team, 
1995]. Compared to the ERBS WFOV measurements during 
eight months between 1994 and 1998, the GOES OLR showed 
a positive bias of only 0.3 Wm -2, while the ScaRaB compari- 
son showed GOES OLR biases of only -1 Wm -2 for April 
1994 and 1.3 Wm -2 for July 1994. The CERES comparison 
was for January 1998, for which the GOES OLR bias was 3.2 
Wm -2. This comparison, however, used the original CERES 
values before the spectral corrections were applied, and it is 
anticipated that the GOES CERES bias of 3.2 Wm -2 will be 
reduced when the revised CERES data are used (P. Minnis, 
private communication, 2000). The systematic underestimate 
of the models does not appear to be an artifact of the SDLW 
as measured by the surface pyrgeometer either. As demon- 
strated by Han and œllingson [2000], the pyrgeometer measure- 
ments were in good agreement with observations from the 
adjacent atmospheric emitted radiance interferometer 
(AERI). There were only small steady biases between them, 
with the pyrgeometer measuring 1-4 Wm -2 less than the 
AERI-based fluxes. 

5. Cloudy Sky Validation 

5.1. Cloud Input Parameters 

How to input the correct cloud information into a radiation 
model is by no means straightforward. ARM has several direct 
cloud observation systems as well as the satellite-retrieved 
cloud products. CAGEX used the cloud products derived from 
the GOES satellite [Minnis e! al., 1995] in their calculations, 
and these include cloud amount, height, optical depth, emis- 
sivity, and reflectance for the following three height intervals: 
low (<2 km), middle (2-6 km), and high (>6 km). The tech- 
nique used is the Layered Bispectral Thresholding Method 
(LBTM), using radiance measurements at one visible channel 
and one infrared channel, and it is based on the assumptions of 
plane-parallel and nonoverlapping clouds. Since the satellite 
only sees one layer of clouds for each individual pixel, there 
may be substantial problems for the lower clouds when over- 
lapping multilayer clouds exist. The cloud amount is the per- 
centage of cloudy pixels relative to all the pixels of the grid, and 
the cloud properties are essentially spatial averages of the 
cloudy pixels for each layer. 

An important question is whether spatially averaged cloud 
properties are also representative of the average cloud status in 
a temporal context, since model calculations will be compared 
with the surface radiometric observations which are processed 
as temporal averages from temporally continuous measure- 
ments at the same point. For SW radiation the equivalence of 
spatial and temporal averaging has been discussed in two stud- 
ies. Cess e! al. [1996] indirectly compared atmospheric trans- 
mittance from a temporal average of measurements of one 
pyranometer with a spatial average of a close network of 11 
pyranometers in Wisconsin with respect to the regression of 
the TOA albedo versus atmospheric transmittance. Close 
agreement with the 11-station network was obtained when the 
surface averaging time, for a single station, was --•40 min. 
Correspondingly, Long and Ackerman [1995] found that the 
correlation of any pair of surface pyranometers increased 
monotonically with averaging time for the same Wisconsin 
network. Both papers thus demonstrated the equivalence of 
temporal and spatial averaging in a statistical sense, and their 
measurements were for SW only. Neither study, however, di- 
rectly compared a single parameter observed from both a sur- 
face instrument and a satellite. 

Cloud amount and cloud base height determined from in- 
stantaneous half-hour satellite measurements have corre- 

spondingly been compared with the 1 min surface micropulse 
lidar measurements. The satellite cloud amount is defined as 

the percentage of cloudy pixels, relative to all pixels, within the 
0.3 ø x 0.3 ø grid, while cloud base height is the cloud amount 
weighted average of high-level, midlevel, and low-level cloud 
bases. The surface measurements have been averaged from 10 
to 60 min, each centered at the TOA sampling time. The 
surface cloud amount is defined as the percentage of overcast 
samples, relative to total samples, in the averaging time period, 
and the cloud base height is the average base of the overcast 
samples. From Figure 2 the differences between the surface 
lidar measurements and the satellite measurements are sub- 

stantial. The large RMS for both parameters, which is rela- 
tively insensitive to the averaging period, and which actually 
increases with increasing averaging time for the cloud base 
height, indicates that the individual surface and satellite mea- 
surements are not in good agreement, irrespective of the av- 
eraging period of the surface measurements. Although it is 
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Figure 2. (a) Cloud-based height measured from the surface with the micropulse radiometer (MPL) and 
averaged over 10 min, compared to the cloud base height measured by the satellite. (b) Same as Figure 2a but 
with the MPL measurements averaged over 20 min. (c) Same as Figure 2a but with the MPL measurements 
averaged over 30 min. (d) Same as Figure 2a but with the MPL measurements averaged over 60 min. (e) Cloud 
amount measured from the surface with the micropulse radiometer and averaged over 10 min, compared to 
the cloud amount measured by the satellite. (f) Same as Figure 2e but with the MPL measurements averaged 
over 20 min. (g) Same as Figure 2e but with the MPL measurements averaged over 30 min. (h) Same as Figure 
2e but with the MPL measurements averaged over 60 min. 

generally felt that satellite measurements give the most accu- 
rate cloud amount information, while the lidar measurements 
are preferable for cloud base height, for multilayer clouds the 
lidar can only provide the cloud base of the lowest cloud layer. 

It is also important to note that the observed cloud param- 
eters can be quite different from the model-required input 

parameters. Moreover, since the cloud parameterizations and 
input requirements for the CCM2-CCM3 CRM are quite dif- 
ferent than for MODTRAN3, the input parameters need to be 
treated accordingly with respect to the two models. In sections 
5.2 and 5.4 we discuss the treatment of the two models sepa- 
rately. 
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Figure 3. (a) OLR as determined from the Fu-Liou model, for cloudy sky soundings and a one-layer satellite 
cloud, compared to the measured OLR. (b) Same as Figure 3a but for the CCM2 CRM. (c) Same as Figure 
3a but for the CCM3 CRM. (d) SDLW as determined from the Fu-Liou model, for cloudy sky soundings and 
a one-layer satellite cloud, compared to the measured SDLW. (e) Same as Figure 3d but for the CCM2 CRM. 
(f) Same as Figure 3d but for the CCM3 CRM. 

5.2. CCM2-CCM3 CRM: One-Layer Satellite Cloud 

We have chosen to first study the one-layer overcast cloud 
(low-level, midlevel, or high-level) as seen from the satellite to 
initially simplify the problem. The CCM2-CCM3 CRMs re- 
quire input of cloud amount and liquid-ice water content for 
each model cloud layer. Since a one-layer satellite-observed 
cloud can actually occupy several model layers, we assume 
100% cloud amount for each model layer between the satellite- 
determined cloud base and cloud top, with the physical (i.e., 
actual) cloud top used in the present calculations. The in situ 
total cloud liquid water, as measured by the surface microwave 
radiometer, was then distributed among the model cloud layers 
with a weight proportional to the layer mass. 

Figure 3 shows the results for the satellite one-layer overcast 
cloud conditions. Again, the Fu-Liou model calculations from 
CAGEX [Charlock and Alberta, 1996] are shown for compar- 
ative purposes, although, as will be discussed in section 5.2.2, 

their cloud liquid water was inverted from GOES observations 
of the visible cloud optical depth, rather than determined from 
the surface microwave radiometer measurements. The solid 

circles and open circles represent the one-layer high-level and 
midlevel clouds, respectively. The one-layer low-level clouds 
are not shown since there are too few samples. For the one- 
layer midlevel clouds the models show good agreement with 
each other to within 4 Wm -2 for both OLR and SDLW, and 
likewise reasonable agreement with the measurements. For 
high-level clouds the models are again in good agreement with 
the measurements for SDLW (Figures 3d-3f). Conversely, the 
models show large discrepancies from the measurements of 
OLR from about -17 Wm -2 in the Fu-Liou model to -70 

Wm -2 for the CCM2 CRM (Figures 3a-3c). 
In order to identify the cause for these large biases in OLR 

the cloud amount, height, IR optical depth, and total liquid 
water path were examined for the individual measurements in 
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Figure 4. Cloud properties measured by the satellite and from the surface for high-level clouds (Figures 
4a-4c; see text for restriction to large bias errors) and for midlevel clouds (Figures 4d-4f). 

Figure 4. These correspond to the 21 midlevel cloud measure- 
ments shown in Figures 4d-4f, together with the 16 high-level 
cloud measurements shown in Figures 4a-4c that exhibit the 
largest biases (the five cases that exhibit close agreement with 
the models have been excluded). For midlevel clouds the sur- 
face-measured cloud amounts generally agree with the satellite 
cloud amounts (always 100%) quite well (Figure 4d). The 
column liquid water, as measured by the surface microwave 
radiometer, is also closely correlated with the satellite- 
measured infrared (IR) optical depth (Figure 4e). However, 
for high-level clouds the cloud amount and liquid water mea- 
sured at the surface do not agree nearly as well with the 
satellite measurements (Figures 4a and 4b). With respect to 
the liquid water versus optical depth discrepancy (Figure 4b), 
the high cloud base (larger than 6 km) and the small optical 
depth (less than 1.2) mean that these are thin cirrus clouds and 
thus are primarily ice or mixed phase clouds since the environ- 

mental temperatures are below -20øC. This would explain the 
lack of correlation shown in Figure 4b, since the microwave 
radiometer measures only liquid water content and not ice 
content. Moreover, the amount of liquid water measured is 
close to the instrument resolution (0.03 ram). In order to 
identify the major causes of the biases shown in Figure 3 we 
have performed several sensitivity tests with the same sound- 
ings, but with different possible cloud inputs, and these are 
summarized in sections 5.2.1-5.2.4. 

5.2.1. Cloud height. We first consider the dependence of 
OLR and SDLW upon cloud height. Since high-level (cirrus) 
clouds are optically thin, the physical cloud top is less radia- 
tively significant than the height of the center of the cloud, 
termed the optical height, which represents the equivalent 
radiating height of the cloud [Minnis et al., 1995]. Figure 4c 
shows that some cirrus clouds have higher physical tops than 
the cloud optical height, and for these clouds we distinguish in 
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Figure 5. CCM3 CRM sensitivity tests for perturbations of cloud height: High-level cloud (Figures 5a and 
5b) and midlevel cloud (Figures 5c and 5d). 

section 5.2.4 between their physical and optical cloud tops. For 
midlevel clouds the optical height is taken to be the cloud top 
height (physical height). Sensitivity tests of cloud height, using 
the CCM3 CRM, show that for a thin cirrus cloud the impact 
of cloud height on OLR is fairly small (Figure 5a). For the 
average of the 16 high-level cloud measurements the differ- 
ence in moving the whole cloud layer up and down by 2 km is 
18 Wm -2, while for the SDLW the difference is only 5 Wm -2 
(Figure 5b), largely because of the fact that high-level clouds 
have little impact on the SDLW because of the intervening 
atmosphere and the fact that they are cold and thus their 
downward emission is small. The optical depth for the average 
midlevel cloud is much larger than for the high-level clouds 
(Figures 4b and 4e). Therefore in the midlevel cloud cases the 
cloud heights have a much larger influence on the OLR and an 
even greater effect on SDLW because they are lower and 
warmer than for the high-level clouds. The difference in OLR 
and SDLW when the clouds are moved from + 2 km to -2 km 

is 40 Wm -2 and 31 Wm -2, respectively (Figures 5c and 5d). 
5.2.2. Cloud liquid water versus optical depth. As em- 

phasized in section 5.2, cloud liquid water as measured by the 
surface microwave radiometer for cirrus clouds is not repre- 
sentative of the cloud optical depth, which is dependent upon 
both cloud liquid water content and ice content. In CAGEX 
[Charlock and Alberta, 1996] the visible optical depth was con- 
verted into a cloud liquid water path which was then distrib- 
uted throughout the model cloud. Alternatively, it is easy to 
modify the CCM2-CCM3 CRMs so as to directly input the IR 
optical depth, although there is still some uncertainty in this 
approach because of approximating the model's broadband 
longwave optical depth with the IR optical depth. CCM2 does 
not contain ice clouds, so cirrus clouds were treated as liquid 

water clouds. In CCM3 the model determines the fraction of 

ice water from the total water according to the environmental 
temperature. We found the difference in OLR between CCM2 
and CCM3 for these cirrus cases to be as large as 16 Wm -2 
(CCM2 > CCM3) when the same amount of liquid water was 
employed in both models. If the optical depth is input instead 
of the liquid water, however, the difference is only 4 Wm -2 
(CCM3 > CCM2). Thus the differentiation of ice clouds from 
liquid water clouds has improved the cirrus results by ---20 
•Vm -2. 

5.2.3. Cloud amount. As shown in section 5.2, the cloud 
amount for thin overcast cirrus clouds as observed from the 

surface differs considerably from the satellite observations 
(Figure 4a). This raises a serious issue with respect to satellite 
versus lidar retrievals, as the nature of cirrus clouds is usually 
spatially inhomogeneous and transient [Mace et al., 1998]. For 
satellite retrievals the threshold criteria using brightness tem- 
perature and visible reflectance of clear skies versus overcast 
skies is difficult to determine. If the threshold temperature is 
too high, then some of the clear pixels will be identified as 
overcast pixels [Minnis et al., 1993]. Conversely, the micropulse 
lidar was reported to have missed many thin cirrus clouds for 
April 1994 (P. Minnis, personal communication, 2000). We 
address this and other issues in section 5.2.4. 

5.2.4. Sensitivity summary. Figure 6a shows the average 
OLR and SDLW biases, relative to the measurements, of the 
CCM3 calculations for high-level clouds with different cloud 
input parameters as listed in Table 1. Recall that for high-level 
clouds the physical cloud top is the satellite-measured cloud 
top, while the optical cloud top is the height of the cloud 
center. For midlevel clouds, however, both refer to the satel- 
lite-measured cloud top. The lidar-measured cloud base height 
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Figure 6. CCM3 CRM sensitivity tests for different cloud input parameters: High-level cloud (Figures 6a 
and 6b) and midlevel cloud (Figures 6c and 6d). 

is used instead of the satellite-measured cloud base height for 
most of the cases summarized in Table 1, since it is regarded to 
be the more accurate of the two. Also, in Table 1, "liq" denotes 
using cloud liquid water measured by the surface microwave 
radiometer, while "opt" refers to the use of the IR optical 
depth measured by the satellite. The average OLR from the 
satellite retrieval for the 16 high-level cloud measurements of 
Figure 4 is 247 Wm -2. The CCM3 calculations for cases a, b, 
and c are 90-100 Wm -2 lower than this (Figure 6a), which is 
obviously caused by employing only cloud liquid water content. 
However, using the observed IR optical depth (cases d and e) 
improves the result significantly, since this includes both liquid 
water and ice contents. The difference between cases d and e 

is •20 Wm -2, which is caused by differences in cloud amount; 
case e employs the surface-measured cloud amount. However, 
when both OLR and SDLW (Figure 6b) are compared to the 
measurements, the satellite-measured cloud amount produces 
a better overall result. Yet we cannot actually conclude that the 
satellite provides better measurements than the lidar, since the 
two cloud amounts have different statistical content. The sat- 

ellite cloud products (cloud amount, OLR, and optical depth) 

are consistent with each other; only the surface fluxes are 
independent measurements. 

Although the satellite retrievals used the plane-parallel, 
nonoverlapping assumption, so that there was no overlap be- 
tween different cloud layers (among high-level, midlevel, and 
low-level clouds), there is no indication as to whether in the 
same satellite layer (which may consist of multiple model lay- 
ers) we should consider overlap or not. The computational 
treatment actually used the maximum overlap assumption, 
since we gave each model layer 100% cloud amount. In cases 
f and g we tried different cloud overlap assumptions. Case f 
uses the nonoverlapping assumption, so that each model layer 
has only a fraction of the total cloud amount. In case g the 
random overlap assumption was used as in the original CCM. 
Figure 6a shows that for cirrus clouds the different cloud over- 
lap assumptions can affect the OLR by as much as 20 Wm -2. 
For midlevel clouds it can also affect SDLW by more than 20 
Wm -2 (Figure 6d). Overall, the random overlap assumption 
seems to be the preferable procedure, although in these cases 
it is close to maximum overlap because for 100% cloud cover 
each model layer has a large cloud fraction. 

Table 1. Input Cirrus Cloud Information for CCM3 CRM 

Case a Case b Case c Case d Case e Case f Case g 

Cloud top physical optical optical optical optical optical optical 
Cloud base satellite satellite surface surface surface surface surface 

Liq/opt a liq liq liq opt opt opt opt 
Cloud amount satellite satellite satellite satellite surface nonoverlap random overlap 

aLiq, cloud liquid water measured by the surface microwave radiometer was used; opt, IR optical depth measured by the satellite was used. 
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Table 2. Cloud Overlap Assumptions for CCM3 CRM 

Case a Case b Case c Case d Case e Case f Case g Case h 

Cloud overlap maximum random 
overlap overlap 

Liq/opt liq liq 

nonoverlap late overlap maximum random nonoverlap late overlap 
overlap overlap 

liq liq opt opt opt opt 

5.3. CCM2-CCM3 Column Radiation Models: All Skies 

The all-sky cases include not only clear and overcast condi- 
tions but also multilayer clouds. The cloud overlap assump- 
tions can result in an uncertainty of 14 Wm -2 for the global 
SDLW and 30 Wm -2 for the regional SDLW when applying 
International Satellite Cloud Climatology Project (ISCCP) 
cloud data to a radiation model [Charlock et al., 1993], so it is 
important that the overlap assumptions be chosen carefully. 
Here we will test different cloud overlap assumptions to de- 
termine which assumption is the best for the CCM2-CCM3 
CRM. 

CAGEX used the nonoverlapping assumption following the 
satellite retrieval method so that the total flux for a grid is 
calculated from separate clear-sky and overcast conditions 
(T. Alberta, personal communication, 1998). If there are 10% 
low-level, 20% midlevel, and 30% high-level clouds, four sep- 
arate calculations are made, and the flux is summed as follows: 
FLUX = 0.1 LOW + 0.2 MID + 0.3 HIGH + 0.4 CLEAR. 

Alternatively, in the CCM2-CCM3 CRM the cloud fraction 
can be incorporated into the cloud emissivity formula for each 
model layer, as in the CCM2-CCM3 general circulation mod- 
els, so there is only one calculation for each grid no matter how 
the clouds are vertically distributed. 

For cases with multiple layers of satellite clouds the non- 
overlapping assumption is used between different cloud layers 
as the satellite has provided separate cloud properties for each 
layer. Within each layer, three overlap assumptions are applied 
to the corresponding model layers: maximum (complete) over- 
lap (case a), random overlap (case b) and nonoverlap (case c), 
as summarized in Table 2. Another test to mimic the pure 
radiation code is to run the code up to 4 times for clear 
conditions and 100% cloud for each cloud layer, then sum up 
the separate fluxes (we refer to this as "late overlap") as is 
done in case d. These cases use the surface-observed cloud 

liquid water amount. The other set of tests (cases e-h) follow 

the same cloud overlap assumptions but with the input of the 
direct IR optical depth. 

The observed cloud liquid water comprises half-hour aver- 
ages, and it differs from the model-defined cloud water path, 
which refers to the cloud water content of the cloud body, so it 
was necessary to recalculate the cloud water path for each 
model layer and with each cloud overlap assumption. If uni- 
form cloud density p is assumed, then 

• APipCLDFRCi = LIQ, (1) 
i 

AQi = APio, (2) 

where LIQ is the observed column liquid water, APi is the 
cloud thickness in pressure units, and A Qi is the cloud liquid 
water path for model layer i. CLDFRCi is the cloud fraction 
which is decided by the satellite cloud amount (CLD/) and the 
cloud overlap assumptions 

Maximum overlap 

CLDFRCi = CLDt, 

Random overlap 

CLDFRC/= 1 - (1 - CLD/) •/•v•, 

Nonoverlap 

CLDFRC/= CLDi/Ni, 

where l refers to the three satellite cloud layers (high, middle, 
and low) and N l is the number of model layers each satellite 
layer occupies. 

The sensitivity results are summarized in Figure 7 and rep- 
resent the average of 154 individual measurements. Clearly, 
the set of cases which utilize the input of cloud liquid water 
(cases a through d) still have larger biases, relative to the 
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bias. 
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Figure $. MODTRAN bias and RMS errors with respect to the choice of different model cloud types. OLR 
(Figures 8a and 8b) and SDLW (Figures 8c and 8d). 

measurements, than for the optical depth input (cases e 
through h) for both OLR and SDLW. The differences resulting 
from the cloud overlap assumptions are larger for the OLR 
(over 20 Wm -2) than for the SDLW (-15 Wm-2). The max- 
imum overlap assumption (case e) results in the maximum 
cloud amount and the minimum cloud water path for each 
model layer, while the nonoverlap assumption (case g) leads to 
the minimum cloud amount and the maximum cloud water 

path. Although these two effects partially compensate each 
other, from Figure 7 it is obvious that the SDLW gradually 
decreases and OLR increases as the cloud amount decreases 

(case g relative to case e), which means that cloud amount is 
more important than cloud water content in affecting the long- 
wave fluxes. It is interesting to note that case h, which consid- 
ers cloud overlap after the calculations, produces the best 
overall results (both OLR and SDLW). 

5.4. MODTRAN3 Radiation Model 

MODTRAN3 provides more flexibility with user-defined 
cloud and optical properties than do the CCM2-CCM3 CRMs. 

Table 3. Properties of the MODTRAN Cumulus- and 
Stratus-Type Model Clouds 

Cloud Cloud Type 

0.55/.rm Column 
Thickness, Base, Extinction, Amount, 

km km km- • km g m -3 

i cumulus 2.34 
2 altostratus 0.60 
3 stratus 0.67 

4 stratus/stratocumulus 1.34 
5 nimbostratus 0.50 

0.66 92.6 1.6640 
2.40 128.1 0.3450 
0.33 56.9 0.2010 
0.66 38.7 0.2165 
0.16 92.0 0.3460 

It allows users to choose from five internal cumulus and stratus 

cloud models and two cirrus models. It is also possible to 
modify the default cloud with user input cloud extinction and 
absorption coefficients at certain wavelengths. The cloud pro- 
file, including cloud base, thickness, and cloud liquid and ice 
water amounts can also be modified with a custom set of 

optical parameters. The bulk properties observed from various 
instruments for the CART site include cloud height informa- 
tion, visible and infrared optical depth, and column liquid 
water. Since these variables alone cannot determine what kind 

of cloud it is, and there are no direct measurements of detailed 
optical properties, the best way to describe the real cloud in the 
model is to input as many observed variables as possible and 
choose from model defaults for those unknown quantities. In 
this case, we specify the cloud height and column liquid water 
using observations and choose the optical parameters from the 
default models. Although optical depth is not a direct input 
parameter, it is used to compute the extinction coefficient to- 
gether with the cloud thickness, so that in equivalence, the cloud 
optical depth in the model is constrained by the observations. 

Figure 8 shows the bias and RMS errors of the MODTRAN3 
calculations for the 46 one-layer overcast satellite cloud cases 
during the April 1994 IOP with different default cloud optical 
properties. Cases 1-5 represent five default cloud types for 
which the observed cloud liquid water was used as input to the 
model, and the properties of these cloud types are listed in 
Table 3. In case 6 the cirrus cloud type was chosen for clouds 
higher than 6 km, while a stratus/stratocumulus cloud (type 4) 
was chosen for other clouds. Cases la-6a repeat the cloud 
types, but adjust the extinction coefficient so as to be con- 
strained with the observed IR optical depth. The large bias 
errors of SDLW and OLR for cloud type 1 indicate that cu- 
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Figure 9. Comparison of the four models to measurements for overcast skies: OLR (Figures 9a-9d) and 
SDLW (Figures 9e-9h). See text for an explanation of cloud input parameters. 

mulus clouds are not the typical cloud type for spring in Okla- 
homa. Using stratus cloud types 2, 3, and 4 produces consid- 
erably better results. The large RMS error for OLR is also 
improved by employing the observed optical depth. 

Figure 9 compares the MODTRAN3 cloud (with assumed 
stratus cloud type, case 3a) calculations to the other three 
models. The bias and RMS errors are for all 46 overcast cloud 

cases, and the calculations using the Fu-Liou code are the 
same CAGEX calculations as shown in Figures 3a and 3d. The 
CCM2-CCM3 calculations employ the case d input parameters 
from Table 1, in contrast to the case a parameters used in 
Figure 3. The MODTRAN3 calculations give the best overall 

estimates of both OLR and SDLW, although the Fu-Liou 
model and the CCM3 CRM are both in quite reasonable 
agreement with the measurements. An interesting point is that 
the 7 Wm -2 difference between the CCM3 and Fu-Liou OLR 

biases (Figure 9c versus 9a) coincides, as discussed in section 3, 
with the fact that cloud scattering'causes a 6 Wm -2 reduction 
in OLR within the Fu-Liou model [Fu et al., 1997]. 

6. Summary and Discussion 
Data taken at the Atmospheric Radiation Measurement 

Program's central facility in Oklahoma and processed as part 
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of the Clouds and the Earth's Radiant Energy System- 
Atmospheric Radiation Measurement-Global Energy and 
Water Cycle Experiment (CAGEX) project Oklahoma [Char- 
lock and Alberta, 1996], have been used to validate the top-of- 
the-atmosphere and surface longwave radiative fluxes for two 
widely used radiation models: the Column Radiation Model 
from the National Center for Atmospheric Research Commu- 
nity Climate Model (CCM) and the Moderate Resolution 
Transmittance (MODTRAN3) radiation code. For complete- 
ness we have also included in these comparisons the CAGEX- 
computed fluxes using the Fu-Liou radiation model [Fu and 
Liou, 1992]. 

The clear-sky results show some systematic underestimates 
of SDLW and overestimates of OLR for all models. However, 
one should not conclude that the models actually underesti- 
mate the greenhouse (SDLW minus OLR) effect, since we 
cannot exclude the possibility of insufficient input of absorbing 
gases. For example, the upper atmospheric water vapor is 
highly suspect. 

For overcast skies an important issue to resolve when using 
a point-to-point radiative transfer model to represent a grid- 
averaged atmospheric state and radiative fluxes is to correctly 
collocate the various measurements taken from the satellite 

instruments, the surface instruments, and the sounding pro- 
files. The TOA-surface collocation problem, in terms of cloud 
measurements, was illustrated using cloud amount and base 
height as measured both by the satellite and from the surface. 
Results from this study show that the cloud parameters taken 
from satellite spatial averages and surface temporal averages 
have large discrepancies when considered case by case. More- 
over, a crucial mistake in using the surface microwave radiom- 
eter to measure cloud liquid water content is that this biases 
the cirrus cloud measurements, since the microwave radiome- 
ter cannot measure ice water content. Conversely, the satellite 
retrievals of IR optical depth (which includes both liquid and 
ice water content) are very useful, not only in their large area 
coverage, but also for more accurate high cirrus cloud infor- 
mation. On the other hand, the satellite technique has its own 
limitations, such as poor treatment of multilayer clouds. 

In order to apply satellite cloud amount to the models a 
cloud overlap assumption is necessary. Different overlap as- 
sumptions can result in differences in OLR and SDLW of the 
order of 15 and 20 Wm -2, respectively, for the April 1994 IOP 
alone. Thus more accurate cloud profiling and overlap infor- 
mation are highly desired for this purpose. In addition, radar 
and aircraft have the potential to provide three-dimensional 
cloud geometry information. 
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