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ABSTRACT

Due to cloud heterogeneity and the nonlinear dependence of albedo on cloud water content, the average albedo
of a cloudy scene found by calculating the albedo of independent pixels within the scene tends to be different
from the albedo calculated using the average cloud water in the scene. This difference, termed the plane parallel
albedo bias (PPH bias), which has previously been estimated from limited case studies, is evaluated here for
the first time using an extensive set of Advanced Very High Resolution Radiometer data over oceanic scenes.
This dataset yields visible PPH biases that range from 0.02 to 0.30, depending in part on the size of the scene,
the viewing–illumination directions, and the assumptions made retrieving cloud optical depths.

The PPH biases increase when atmospheric effects are accounted for but are relatively insensitive to as-
sumptions about cloud microphysics. Due to the limitations of a one-dimensional retrieval, they tend to increase
with solar zenith angle and to be larger in the backscattering than the forward scattering direction. Placed in
the context of those general circulation models that do not provide subgrid-scale information on cloud amount,
these biases are even larger. PPH biases in the broadband-reflected shortwave flux from general circulation
models are estimated to exceed 30 W m22, typically requiring the introduction of a compensatory bias in the
model’s treatment of cloud water content.

The resolution of the satellite sensor and the averaging/sampling of the satellite substantially influences the
calculated PPH bias. The authors find a significant drop in albedo bias (;0.02–0.05) when averaging/sampling
original local area coverage (LAC) data to global area coverage (GAC) resolution or when Landsat data were
averaged to LAC resolution. These results, along with stochastic simulations of internal LAC pixel variability
indicate that the bias discrepancies among variable resolution satellite data are mostly due to the neglect of
subpixel cloud fraction, which makes clouds appear thinner than they actually are.

1. Introduction

It is well known to GCM modelers that unmodified
use of the mean cloud optical depth in a typical GCM
grid cell tends to overestimate the albedo. Thus the con-
ventional GCM assumption that clouds are horizontally
homogeneous on scales of ;100 km forces the modi-
fication of cloud water amounts to unrealistically low
values (Harshvardhan and Randall 1985; Cahalan et al.
1994a; Barker 1996) in order to match the observed top
of the atmosphere (TOA) albedos.

The reason for this overestimate is found in the non-
linear dependence of albedo on optical depth, which is
illustrated in Fig. 1a for the case of spherical albedo
(i.e., albedo integrated over solar zenith angle), for the
water droplet phase function used in International Sat-
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ellite Cloud Climatology Project (ISCCP) retrievals.
The convex nature of the albedo curve implies, for ex-
ample, that for the simplest case of an optical depth
distribution consisting of only two values, the average
of the albedos corresponding to the two optical depths
is smaller than the albedo corresponding to mean optical
depth. This conclusion can be extended to any optical
depth distribution and is demonstrated in Fig. 1a for
distributions generated with Cahalan et al.’s (1994a)
fractal ‘‘bounded cascade’’ model. These distributions
have mean optical depth indicated by the abscissa and
ratio of mean to standard deviation equal to 1.07. The
two curves of the figure correspond to the plane parallel
homogeneous (PPH) albedo, found from the mean op-
tical depth of the distribution and the so-called inde-
pendent pixel (IP) albedo found by averaging the al-
bedos of individual cloudy pixels of the distribution.
Inasmuch as these individual albedos are accurate, the
IP albedo is a close representation of the average albedo
of the scene from which the distribution is drawn, but
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FIG. 1. (a) PPH and IPA visible spherical albedos for the ISCCP water droplet model as a function of the mean of 4096-long optical depth
strings generated with the bounded cascade model of Cahalan et al. (1994a). (b) PPH and IPA visible spherical albedos for both the droplet
and crystal ISCCP phase functions for the same strings used in (a), but as a function of effective optical depth (1 2 g)t .

the PPH albedo found from the true mean optical depth
is always greater than or equal to the IP albedo.

As conventionally defined, the IP albedo involves
only one-dimensional, plane parallel calculations. That
is, the individual pixels of the cloudy atmosphere are
treated as plane parallel slabs and without any net hor-
izontal flux of radiation between pixels. This means that
the spatial arrangement of pixels is irrelevant (Stephens
1985), and no account is taken of any of the effects of
3D morphology. While the IP albedo seems reasonably
accurate for some extended cloud layers (Cahalan et al.
1994b), its general accuracy remains debatable, and
three-dimensional cloud effects may clearly dominate
at high spatial resolution (Marshak et al. 1995a; Mar-
shak et al. 1995b). However, such considerations go
beyond the scope of this study, which addresses the
difference between the PPH and IP albedos, termed the
PPH albedo bias, over scales comparable to those of
climate models.

Some limited measurements of the PPH bias have
been made. Cahalan et al. (1994a) used surface micro-
wave radiometer measurements during the First ISCCP
Regional Experiment (FIRE) to infer liquid water path
and found that the PPH bias varies diurnally with an
overall value of 0.09. By extrapolating this result to
global scales they estimated that the assumption of ho-
mogeneous stratiform marine clouds everywhere can
easily cause model errors of ;8% in the global plan-
etary albedo. Cahalan et al. (1995) showed plots of the
mean diurnal variation of albedo bias weighted by cloud
fraction (their ‘‘fractal structure bias’’) during the At-
lantic Stratocumulus Transition Experiment (ASTEX),
which was also inferred from ground-based microwave
radiometry. They found that the PPH albedo bias over
the cloudy portion was larger in ASTEX than in FIRE
due to more complicated cloud structures in the Azores
region during the summer. Barker et al. (1996) also

provided estimates of the PPH albedo bias for 45 Land-
sat scenes containing marine boundary layer clouds.
They found overall PPH albedo biases of 0.03 for over-
cast Sc scenes, 0.087 for broken Sc scenes, and 0.094
for scattered Cu scenes.

Cahalan et al. (1994a) comprehensively described
how the albedo bias varies with the mean, variance, and
higher-order moments of the optical depth distribution,
and how bias estimates and corrections are simplified
when the first two logarithmic moments of t are con-
sidered. They also showed how the relative albedo bias
(defined as the ratio of the PPH albedo bias to the PPH
albedo) depends on solar zenith angle and single-scat-
tering albedo. The bias is small for thin clouds because
of the linearity of the albedo curve at small optical
depths and also for very thick clouds because of albedo
saturation (see Fig. 1a). Maximum PPH albedo bias val-
ues therefore occur for intermediate values of optical
depth. Cahalan et al. (1994a) found that, except for thin
clouds, the relative bias decreases as the sun moves
toward the horizon (since each pixel becomes more re-
flective) and that the bias decreases more rapidly for
thick clouds when scattering is nonconservative.

Our goal in this study is to extend the above examples,
which were limited to specific cases, to a more extensive
satellite dataset that is statistically more representative
of the range of albedo bias and to place greater emphasis
on the step that precedes the albedo bias calculations,
namely, on the factors that determine the probability
distribution functions (PDFs) of optical depth. We ex-
amine, for example, how the mean and variance of the
retrieved PDFs depend on the method used to retrieve
optical depth, the viewing–illumination geometry, the
data resolution, etc. We focus on absolute (as opposed
to relative) albedo bias since it is this quantity that is
most directly linked to errors in solar energetics.

The next section describes the dataset used, our meth-
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FIG. 2. Normalized frequency of occurrence of pixels with solar
zenith angle within 58 bins for the different segments of the AVHRR
scan line.

odology, and assumptions. Section 3 shows the mag-
nitude of albedo bias as a function of region size and
describes its dependence on various assumptions and
the viewing–illumination geometry. Section 4 examines
the effects of data resolution, while section 5 considers
the biases from a GCM’s perspective by examining grid-
box-averaged albedo biases. We conclude with a sum-
mary and discussion in section 6.

2. Dataset and methodology

An extensive AVHRR local area coverage (LAC) da-
taset (1.1-km resolution at nadir) from the NOAA-11
satellite was used in this study. The data were spatially
restricted to a large region of the Atlantic Ocean from
98 to 458N and 198 to 588W, and covered the period
August–October 1993 with only a few missing days.
Since a complete AVHRR scan line (2048 pixels) was
rarely confined within this region, only 300-pixel long
segments centered around nadir (viewing zenith angles
;08–98), the middle of the two half-scanlines (;228–
428), or the edges of the scanline (;468–698) were re-
quired to belong to the above domain. This approach
maximizes the data available for analysis (it provided
a total 1.5 3 108 pixels; 3 3 107 pixels near nadir) and
facilitates detection of systematic t and PPH bias dif-
ferences among the various geometries. Each collection
of consecutive scan line segments along the satellite
path for a particular day was treated as a distinct data
file (‘‘scene’’) in the albedo bias calculations. In the
following, the segments will be referred to as ‘‘nadir’’
‘‘fsmv’’ (forward scattering, medium views), ‘‘fsov’’
(forward scattering, oblique views), ‘‘bsmv’’ (backward
scattering, medium views), and ‘‘bsov’’ (backward scat-
tering, oblique views). The relative frequency of oc-
currence of solar zenith angles for each segment is
shown in Fig. 2.

The calibration coefficients needed to convert channel
1 (Ch1; 0.63 mm) and channel 2 (Ch2; 0.86 mm) 10-
bit counts to radiances were calculated following Teillet
and Holben (1994) using updated tables for the period
of interest (Di Girolamo 1995, personal communica-
tion). Clear and cloudy (assumed to be overcast) pixels
were identified using the predetermined clear sky thresh-
old (PCST) method of Di Girolamo and Davies (1995),
which is a threshold method based on modeled varia-
tions of channel 2 reflectance over the ocean as a func-
tion of viewing and illumination geometry. Pixels that
could have been affected by sun glint were also required
to be ‘‘cold enough.’’ That is, their channel 4 brightness
temperature had to be at least 7 K lower than the central
value of the warmest 2-K-wide bin of the scene (pro-
vided it had least 1000 pixels). The retrieval of channel
1 cloud optical depth was accomplished with the aid of
look-up tables constructed with the DISORT program
of Stamnes et al. (1988), which is based on the discrete
ordinate method solution of the radiative transfer equa-
tion. The C.1 water cloud model of Deirmendjian (1969)

(effective radius re 5 6 mm and asymmetry factor g 5
0.855) was used (unless otherwise stated), clouds were
assumed to occur in single layers and pixels to be ra-
diatively independent (i.e., pixel radiance depends only
on local pixel optical depth). Two kinds of radiance
look-up tables were constructed: in the first, all atmo-
spheric effects were neglected; in the second, scattering
and absorption by the gases and aerosols of a standard
maritime atmosphere were included by inverting 0.63-
mm transmittances generated with LOWTRAN 7 (Knei-
zys et al. 1988). As discussed by Loeb (1992), use of
monochromatic instead of narrowband (i.e., integrated
over Ch1 response function) calculations introduces
only a minimal error (;3%). The albedo of the ocean
surface was assumed to depend on solar zenith angle in
the manner depicted by Masuda (1991). A more detailed
account of the optical depth retrieval procedure is pro-
vided by Oreopoulos (1996).

The retrieval method described above is conventional
(e.g., Rossow and Schiffer 1991; Harshvardhan et al.
1994; Loeb and Davies 1996), and satisfies our objective
of obtaining a first-order correction to the PPH albedo,
bringing it closer to the IP albedo. Given the lack of
detailed information on the atmospheric state, there may
be errors in such an approach that are hard to assess.
Where the errors are correlated, they will tend to cancel
when the IP and PPH albedos are differenced to obtain
the PPH bias. However, the accuracy of the IP albedo
itself is limited by the potential influence of three-di-
mensional cloud morphology, ice crystal phase function,
and multilayered cloud effects, and additional correc-
tions will be appropriate in the future once these issues
are better understood. Pixel albedos for the retrieved
optical depths were also calculated at 0.63 mm from
look-up tables constructed with DISORT. The PPH al-
bedo bias B of a region was calculated from
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FIG. 3. Average channel 1 (Ch1) cloud albedo bias from Eq. (2)
as a function of region size when no atmospheric effects are included
in the optical depth retrieval algorithm (no atm), when atmospheric
effects are considered for optical depth retrievals only (atm), and
when atmospheric effects are considered for both optical depth re-
trievals and albedo calculations (2atm). Also shown are the cases
where optical depths are set to a value of 100 in all albedo calculations
whenever t . 100 for the no atm and atm datasets.

FIG. 4. Average Ch1 cloud optical depth as a function of solar
zenith angle derived from the pixel-level values for the cases of a
C.1 cloud model with (C.1 atm) and without (C.1) atmospheric effects
included in the retrieval, the case of Loeb’s (1992) microphysical
model no2 (NLm2), and the case where LAC radiances are degraded
to GAC resolution (C.1 GAC).

N

R (t u )O n n, 0
n51B 5 R(t , u ) 2 , (1)0 N

where t 5 t n)/N is the mean optical depth of theN(Sn51

region (computed from the N cloudy pixels of the re-
gion), R is the plane parallel albedo, and u0 is the solar
zenith angle (which varies very little within the region).
The first term in the rhs of (1) is the PPH albedo and
the second term the IP albedo. We calculated B for
regions of different size, namely, arrays of (50)2, (100)2,
(150)2, (200)2, (250)2, and (300)2 pixels corresponding
to areas of (55)2, (110)2, (165)2, (220)2, (275)2, and
(330)2 km2 at nadir, respectively. Note that the same
number of pixels corresponds to areas of different size
at off-nadir views. With the exception of section 3c.(2),
all results are from the nadir dataset.

3. Effects of assumptions and geometry

a. Atmospheric effects

Figure 3 shows the average albedo bias for the nadir
segment as a function of region size, calculated from

M

BO m
m51B̂ 5 (2)

M

where M is the number of regions of given size that
contain some cloud and Bm is calculated from Eq. (1).

We distinguish between three methods of calculating
the PPH biases: ‘‘no atm’’ ignores the effects of the
atmosphere above the cloud top on both the retrieval of
cloud optical depth and the calculation of the bias;
‘‘atm’’ includes the effect of the atmosphere above the
cloud in the retrieval of cloud optical depth and then
calculates the PPH bias at the cloud top; ‘‘2 atm’’ is
similar to atm but calculates the PPH bias at the top of
the atmosphere, including the effects of the atmosphere
above the cloud on radiation reflected by the cloud. The
cloud is assumed to extend vertically from 2 to 3 km
in a standard maritime LOWTRAN 7 atmosphere for
both the atm and 2 atm cases. The PPH biases for the
atm and no atm are thus for a cloud in a ‘‘vacuum’’
above a black surface (as in Cahalan et al. 1994a; Barker
et al. 1996).

The biases for both no atm and atm cases show the
expected upward trend, as clouds are assumed to be
homogeneous over progressively larger scales, but the
atm bias is significantly higher than the no atm bias,
suggesting that the effects of the atmosphere are not
entirely eliminated when albedo differences are taken.
This can be explained with the aid of Figs. 4 and 5,
which show that the two prime factors that control the
bias, the mean and the variance of optical depth, are
significantly higher in the atm case. Both increases are
interrelated and can be understood by plotting nadir
radiance as a function of cloud optical depth from the
DISORT look-up tables (Fig. 6). The atmosphere be-
comes a net attenuator at Ch1 wavelengths when its
effect is included between a reflecting surface (cloud)
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FIG. 5. Average Ch1 variance of logt as a function of region size
for the four cases depicted in Fig. 3. Here, logt was calculated within
each region from the cloudy pixel values and then averaged as in
Eq. (2).

FIG. 6. Ch1 nadir radiance as a function of cloud optical depth for
various solar zenith angles. The data are taken from the DISORT
look-up tables. Solid curves are calculations with no atmospheric
effects, while dotted curves include atmospheric effects.

and a sensor. This is because of ozone absorption (e.g.,
Saunders and Edwards 1989) and also molecular and
aerosol scattering for sufficiently bright clouds (Hanan
et al. 1995). For the solar zenith angles of the nadir
segment (Fig. 2) this occurs mainly when t . 10. When
accounting for atmospheric attenuation, larger cloud op-
tical depths are needed to match the observations. Ac-
counting for atmospheric effects also increases the ap-
parent variability of the cloud optical depth fields. This
again can be explained with the aid of Fig. 6. First, the
atm curves have reduced curvature compared to the no
atm curves, so that a greater t difference corresponds
to the same radiance difference. Second, more optical
depths of the atm compared to the no atm category are
located at the flat segment of the radiance curves where
the sensitivity to radiance changes is the largest. Note
also that the radiance change with optical depth becomes
progressively smaller as solar zenith angle increases, so
the differences in optical depth and variance between
no atm and atm are expected to be more prominent at
low Sun.

The magnitude of the PPH biases shown here implies
large errors in TOA energetics for the homogeneous
cloud assumption. At the scale of (55 km)2 the bias is
of the same order as that found by Barker et al. (1996)
for broken Sc and scattered Cu (58 km)2 scenes. How-
ever, a large contribution to the albedo bias comes from
pixels with t . 100. As discussed in section 3c.(1),
very large optical depth values are occasionally re-
trieved when u0 $ 658. When an upper limit of 100 is
imposed to the optical depth values (this affected ;2.5%
of the pixels for the no atm and ;4% for the atm da-

taset), the albedo biases drop substantially (Fig. 3 ‘‘t
# 100’’), especially for the large region sizes. The rea-
son is that limiting the optical depth significantly affects
the mean optical depth value of a region, and hence its
PPH albedo, but has only minimal effect on the IP al-
bedo since pixel albedo is already near saturation at t
ø 100.

Interestingly, when atmospheric effects above the
cloud are also included in the albedo calculations
(curves 2atm of Fig. 3)—that is, when the albedo bias
refers to the TOA and not the cloud top—the attenuation
effects of the atmosphere bring the bias down to values
slightly above the no atm case. Also note that the av-
erage biases weighted by regional cloud fraction Ac 5
Ncld/N (Ncld 5 number of cloudy pixels, N 5 total num-
ber of pixels in the region), namely,

M

A BO cm m
m51B̂ 5 , (3)CF M

AO cm
m51

are qualitatively very similar to the biases of Fig. 3 (they
are about 0.01 smaller) and are not shown.

b. Cloud model

Platnick and Valero (1995) and Han et al. (1994) have
shown that AVHRR channel 1 reflectances are relatively
insensitive to the effective cloud drop radius (re) of the
assumed cloud model. In this section, we examine
whether the expected insensitivity of the albedo bias to
cloud microphysics (for water clouds) is consistent with
our calculations. We test this by comparing the results
for the C.1 cloud model, which has re 5 6 mm, with
the results for Loeb’s (1992) cloud model 2 (NLm2),
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FIG. 7. Average Ch1 albedo bias from Eq. (2) as a function of re-
gion size for three of the cases of shown in Figs. 3 and 4.

FIG. 8. Average variance of Ch1 logt , for both the atm and no
atm cases, and average Ch1 standard deviation of the raw measure-
ments as a function of solar zenith angle, for (165 km)2 areas.

which has re 5 12 mm. The proximity of the two bias
curves in Fig. 7 (they differ by less than 0.01) comes
as no surprise since the mean optical depth and vari-
ability values are almost identical, as shown in Figs. 4
and 5. The similarity of the retrieved t fields for the
two microphysical models is due to the conservative
nature of scattering at visible wavelengths whereby
changes in effective radius can influence cloud reflec-
tance only via changes in the phase function. The phase
functions of the two cloud models (not shown) are very
similar (g 5 0.855 for the C.1 model and g 5 0.865
for the NLm2 model). Had an ice crystal phase function
with smaller asymmetry parameter been used (Takano
and Liou 1989; Mishchenko et al. 1996), the retrieved
t values would have been smaller, but (given our ex-
tensive sampling of scattering angle) the distributions
of effective optical depth (1 2 g)t would have been
similar to those for a droplet model. Figure 1b shows
that the effects of cloud microphysics on albedo are
second order, provided the albedo is calculated using
the effective optical depth, and consequently there is
little change in the bias calculations, irrespective of
whether the clouds are liquid or ice. However, while
microphysics is relatively unimportant when PPH biases
are calculated from the inversion of visible radiance
measurements, it has a stronger influence when optical
depths are inferred from measurements of water path W
using t 5 3W/2rre (as in Cahalan et al. 1994a).

c. Geometric effects

1) SOLAR ZENITH ANGLE

Figure 4 showed that the retrieved cloud optical depth
varies systematically with solar zenith angle for near-

nadir observations. Despite the uneven sampling of solar
zenith angle (Fig. 2), the increase in optical depth is too
systematic to be fortuitous. Loeb and Davies (1996)
observed the same behavior in coarser-resolution ERBE
data and explained it by noting that the nadir reflectance
was sensitive to both side illumination and nonflat cloud
tops, neither of which are accounted for by the current
1D retrieval of optical depth. Figure 8 shows that the
average variance of logt also increases with solar zenith
angle despite the decrease in the average standard de-
viation of the Ch1 raw measurements. The results plot-
ted in Fig. 8 are for (165 km)2 (i.e., 150 3 150 pixels)
areas, but similar behavior is also noted for the other
areas. The increase in average logt variance with sun
angle appears to be the outcome of interpreting observed
radiances with plane parallel models (Fig. 6): since rel-
atively large t values are retrieved at low sun and since
the radiance curve is flat under these conditions, even
small radiance (I) increments can lead to large increases
in retrieved optical depth. In other words dt at low sun
is larger than dt at high sun for the same dI.

Given the trends of Figs. 4 and 8, the general increase
in PPH bias with sun angle (Fig. 9) is not surprising.
The upward trend, however, ends before the last solar
zenith angle bin because large optical depths, with sat-
urated albedos, are very frequently retrieved at the most
oblique angles. The behavior shown in Fig. 9 for (165
km)2 areas is also observed for the other areas and is
due to the fact that the albedos are calculated at the
same solar zenith angles at which the optical depths are
retrieved. When the PPH biases of the current optical
depth distributions are calculated at arbitrary solar ze-
nith angles, the angle dependence is different. This is
shown in Fig. 10, where the average PPH bias is plotted
for the full range of solar zenith angles. The albedo bias
shows a tendency of slight increase up to about 558 for
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FIG. 9. Average (165 km)2 Ch1 cloud albedo bias as a function of
solar zenith angle for three of the cases shown in Fig. 4.

FIG. 10. Average Ch1 cloud albedo bias as a function of solar
zenith angle for (165 km)2 areas, when albedos are calculated for the
full range of solar zenith angles (and not only for the angles at which
the optical depths are retrieved). The three cases shown are the same
as in the previous figure.both the no atm and atm cases and a fast drop after

about 708 due to the rapid brightening of pixels at
oblique sun. Figure 10 does not, of course, depict the
universal dependence of cloud albedo bias on solar ze-
nith angle, but the specific dependence corresponding
to the present AVHRR optical depth distributions.

A ‘‘spherical’’ PPH bias can be obtained by inte-
grating the biases plotted in Fig. 10 over the complete
range of solar zenith angles, namely,

1

ˆB 5 2 m9B(m9) dm9. (4)E
0

These albedo biases differed by less than 0.005 from
the directional albedo biases plotted in Fig. 3 for all
cases and region sizes.

2) VIEWING ANGLE AND RELATIVE AZIMUTH

Examination of the different view angle segments of
the data shows (Fig. 11a) a systematic increase in PPH
bias from oblique forward scatter to oblique backscatter,
with the average bias increasing with region size for
each segment. This behavior is consistent with a similar
increasing trend in the variance of logt from forward
to backward scatter.

This behavior is probably due to the solar zenith angle
sampling within each segment (Fig. 2). Clearly, the
backscattering segments are associated with larger solar
zenith angles than the forward-scattering segments. The
saturation of albedo expected at the most oblique sun
angles does not appear to compensate for the general
increase in the frequency of optical depths belonging to
the high curvature segment of the R(t) curve and the
apparent increase in variability. Note that due to uneven

solar angle sampling it was unclear whether each seg-
ment had its own solar zenith angle range in which
optical depths increased with u0 in a manner similar to
the nadir case. For example, it was found that at the
very large (backscattering) and relatively small (forward
scattering) solar zenith angles, the mean optical depth
of the oblique view segments did not follow the mono-
tonic increase shown in Fig. 4.

Subsequently, we attempted to remove the effect of
solar zenith angle in the segment comparison by se-
lecting solar zenith angle bins where each segment had
at least 106 pixels. Only two bins satisfied this criterion,
558–608 and 608–658. Figure 12 shows the results for
150 pixel 3 150 pixel arrays. The average bias and
logarithmic variance of the 558–608 bin follow the same
increasing trend as the all-angle results of Fig. 11. How-
ever, there is significant sampling bias: the bsov results
are based on only 54 arrays with the standard deviation
of the mean reaching 0.02, while standard deviations
for the other segments are at least three times smaller.
The other bin, which has more uniform sampling (the
standard deviation of the mean is always below 0.008),
shows the expected increase in apparent uniformity with
view angle (Davies 1994) only for the backscattering
direction. Thus, from these results it is not possible to
be conclusive on view angle dependence. In addition to
radiance inversion with plane parallel models, sampling
problems, possible ice cloud contamination, and pixel
area expansion make a comprehensive interpretation dif-
ficult. The only clear tendency revealed by the off-nadir
plots is that in the backscattering direction average bi-
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FIG. 11. (a) Average Ch1 no atm PPH bias calculated from Eq. (2) for the various segments of the AVHRR scan line as a function of
region size in pixels. (b) As in (a) but for the variance of logt .

FIG. 12. Average Ch1 no atm PPH bias (solid curves) and variance of logt (dashed curves) as a function of position on the AVHRR scan
line for 150 pixel 3 150 pixel arrays and the two solar zenith angle bins shown in the legend.

ases are higher than those at nadir and the forward-
scattering direction.

When area expansion with view angle is taken into
account, fewer pixels are needed at off-nadir views to
cover the same area as the corresponding nadir pixel
arrays (Frulla et al. 1995). Using the pixel width and
length expansion data of Oreopoulos (1996), we com-
puted the bias from Eq. (2) for regions composed of the
appropriate number of pixels along both the scan line
and the satellite swath so as to preserve the nadir areas
while maintaining their square shape. Substantial
changes (decreases) in both PPH bias and logarithmic
variance compared to the corresponding equal pixel ar-
ray values occurred only for the oblique view segments

(not shown). The bsov segment was influenced the most
and its values actually dropped below those of the bsmv
segment. The drop in these segments takes place be-
cause of the significant change in the number of pixels
contributing to the variability within each region (pixel
area increases by a factor ;10 at the edges of the scan-
line).

4. Resolution effects

If the resolution of the satellite measurements affects
retrieved fields of optical depth to a significant extent,
it should also affect the albedo bias estimates. Intuitive-
ly, we expect the apparent variability of cloud fields to
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TABLE 1. Specifications for the six Landsat scenes used in this study.

Scene Date Lat/Lon (8) Time UTC u0 Cloud type

12
38
39
40
43
49

2 Aug 1985
30 Jun 1990
4 Jul 1990
5 Jul 1990
8 Jul 1990

14 Jun 1992

32.738N/121.458W
33.198N/21.428W
33.198N/15.268W
36.068N/25.278W
33.188N/33.818W
33.188N/16.758W

1810
1129
1104
1146
1218
1115

328
288
288
298
288
328

Solid Sc
Scattered Cu
Solid Sc
Scattered Cu
Broken Sc
Scattered Cu

be smaller when they are observed with coarse-reso-
lution sensors or when high-resolution measurements
are degraded to lower resolution. Furthermore, mean
optical depth values may also be affected by the reso-
lution of the satellite data because pixels are commonly
assumed to be homogeneous. First, the neglect of sub-
pixel cloud fraction introduces underestimates of cloud
optical depth, which grow with pixel size, since larger
pixels are more often partially cloudy. The lower values
of optical depth retrieved in this case are explained by
the reduction in the average reflected radiance from the
clear portion of the pixel (‘‘cloud fraction effect’’). Sec-
ond, the radiance from the cloudy portion of the pixel
has a nonlinear dependence on optical depth (Fig. 6),
so that inversion of the average cloudy radiance does
not give the mean cloud optical depth of the pixel, but
some lower value (‘‘nonlinear averaging effect’’). This
effect, of course, applies even to overcast pixels and is
also expected to increase with pixel size since cloud
inhomogeneity is likely to be greater for larger pixels.

This section examines the PPH bias for resolutions
both coarser and finer than LAC. To study the effects
of reduced resolution, the LAC data are degraded to the
global area coverage (GAC) resolution, a standard used
for storage of global AVHRR datasets. Two different
methods are used to compare biases from LAC and high-
er resolution measurements: 1) high-resolution Landsat
scenes are assumed to be viewed by the AVHRR in-
strument, and 2) the resolution of LAC is enhanced by
a factor of 4 with the aid of a stochastic method that
uses the observed slope of the radiance power spectrum
at small scales.

a. LAC versus GAC

Ch1 and 2 LAC counts for the nadir segment were
reduced to GAC resolution by averaging 4 out of 5
pixels along the scan line for every third scan line. Pixel
homogeneity was then invoked again, and the PCST
thresholds were used to classify GAC pixels into clear
and overcast. Optical depth retrieval and albedo bias
computations remained as before. The average albedo
bias for GAC as a function of region size is shown in
Fig. 7. There is a substantial drop (ø0.02–0.05) in the
computed albedo bias compared to LAC. This is the
combined effect of the reductions in retrieved optical
depth (Fig. 4) and logarithmic variance (Fig. 5).

b. Landsat versus LAC

Six Landsat scenes containing marine boundary layer
clouds (three scattered Cu, one broken Sc, and two over-
cast Sc) were available for analysis (see Table 1). Each
scene consisted of (2048)2 28.5 m pixels. The names of
the scenes follow Harshvardhan et al. (1994). Reflec-
tance thresholds for pixel classification were set with
the aid of image processing software (Di Girolamo
1995, personal communication). Optical depths at 0.83
mm were computed in a manner similar to that of
AVHRR, and the NLm2 cloud model was used with no
atmospheric effects included in the retrieval (as in
Harshvardhan et al. 1994). Analysis was simplified by
the fact that the thematic mapper (TM) radiometer
aboard the Landsat satellite observes at nadir. However,
one should also be conscious of the problems inherent
in the analysis of this high-resolution dataset: first, the
TM radiometer, which was not designed to observe
clouds, has a low dynamic range (saturates easily); and
second, the IPA, which is invoked in the optical depth
retrievals, is probably not valid at such small scales.
Discussion on the latter problem can be found in Barker
(1996), Marshak et al. (1995a,b), and Oreopoulos
(1996). To simulate LAC measurements, we averaged
the radiances of 40 3 40 pixel arrays and proceeded to
pixel classification and optical depth retrieval as before
(assuming again LAC pixel homogeneity).

Reduction to LAC resolution had a significant impact
in four of the six scenes (Fig. 13): The overcast stra-
tocumulus scenes (12 and 39) were quite homogeneous
and their albedo biases remained almost unchanged. On
the other hand, the assumption of pixel homogeneity
for the simulated LAC data made the broken clouds
appear much thinner and drastically reduced their albedo
bias. Scene 43 is very heterogeneous with thicker clouds
than the Cu scenes and is the only one with albedo bias
at LAC resolution comparable to that shown in Fig. 3
for the (55 km)2 area size. The large increase in the
cloud fraction of the Cu scenes upon reduction to LAC
resolution (shown in Oreopoulos 1996) implies that the
substantial drop in PPH bias is mainly due to the cloud
fraction effect. This conclusion is also supported by
estimates of the average PPH bias within simulated LAC
pixels, which does not exceed 0.01 for any scene (as
shown in Oreopoulos 1996). Since broken marine
boundary layer clouds are usually intermittent and have
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FIG. 13. The 0.83-mm cloud albedo bias for six of the Landsat
scenes in Harshvardhan et al. (1994) at the original TM resolution
(28.5 m) and when the data are degraded to LAC resolution.

FIG. 14. Ensemble-averaged 1D power spectrum for the Ch1 counts
of the nadir dataset. Due to the use of the fast Fourier transform
algorithm only 256 pixels centered at the subsatellite point were used
per scan line. To convert from wavenumber to length (in km) simply
use 256 3 1.1/k.

cell sizes smaller than LAC pixels, the results shown
here probably represent the upper limit of bias reduction
upon resolution coarsening. On the other hand, the PPH
bias for scene 12, which is extremely homogeneous,
probably represents the low limit of the nonlinear av-
eraging effect.

c. Enhanced LAC

The original AVHRR Ch1 and Ch2 counts of the nadir
segment were enhanced fourfold in resolution (to about
275 m) using a procedure developed by Várnai (1995,
personal communication) that generates random small-
scale variations, which follow a power-law scaling. This
method is based on the same principle as the method
used by Várnai (1996) to produce stochastic arrays of
clouds (which in turn is a variation of the method of
Barker and Davies 1992a). A description of the pro-
cedure can be found in Oreopoulos (1996). The power
spectrum slope of the radiance field required by Várnai’s
code was determined from the observations. For com-
putational efficiency, the fast Fourier transform algo-
rithm was used to calculate the radiance power spectrum
of the nadir segment. Since this algorithm requires the
number of points to be 2n, only 256 pixels centered at
the subsatellite point were used per scan line. Figure 14
shows the Ch1 1D ensemble-averaged power spectrum
(the Ch2 power spectrum is very similar). The power
spectrum is very smooth, because of the large number
of scan lines used, and has a distinct spectral slope break
at wavenumber k ; 40 (which corresponds to about 7
km). Such breaks also occurred in the satellite power
spectra presented by Barker and Davies (1992b), Barker

(1996), and Cahalan and Snider (1989). The slope be-
fore the break is close to 25/3, suggesting isotropic
turbulence at large scales, while following a ;23 power
law at smaller scales, indicating a rapid fall off in vari-
ability. We assumed that the power scaling law for k .
40 also applies at scales smaller than the Nyquist fre-
quency (2 pixels 5 2.2 km) and thus used the 23 spec-
tral slope to enhance 357 (256 3 256) scenes belonging
to the nadir segment by a factor of 4.

The average PPH bias for areas corresponding to 64
3 64, 128 3 128, and 256 3 256 (original resolution)
pixel arrays was calculated at the original and enhanced
resolutions (the latter have 16 times more pixels than
the number indicated above). We also averaged the ra-
diances obtained by the enhancement routine back to
the original resolution. We call this the ‘‘degraded’’ da-
taset. The biases for the enhanced scenes should be
thought of as the biases that would be computed if the
scenes were observed by a radiometer with resolution
four times higher than AVHRR. Accordingly, the biases
resulting from the degradation of the enhanced scenes
should be thought of as the biases that would be obtained
if the enhanced scenes were observed by the 1.1-km
AVHRR radiometer—that is, a radiometer that cannot
resolve all existing cloud variability. Figure 15 shows
that the average biases of the original (squares) and
enhanced resolution (diamonds) images are virtually
identical for both the no atm (lower curves) and atm
cases (upper curves). This implies that the rapidly de-
caying variability at small scales is unable to produce
substantial nonlinear averaging effects on an average
basis. Note that in this comparison there is no cloud
fraction effect because we assume that the enhanced
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FIG. 15. Average Ch1 albedo bias for three different region sizes
(in pixels). Solid symbols are for no atm optical depths and open
symbols are atm optical depths. The three curves of each set are
explained in the text.

resolution ‘‘scenes’’ are viewed by an equivalent res-
olution radiometer. In contrast, when the enhanced fields
are assumed to be viewed by the AVHRR instrument
(counts of 4 3 4 pixels are averaged), cloud fraction
effects are also present and produce a discernible re-
duction of ;0.01 in the PPH bias (circles). Thus, the
above exercise suggests that if subpixel cloud fraction
is known for sufficiently small pixels (such as LAC
pixels), the average PPH bias can be calculated with
relatively high accuracy, even when liquid water vari-
ations within the cloudy part of the pixel are not re-
solved. If, on the other hand, the cloud fraction is un-
known (as is usually the case), errors in the PPH bias
can occur. It is worth noting that the results shown in
Fig. 15 did not change when the 21.6 slope observed
before the break was used in the enhancement routine.
This suggests that only spectral slopes far less steep
than the ones observed here can have a significant im-
pact on PPH biases, for a fourfold enhancement in res-
olution.

How realistically Várnai’s routine simulates subpixel
cloud variations is unknown. It should be noted that
locally, the PPH bias differences among the three cases
of Fig. 15 become significantly larger than the differ-
ences of the average values. This is not surprising con-
sidering the random nature of the artificially generated
small-scale variations and the dependence of the bias
on mean optical depth. In the real world, however, small-
scale variations do not always follow the steep power-
law scaling, which was universally applied here to get
the enhanced fields. This conclusion seems to be sup-
ported by the substantial difference in the PPH biases
between the LAC and GAC resolutions and the occa-
sional existence of large internal PPH biases in LAC-
size pixels simulated from Landsat data (as noted by

Oreopoulos 1996). Clearly, only when high-resolution
radiometric data become routinely available will we be
in a position to examine more effectively resolution ef-
fects on PPH bias.

5. All-sky albedo bias

The preceding analysis addressed the albedo bias of
only the cloudy portion of each region. However, for
GCM’s capable of predicting cloud fraction and cloud
water in each grid box, a more appropriate quantity may
be a grid-box-averaged (‘‘all-sky’’) bias, which will be
smaller than our original PPH bias for partially cloudy
grid boxes. The reason is that clear regions similar in
size to those considered have much more homogeneous
radiative properties than the cloudy skies. Moreover,
because of the small optical depths involved, clear sky
reflectances follow linear averaging laws with greater
precision. The all-sky bias would therefore be well ap-
proximated by the cloudy bias multiplied by the cloud
fraction. Hereafter, this is called type 1 all-sky bias.

Still, most older GCMs, and some current ones, have
no capability of predicting cloud fraction. Furthermore,
even GCMs that have cloud fraction parameterizations
(especially threshold relative humidity algorithms) tend
to have either clear or overcast grid points at the in-
dividual time steps of the calculation. This has been
documented for the Canadian Climate Centre GCMII
(Barker 1995) but likely takes place in other GCMs as
well (their qualitative agreement with observed cloud
climatologies is often the result of canceling errors when
averaging completely clear and overcast values). For
this reason, it is insightful to calculate the bias resulting
from homogeneously distributing the cloud mass over
the entire region. This is hereafter named type 2 all-sky
bias and is calculated from

K

R (t , u )O n n 0
n51B 5 R(A t , u ) 2 , (5)type2 c 0 K

where K 5 N/Ac is the total number of pixels in the
region.

Since clear-sky albedos are included in the summation
in (5), the biases shown in the following for both types
of all-sky biases are ‘‘column’’ (TOA) biases. That is,
albedo calculations include atmospheric effects above
and below the cloud and take into account ocean surface
reflectance. Note that for these calculations, the atm
optical depths are used. Also note that neither of our
type 1 or type 2 biases is the same as the ‘‘total absolute
bias’’ of Cahalan et al. (1994a) defined by their Eq.
(6.1). Our type 1 bias, however, is the same as the ‘‘frac-
tal structure bias’’ defined by Eq. (4.2) of Cahalan et
al. (1995), while what these papers refer to as ‘‘cloud
fraction bias’’ is the difference between our type 1 and
type 2 biases.

Figure 16a shows the average type 1 and type 2 biases
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FIG. 16. (a) Average bias as a function of region size for the three cases described in the text. (b) As in (a) but only for regions having
cloud fraction greater than 0.3.

FIG. 17. Average ‘‘overall’’ all-sky bias as a function of region size
for cloud fractions exceeding the thresholds shown in the legend.

along with the bias over the cloudy only portion of each
region. All biases show the expected upward trend as
homogeneity is assumed over progressively larger
regions. The cloudy bias is similar to the 2 atm bias of
Fig. 3. The type 2 bias is, as expected, much larger than
the type 1 bias and is actually larger than the cloud PPH
bias for large region sizes. Thus, GCMs with no subgrid
cloud fraction have to scale down their cloud water even
more in order to bring their albedos close to observa-

tions. Figure 16b shows a similar plot, but with only
regions having Ac . 0.3 included in the averaging. This
case can be considered to represent GCMs, which form
clouds only after a significant accumulation of cloud
water. Cloudy biases decrease not because regions with
Ac . 0.3 are more homogeneous, but because they con-
tain a greater proportion of the very thick (optically)
clouds for which albedo is insensitive to optical depth
variations. Type 1 biases increase despite the decrease
in cloudy biases because of the large increase in the
average cloud fraction.

The above results suggest large albedo biases in ho-
mogeneous GCM grid boxes. However, in model sim-
ulations these errors may be compensated by underes-
timates in albedo due to an excessive number of clear
grid boxes compared to the real world. To recreate such
a scenario with the current dataset, regions were as-
sumed overcast when cloud fraction exceeded certain
thresholds, while they were assumed completely clear
when cloud fraction was below these thresholds. Then,
the type 2 bias was calculated from Eq. (5) for the
regions above the threshold, while for the regions below
the threshold, a (negative) bias was calculated by re-
placing the first term in the rhs of Eq. (5) with the clear-
sky albedo. When the latter bias was added to the type
2 bias, an ‘‘overall’’ bias was obtained. Figure 17 shows
the average overall bias for various cloud fraction
thresholds, namely, 0.5, 0.3, 0.25, and 0.2. For the 0.5
threshold, the underestimate in the clear regions over-
powers the overestimate at cloudy regions by a large
amount. As the threshold drops, the ‘‘overall’’ bias pro-
gressively changes sign. With the exception of the small-
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est region size, the overestimates and underestimates
cancel somewhere between the 0.3 and 0.2 cloud frac-
tion thresholds. Thus, under certain conditions, albedo
biases obtained from averaging over a large number of
grid boxes can become small because of canceling er-
rors. This example elucidates how climate models can
arrive at realistic solar energy budgets on a global or
even regional basis, in spite of totally unrealistic cloud
water distributions. However, the instantaneous local er-
rors at individual grid points may still be significant for
some aspects of the GCM’s climate.

6. Conclusions

We have calculated AVHRR 0.63-mm PPH albedo
biases over a large portion of the North Atlantic. The
average visible cloud albedo bias varied with scene size
from ø0.12 for (55 km)2 scenes to ø0.22 for (330 km)2

scenes. This result is for the nadir segment of the
AVHHR data, including atmospheric effects.

Biases were slightly lower if atmospheric effects were
not included and were typically halved when evaluated
over the entire region and not only the cloudy part. The
off-nadir segments of the data showed highly variable
biases, with highest values of ø0.30 being obtained for
the bsov segment [(300)2 pixel regions] and lowest val-
ues of ø0.02 being obtained for the fsov segment of
the no atm dataset [(50)2 pixel regions].

The bias results are limited by the plane parallel as-
sumptions used in the independent pixel approximation.
Because the retrieved cloud optical depths increase with
increasing solar zenith angle, due in part to side illu-
mination and in part to cloud-top morphology (see Loeb
and Davies 1996), and perhaps also to ice crystal phase
function effects, the retrieved biases also tend to in-
crease with solar zenith angle. Similarly, subpixel het-
erogeneity also affects some of the IP retrievals of op-
tical depth.

We also calculated broadband albedo biases using
Slingo’s (1989) scheme. Results were not shown here
since they were qualitatively similar to those for
AVHRR Ch1. Broadband biases were about 10% small-
er than visible biases, while the biases in broadband
absorptance were also positive and about 10% of the
albedo biases (for re 5 6 mm).

The above values suggest that biases in the reflected
solar flux can easily exceed 30 W m22. Thus, horizontal
cloud homogeneity is a very poor assumption for areas
similar in size to GCM grid boxes and can potentially
generate radiation budget errors far larger than green-
house gas induced forcings. Although climate models
are tuned to produce the observed zonal variations of
albedo by scaling their cloud water amounts down, ad-
vances in prognostic cloud representation will make
more difficult the coexistence of realistic hydrological
cycles and artificially low cloud liquid water contents.

In a companion paper, Oreopoulos and Davies (1998)
use the same dataset to suggest ways to correct the PPH

albedo bias. While these corrections substantially reduce
the error in average scene albedo due to the PPH albedo
bias, more thorough corrections will inevitably require
a deeper consideration of three-dimensional cloud mor-
phological effects. Such studies await the next gener-
ation of satellite data that should become available from
the Earth Observing System. Together with the en-
hanced spatial resolution of the new sensors and im-
proved treatment of multilayered clouds, the Earth Ob-
serving System plans (Wielicki et al. 1995) to include
first-order corrections for three-dimensional cloud ef-
fects in its retrieval of cloud optical properties. These
more accurate cloud optical depths should in turn be
used to improve the estimates of the PPH albedo bias
given here.
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