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ABSTRACT

In this paper, the effect of cloud structure on column absorption by water vapor is investigated. Radiative
fluxes above and below horizontally inhomogeneous liquid water clouds are computed using an efficient Monte
Carlo technique, the independent pixel approximation, and plane-parallel theory. Cloud inhomogeneity is sim-
ulated by two related fractal models that use bounded cascades for the horizontal distribution of optical depth.
The first (‘‘clumpy’’) model has constant cloud top and base, hence a constant geometrical thickness but varying
extinction; the second (‘‘bumpy’’) model has constant extinction and cloud base, hence variable cloud-top and
geometrical thickness. The spectral range between 0.9 and 1.0 mm (with strong water vapor absorption and
negligible cloud liquid water absorption) is selected for a detailed study, not only of domain-averaged quantities,
but also radiation fields. Column-absorption fields are calculated as the difference between the two net fluxes
above and below clouds. It is shown that 1) redistribution of cloud liquid water decreases column absorption,
that is, plane-parallel absorption is larger than the independent pixel approximation one by 1%–3%; 2) 3D
radiative effects enhance column absorption by about 0.6% for the clumpy model and 2% for the bumpy model,
that is, Monte Carlo absorption is larger than independent pixel approximation absorption—this effect is most
pronounced for the bumpy cloud model at solar zenith angle ø458; and 3) plane-parallel absorption is larger
than 3D Monte Carlo absorption for high solar elevations and nearly equal to it for low solar elevations. Thus,
for extended clouds of thickness 1–2 km or less, in an important water vapor absorption band (0.94 mm), the
authors do not find a significant enhancement of cloud absorption due to horizontal inhomogeneity.

1. Introduction

Cloud absorption is an extremely difficult quantity to
measure. As a rule, it is inferred from the difference
between satellite-based estimates of the net fluxes at the
top of the atmosphere (TOA) and collocated ones at the
surface (Cess et al. 1995; Ramanathan et al. 1995) or
between two stacked aircraft at fixed altitudes below
and above clouds (Ackerman and Cox 1981; Hayasaka
et al. 1995; Pilewskie and Valero 1995). Even though
the measurements of both upward and downward fluxes
have a fairly good accuracy, absorption is highly sen-
sitive to the uncertainties which affect each component
(Fouquart et al. 1990). On the other hand, general cir-
culation models (GCMs) treat clouds as idealized hor-
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izontally homogeneous slabs with, at best, a correction
for cloud ‘‘fraction,’’ although recently, Tiedke (1996)
extended the plane-parallel parameterization of the
ECMWF model to accommodate subgrid variability of
optical depth as suggested by Cahalan et al. (1994).
Paraphrasing Stephens and Tsay (1990), it is fair to say
that both measurements and modeling of cloud absorp-
tion have their problems and the comparison is, at least,
inconsistent.

Nevertheless, many observational studies report larg-
er absorption than is predicted by models [see Reynolds
et al. (1975); Stephens (1978a,b); Cess et al. (1995,
1996); Pilewskie and Valero (1995); Arking (1996); Li
et al. (1997); and many others]. In situ measurements
of single-scattering albedo (King et al. 1990) as well as
plane-parallel computations forced to yield the same
column absorption as observed (Chou et al. 1995), sug-
gest that it is unlikely that the uncertainties in cloud
microphysical properties are responsible for the dis-
crepancy.

Recent simulations of broken cloudiness using sto-
chastic radiative transfer (Byrne et al. 1996) and a de-
tailed case study of a tropical cloud field (O’Hirok and
Gautier 1998) indicate that at least part of the enhanced
cloud absorption can be potentially explained by the
inhomogeneous cloud structure. However, it is not yet
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and 294 K. The spectrum has been degraded to 1 cm21 resolution.
(b) Vertical distributions of water vapor density. (c) Water vapor
transmission spectra for solar zenith angle u0 5 608. From the top:
from TOA to 5 km, from TOA to 1 km, from TOA to 0.5 km, and,
finally, from TOA to surface.

FIG. 1. Water vapor. (a) Spectral distribution of the lowest layer’s
absorption coefficient from 10 000 cm21 (1 mm) to 11 000 cm21 (0.91
mm) as computed line-by-line for reference conditions at 1000 mb

established that cloud inhomogeneity generally increas-
es column absorption. Studies that consider only ab-
sorption by droplets (e.g., Stephens 1988; Harshvardhan
et al. 1996; Barker 1996) indicate that the effect of finite
clouds as well as cloud inhomogeneity decreases cloud
absorption rather than increases it. So there is not a one-
to-one correspondence between cloud morphology and
absorption. Finally, it is hard to distinguish between
enhanced absorption and variability of the cloud struc-
ture if spatial averaging is insufficient (Marshak et al.
1997a,b).

The goal of this study is to understand interdroplet
cloud absorption in horizontally inhomogeneous clouds.
In order to minimize the absorption by cloud drops, a
spectral band around 0.94 mm with strong molecular
and very weak liquid absorption has been chosen for
detailed analysis. The 0.94-mm band has insignificant
Rayleigh scattering and a large range of transmission
(Figs. 1a,c). In addition, there is considerable incident
flux, since it is near the peak of the solar spectrum.
However, this is not a specific study of the 0.94-mm
band per se, but rather our intention is to use that band
to improve our understanding of shortwave absorption
by water vapor. While a single wavelength is too spe-
cialized, integrating across the whole shortwave spec-
trum often gives little insight, since many diverse effects
are lumped together.

In the present study, we estimate the effect of cloud
inhomogeneity on ‘‘apparent’’ absorption (as a differ-
ence between two net fluxes simulated at fixed altitudes
below and above clouds) as well as ‘‘true’’ absorption.
The true column absorption is a combination of ab-
sorption by atmospheric gases, cloud liquid water, and
aerosol. The only source of 3D effects is the horizontal
distribution of cloud liquid water.

To distinguish between the effects of optical and ge-
ometrical inhomogeneities, two different but closely re-
lated fractal models of the distribution of cloud liquid
water are used. Both have the same distribution of ver-
tical optical depth, but the first one has constant cloud
top and base but variable extinction (‘‘flat’’ or
‘‘clumpy’’ model), while the second one has variable
cloud top with constant cloud base and extinction
(‘‘bumpy’’ model).

Finally, three radiative transfer tools are applied to
both cloud models. They are: 1) the ‘‘weighted’’ plane-
parallel (PP) approach that distinguishes only between
cloudy and clear pixels according to cloud fraction; 2)
the independent pixel approximation (IPA) which ac-
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TABLE 1. Solar irradiance values and characteristics of cloud liquid water scattering for each spectral interval within the 0.9–1.0-mm
spectral band (Fouquart et al. 1991).

Wavenumber
interval (cm21)

Wavelength
interval (mm)

Solar constant
(W m22)

Cloud liquid
water SSA, ;vo

Asymmetry
factor, g

10000–10100
10100–10200
10200–10300
10300–10400
10400–10500
10500–10600
10600–10700
10700–10800
10800–10900
10900–11000

0.9901–1.0000
0.9804–0.9901
0.9709–0.9804
0.9615–0.9709
0.9524–0.9615
0.9434–0.9524
0.9346–0.9434
0.9259–0.9346
0.9174–0.9259
0.9091–0.9174

7.3159
7.3343
7.3474
7.3471
7.3499
7.3496
7.3508
7.3427
7.3277
7.3211

0.9998
0.9998
0.9998
0.9998
0.9998
0.9998
0.9999
0.9999
0.9999
1.0000

0.7983
0.7973
0.7958
0.7942
0.7959
0.7980
0.8002
0.8023
0.8043
0.8065

counts for the probability distribution of cloud optical
depth but neglects net horizontal fluxes; and 3) the Mon-
te Carlo (MC) method which accounts for the net hor-
izontal fluxes by simulating the full 3D radiative transfer
process.

The main original points to be discussed in this paper
are

R change in column absorption due to redistribution of
cloud liquid water

R change in column absorption due to horizontal fluxes
R effects of clumpiness versus bumpiness on cloud ab-

sorption
R effects of cloud fraction and solar zenith angle.

This paper is structured as follows. First, we describe
our model atmosphere. Next, section 3 discusses the
three radiative transfer techniques applied to the model
atmosphere. We study the change in column absorption
due to redistribution of cloud liquid water for clumpy
and bumpy models. The effect of cloud fraction is dis-
cussed in section 4, while PP and IPA biases are defined
and analyzed in section 5. Finally, section 6 summarizes
our analysis. In addition, appendix A formally describes
the effect of net horizontal fluxes, while in appendix B,
the stability and reliability of our results are justified.

2. Model atmosphere

Our model atmosphere consists of 51 homogeneous
layers defined by constant pressure increments of 20 mb
(Ellingson et al. 1991). Two main components of the
atmosphere are included: water vapor and clouds; we
also had the option to add a climatological aerosol load
and a reflecting surface.

a. Water vapor

In the spectral range 0.9–1.0 mm, water vapor is the
only significant absorbing gas. Figure 1a shows spectral
absorption of water vapor for the midlatitude summer
model in 0.91–1.0 mm, while the vertical profile of water
vapor density is plotted in Fig. 1b. This band contains
both strong and weak water vapor absorption; the whole

clear atmospheric column transmits only about 20%
around 0.94 mm but nearly 98% around 1.0 mm for solar
zenith angle u0 5 608 (Fig. 1c). For the same u0, the
clear-sky column absorption in the spectral interval
0.91–1.0 mm is ø17 W m22, which is ø46% of the
normal incident solar flux (ø37 W m22); for reference,
it is ø11 W m22 between two altitudes of interest (5
and 0.5 km) in our two-aircraft simulations. These num-
bers come from radiative transfer models; there is no
independent confirmation from measurements, but they
are likely good ballpark figures.

The water vapor transmission function t(l) for path
length l is calculated separately for each of ten 100 cm21

bands covering 10 000–11 000 cm21 using an exponen-
tial sumfit approximation:

n m

t(l) 5 a exp 2 k l ,O Oi ij j1 2
i51 j51

n m

0 # a # 1, a 5 1, k $ 0, l 5 l ,O Oi i ij j1 2
i51 j51

with n 5 8 and m 5 51. The absorption coefficients kij

and the weights ai were calculated using a multilayer
correlated k-method (Lacis and Oinas 1991). Absorption
spectra were computed line-by-line (Fig. 1a) for each
of the 51 layers, then reduced to cumulative k-distri-
bution functions independently computed for each layer.
The k-values were binned from the cumulative distri-
bution function using a set of logarithmically spaced
absorption bin boundaries defined on the lowest layer.
(For the purpose of reproducibility, the coefficients kij

and the weights ai for all 10 bins can be found in the
anonymous directory /user/ftp/pub/marshak/Kpdistr on
the server climate.gsfc.nasa.gov).

Figure 1c illustrates four transmission spectra cal-
culated for the water vapor profile from Fig. 1b for solar
zenith angle u0 5 608. From the top: transmission from
TOA to 5 km (the upper aircraft), to 1.0 km [cloud
bottom (see section 2c)], to 0.5 km (the lower aircraft)
and to the surface. Points indicate ten 100 cm21 bands
(Table 1).
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FIG. 2. Cloud models. (a) Horizontal distribution of optical depth, the same for both models.
(b) Horizontal distribution of cloud height for clumpy model. Constant cloud top and cloud base;
thus, s 5 t /h is variable. (c) Horizontal distribution of cloud top for bumpy model. Having s
constant, htop 5 hbase 1 t /s. To emphasize periodical boundary conditions, two basic cells of
ø50 km are plotted next to each other.

TABLE 2. Cloud fractions. ^tcloudy& is defined in (5); parameters a
and b are defined implicitly in (3).

N ^tcloudy& tmax a b

1.000
0.930
0.777
0.685

13.00
13.98
16.73
18.98

39.3
59.1
74.4
85.1

0.0
5.6
7.9
9.1

1.0
1.8
2.4
2.8

b. Clouds

The only source of horizontal variability in our at-
mospheric model is clouds. To simulate the horizontal
distribution of cloud optical depth, t , we use a simple
three-parameter fractal model called a ‘‘bounded cas-
cade’’ (Cahalan et al. 1994) for which

1 2 2p
0 , t # t # t , ^t& exp , `, (2)min max 2H1 21 2 2

where ^ · & indicates domain average. Parameter p con-
trols the variance-to-mean ratio of cloud liquid water
while H determines its scaling behavior (Marshak et al.
1994). In this study, the cascade parameters are fixed
at ^t& 5 13, p 5 0.35, and H 5 0.38. According to the
analyses of Cahalan and Snider (1989) and Cahalan
(1994), these values provide the best fit to the diurnal
average liquid water path (LWP) distribution in Cali-
fornia marine Sc. The average optical depth corresponds
to ^LWP& 5 90 g m22 assuming a cloud drop effective
radius ^re& 5 10 mm. The typical marine Sc cloud thick-
ness h 5 300 m. This gives a mean extinction coefficient
^s& 5 ^t&/h 5 43 km21.

Depending on which of the two parameters, physical
cloud thickness h and extinction coefficient s is set
constant; we distinguish between two models of the hor-
izontal distribution of cloud optical depth:

R ‘‘Clumpy fractal’’ means s variable, h constant (both

cloud top and cloud base are horizontal planes); assum-
ing s has no vertical variation, we have s 5 t/h.

R ‘‘Bumpy fractal’’ means h variable, s constant; h is
therefore proportional to t with ^h& 5 300 m and, for
simplicity, we keep cloud base fixed and vary only
cloud top.

Examples of the two contrasting models are shown in
Fig. 2.

Finally, in addition to cloud inner structure simulated
with the bounded cascade model, we supplement the
cloud structure with gaps. For simplicity, and lacking
any good theory on cloud gappiness, we subtract a con-
stant value a . tmin from the bounded-model optical
depth curve t unbroken(x) and set negative values to zero
(see Barker and Davies 1992 for discussion and justi-
fication). This, however, does not conserve liquid water;
so in order to restore the liquid water to its former value,
we multiply the resulting optical depth curve by another
constant b . 1. As a result, we have

t broken(x) 5 bmax[t unbroken(x) 2 a, 0]. (3)

Constants a and b can be uniquely derived from the
desired fractional cloudiness N and three parameters of
the bounded model: ^t&, p, and H. [The nonlinear trans-
formation (3) perturbs the scaling properties of the orig-
inal field but, for the purposes of this paper, it is more
important to study the effect of broken cloudiness than
to keep cloud optical depth strictly scale-invariant.] Fig-
ure 2 gives an example for both types of cloud model
with fractional cloudiness N 5 0.777, corresponding to
a ø 7.9 and b ø 2.4. For other cloud fractions see Table
2. Comparison of the gap distribution in this model to
observations is left to the future (see Cahalan et al. 1995
for discussion of gap distribution in FIRE and ASTEX).

Different values of single scattering albedo and;v0

asymmetry factor g, given in Table 1, are used for each
100 cm21 spectral interval. The Henyey–Greenstein
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TABLE 3. PP and 1PA reflectance, transmittance, and resulting ab-
sorption for a clumpy cloud model with only four pixels. Sun in
zenith, ^tcloudy& 5 ^t&/N, with ^t& 5 13 and N 5 0.75.

t R T A

Clear
Cloudy
Average
PP [(8)]
IPA [(11)]

0.0
17.3
13.0

0.000
0.432
0.384
0.324
0.296

0.752
0.240
0.296
0.368
0.400

0.248
0.328
0.320
0.308
0.304

FIG. 3. Clumpy cloud model with only four pixels. ^tcloudy& is averaged
over three cloudy pixels and ^t& is averaged over all four pixels.

phase function model is used for simplicity. Note that
in the interval between 10000 and 11000 cm21, cloud
liquid water absorbs very weakly; the smallest 5;v0

0.9998. Assuming that for ^t& 5 13, the average number
of scatterings is 30 [20 for reflected photons and 40 for
transmitted ones (Marshak et al. 1995)], we have 30;v 0

ø 0.994; that is, less than 1% of the radiant energy is
absorbed by liquid water.

3. Numerical radiative transfer: Tools and results

In this section we discuss and compare the three ra-
diative transfer methods employed in this study: the
‘‘weighted’’ plane-parallel approximation, the indepen-
dent pixel approximation, and Monte Carlo simulation.
Using these methods, we compute downward and up-
ward fluxes at 5 km (above clouds) and at 0.5 km (below
clouds).

The reflectance R, transmittance T, and absorptance
A are defined as

a aR 5 F /F , (4a)u d

b aT 5 F /F , and (4b)d d

a a b b aA 5 [(F 2 F ) 2 (F 2 F )]/F , (4c)d u d u d

where F is radiative flux, suffixes ‘‘d’’ and ‘‘u’’ denote
downward and upward, and suffixes ‘‘a’’ and ‘‘b’’ de-
note above and below cloud.

a. Plane-parallel approximation

For unbroken clouds, the results of the PP approxi-
mation is straightforward: use mean optical depth ^t&
and mean geometrical thickness ^h& in a standard PP
model. Plane-parallel results for clumpy and bumpy
models differ only for broken clouds (N , 1). Indeed,
the domain average

^t& 5 N^t cloudy& 5 N^scloudyhcloudy& (5)

for both models. However, since {^t cloudy&}clumpy 5
{^t cloudy&}bumpy, we have

{^scloudy&hcloudy}clumpy 5 {scloudy^hcloudy&}bumpy; (6)

thus,

{^h &}cloudy bumpy{^s &} 5 {s }cloudy clumpy cloudy bumpy{h }cloudy clumpy

1
5 {s } . (7)cloudy bumpyN

In other words, the mean extinction of cloudy pixels in
the clumpy model is 1/N times larger than the extinction
in the bumpy one.

Finally, PP fluxes are defined as the weighted sum of
clear and cloudy fractions; that is,

FPP 5 NFcloudy 1 (1 2 N)Fclear. (8)

Table 3 shows the results of PP calculations for the
horizontally inhomogeneous clouds plotted in Fig. 3
(clumpy model with four pixels); illumination is from
the zenith. Out of four pixels, one represents clear sky;
thus, cloud fraction N 5 0.75. This yields ^t cloudy& 5
^t&/N 5 17.3, which is used to calculate Fcloudy. Note
that here [ 0 and [ 0.94 independently of clouds.b aF Fu d

The overall PP fluxes are computed using (8).
Comparing two values of reflectance, RPP and R(^t&),

and two values of transmittance, TPP and T(^t&) in Table
3, we see that

RPP , R(^t&), (9a)

(i.e., inhomogeneous clouds are darker than their ho-
mogeneous counterparts) while

TPP . T(^t&). (9b)

This is a direct consequence of Jensen’s inequality (e.g.,
Polya and Szegö 1964):
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TABLE 4. Results of PP, IPA, and MC calculations for both clumpy
and bumpy model. Cloud fraction N 5 0.777 and solar zenith angle
u0 5 608. Note that for PP calculations, hclumpy 5 0.3 km, while hbumpy

5 0.3/N 5 0.386 km.

F F(^t&)

PP

Clumpy Bumpy

IPA

Clumpy Bumpy

MC

Clumpy Bumpy

R
T
A

0.450
0.191
0.359

0.373
0.273
0.354

0.376
0.273
0.351

0.324
0.323
0.353

0.332
0.324
0.344

0.334
0.312
0.354

0.333
0.316
0.351

n
# p w(t ), wconcave (w0 $ 0)n O i i

i51w p t (10a)O ni i1 2i51 $ p w(t ), wconvex (w0 # 0),O i i i51

and
n

p 5 1, p $ 0, (10b)O i i
i51

where t1, t2, . . . , tn are arbitrary points. Indeed, putting
n 5 2, p1 5 1 2 N, p2 5 N, t1 5 0, t2 5 ^t cloudy&, and
remembering that R is a convex function of t and T
concave, (10a) applies and explains inequalities (9a)–
(9b).

b. Independent pixel approximation

Independent pixel approximation is just an extension
of the idea of making the binary decision for each pixel
(cloudy or clear) to attaching a number to each pixel
(its optical depth t i, i 5 1, . . . , np). The domain-av-
eraged flux within the IPA for clouds with np pixels is

np1
F 5 F(t ). (11)OIPA in i51p

This is a generalization of the two-term sum for the PP
approximation in (8).

1) IPA VERSUS PP

Table 3 provides the domain-averaged IPA values for
R, T, and A. We can see that for reflectance,

RIPA , RPP , R(^t&), (12a)

while for transmittance,

TIPA . TPP . T(^t&). (12b)

These inequalities are well known and they follow im-
mediately from (10a,b) with n 5 np and pi 5 1/np, where
np is the total number of pixels.

We cannot derive similar inequalities to (12a) or (12b)
for absorption; being the difference of convex and concave
functions, A is, in general, neither. The dependence of A
on t is affected by many factors including illumination
conditions, phase function, single scattering albedo, and
distribution of cloud liquid water and water vapor. How-
ever, for the spectral range around 0.94 mm and our at-
mospheric model, we found that (Tables 3 and 4)

AIPA , APP , A(^t&), (12c)

which is a direct consequence from the convexity of A
plotted in Fig. 4a for both clumpy and bumpy models.

2) CLUMPY VERSUS BUMPY CLOUD MODELS

We now compare results of the IPA for clumpy and
bumpy models. Figure 4b shows both R and T plotted

against optical depth. It is clearly seen that while trans-
mittances are similar, the reflectance of the bumpy mod-
el substantially exceeds its counterpart for the clumpy
model, at least for large values of t .

To emphasize this, in Fig. 4c, two narrow (100 cm21)
spectral intervals are plotted separately. One (around
0.99 mm) is the least absorptive, while the other (around
0.94 mm) is the most absorptive. In the least absorptive
interval there is almost no difference between bumpy
and clumpy models, while in the most absorptive one,
the reflectance difference is pronounced starting from t
ø 20. For transmitted photons, the difference is very
small for both spectral intervals.

To summarize, in the frame of IPA,
clumpy bumpyR , R and (13a)IPA IPA

clumpy bumpyT ø T ; (13b)IPA IPA

thus,
clumpy bumpyA . A . (13c)IPA IPA

The validity of (13c) is illustrated in Fig. 4a.
To explain (13a)–(13b), first note that, in the narrow

band around 0.94 mm, photons are almost exclusively
absorbed by water vapor. Thus, to estimate column ab-
sorption, one has to ‘‘measure’’ photon pathlengths in
both models. Based on the diffusion approximation
(e.g., van de Hulst 1980), it can be shown that for large
optical thicknesses, the average total pathlength for re-
flected photons is longer for the clumpy model than for
the bumpy one and vice versa for transmitted photons.
These results are independent of the vertical distribution
of water vapor. However, embedded in the midlatitude
summer model of water vapor, photons traveling the
same pathlength in lower levels (clumpy model) are
more likely absorbed by water vapor than those trav-
eling in upper levels (bumpy model). This explains why
in Figs. 4b and 4c the large-t reflectance of the bumpy
model substantially exceeds that of the flat clumpy mod-
el (13a), but the flat model’s transmittance is only slight-
ly larger than for the bumpy one (13b).

In short, 3D cloud inhomogeneity treated on a per-
pixel basis with 1D radiative transfer decreases column
absorption in comparison to PP results. The values of
column absorption together with reflectance and trans-
mittance are summarized in Table 4 for cloud fraction
N 5 0.777 and solar zenith angle u0 5 608.
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FIG. 4. IPA reflectance, transmittance, and absorption vs optical
depth for both bumpy and clumpy models. Cloud fraction N 5 0.777,
solar zenith angle u0 5 608. (a) Column absorption. Two polynomial
fits: 22 1025 t 2 1 2 1023 t 1 0.3 (clumpy model) and 24 1025 t 2

1 2 1023 t 1 0.3 (bumpy model) are added for the illustration of
convexity. (b) Reflectance and transmittance. For the domain-aver-
aged values, see Table 4. (c) Reflectance and transmittance for two
narrow bands. Two spectral intervals around 0.99 mm (least absorp-
tive) and 0.94 mm (most absorptive). The thickness of the curves
characterizes the level of noise (see appendix B).

Finally, in contrast to PP, the IPA treats properly the
full horizontal distribution of cloud optical depth. How-
ever, it ignores all interpixel connections and exchanges
by considering each pixel as an independent plane-par-
allel stratified medium. These net horizontal fluxes af-
fect our definition of column absorption by introducing
a term that has no counterpart in the IPA. In the next
section, we account for horizontal fluxes by using the
fully 3D numerical technique, Monte Carlo simulation.

c. Monte Carlo method

To simulate two aircraft measurements below and
above clouds, we use a ‘‘forward’’ Monte Carlo method.
Technical questions about pixel size, number of photons,
accuracy of MC, substitution of a ‘‘forward’’ for a
‘‘backward’’ scheme, and realization dependence are
discussed in appendix B.

1) ‘‘APPARENT’’ VERSUS ‘‘TRUE’’ COLUMN

ABSORPTION FIELDS

In contrast with 1D radiative transfer, the 3D theory
can distinguish between ‘‘apparent’’ absorption A*, the
observable quantity defined as the difference between
two net fluxes at different levels in the atmosphere, and
‘‘inherent’’ or ‘‘true’’ column absorption A. The latter
quantity can only be computed.

Let us assume that cloud properties vary only in the
x-direction horizontally. Then, using the continuity
equation for radiant energy, one can show (appendix A)
that the apparent A* absorption at point x is a sum of
two terms (Titov 1998; Davis et al. 1997), namely

A*(x) 5 H(x) 1 A(x). (14)

The first term, H(x), describes the convergence/diver-
gence pattern of the horizontal flow of photons, while
the second term, A(x), is the ‘‘true’’ absorption that con-
tributes to heating rate in the column between two air-
craft. On average,

^H& 5 0; (15)

thus, the domain-averaged apparent absorption is equal
to the true column absorption,
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FIG. 5. Reflectance, transmittance, and column absorption fields
computed by IPA and MC. Bumpy model with N 5 0.777, solar
zenith angle u0 5 608, and illumination from the left. Optical depth
distribution t(x) is added for reference. (a) R(x) and T(x) vs x. (b)
Apparent column absorption A*(x) vs x for MC and true column
absorption A(x) vs x for IPA.

^A*& 5 ^A&. (16)

For a case study with A(x) [ 0 and A*(x) ± 0, we
refer to Davis et al. (1997). In this study, we have A(x)
$ 0, whereas A*(x) can have any sign.

2) COMPARISON WITH IPA USING THE BUMPY

CLOUD MODEL

Figure 5a shows IPA and MC results of reflectance
and transmittance measured at 5 and 0.5 km, respec-
tively. The horizontal distribution of optical depth is
added for convenient reference. We see that while there
is a strong correlation between the two transmittance
fields, the small-scale behavior of reflectance fields is
entirely different. The upward fluxes, ‘‘measured’’ more
than 2 km above the highest cloud pixel (bumpy model),
are smoothed by contributions from at least 140 pixels
on average; thus, only large-scale variability of optical
depth affects the MC upward fluxes (Barker 1995). On
the contrary, the IPA reflected fluxes follow the vari-
ability of cloud optical depth on a pixel-by-pixel basis.
Averaging over the whole domain (ø50 km), however,
cancels most of the discrepancies between IPA and MC
upward fluxes; the domain-average bias for the bumpy
cloud model is negligible (Table 4).

The case of transmittance fields is more intriguing.
First, there is a shift between IPA- and MC-computed
spikes (e.g., the one around x 5 5 km). The reason for
the shift is trivial and is due to the 608 sun angle and
the direct radiation ‘‘measured’’ 0.5 km below cloud
bottom. However, most MC spikes are much stronger
than the IPA ones (see spikes around 10, 20, 26, and
30 km, etc.). All these spikes are about 1 km from the
right edge of the cloud gaps and indicate bright spots
in the local broken-cloudy sky.

On average, however, IPA transmittance exceeds its
MC counterpart, at least for low sun (Table 4). This is
because some photons are trapped between two clouds,
thus accumulating path and increasing absorption. To
illustrate this, the apparent column absorption A*(x) be-
tween two levels, above and below clouds, is plotted in
Fig. 5b. Since the upward flux above clouds is a smooth
curve (Fig. 5a), the fluctuations of A*(x) follows those
of T(x). As a result, near cloud edges (or near large
fluctuations of the optical depth) apparent MC absorp-
tion exceeds IPA by factor of 2, while at low t , there
is a deficit with respect to IPA (including going nega-
tive). Finally, in Figs. 6a–c, reflectance, transmittance,
and resulting absorption for both MC and IPA are plot-
ted versus optical depth. We see that for large t , the
range is between 0.2 and 0.5 for MC absorption, while
for small t (i.e., near cloud edges), the range is much
broader: from 20.4 (locally negative absorption!) to 0.7.

Negative absorption (which is a counterpart of trans-
mission exceeding unity) has frequently been observed
(Herman and Goody 1976; Fouquart et al. 1990); some
investigations have discarded such data as spurious. If

one rejects data points with negative absorptions (ø7%–
8% of all points), wrongly considering them as un-
physical, the domain-average absorption will be ø10%
higher than its ‘‘true’’ value. This alone yields a spurious
1–2 W m22 absorption enhancement within our narrow
band, corresponding roughly to 10–20 W m22 for the
entire solar spectrum.
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←

FIG. 6. Reflectance, transmittance, and corresponding apparent col-
umn absorption from Fig. 5 plotted vs t . All parameters are as in
Fig. 5. (a) Reflectance. (b) Transmittance. (c) Absorptance.

3) COMPARISON BETWEEN CLUMPY AND BUMPY

MODELS

We now compare the MC fluxes for both bumpy and
clumpy models. In the case of IPA, , whileclumpy bumpyR RIPA IPA

ø . As a result, . (see sectionclumpy bumpy clumpy bumpyT T A AIPA IPA IPA IPA

3b and Table 4).
Figure 7 illustrates reflectance and transmittance for

both models at u0 5 608. As for reflectance, there are
two competing processes: on one hand, the reflected
photons have longer paths in the flat model, forcing
R clumpy , R bumpy (IPA effect); on the other hand, in the
bumpy model, shadowing forces some photons to
bounce back into clouds, forcing R clumpy . R bumpy (MC
effect). As a result, for large t we have R clumpy , R bumpy

(see bump at x ø 42 km), for t ø ^t& both models give
similar reflectances (x ø 20 km), and for other optical
depths, R clumpy . R bumpy (e.g., x , 10 km and x . 45
km). In contrast with the IPA, the domain-averaged re-
flectances show that an MC effect slightly dominates,
giving R clumpy . R bumpy (Table 4).

The flux transmitted through the clumpy cloud looks
smoother than the one transmitted through the bumpy
cloud. Some spikes of the bumpy model transmittance
are no longer there for a constant h (thus variable s).
For example, the spike at x ø 5 km that corresponds
to the gap in t(x) at x ø 4 km is canceled because of
the small extinction around this gap that allows photons
to proceed farther (in case of bumpy model, s ø 43
km21 is fixed; this forces photons to bounce back and
hence to increase cloud-edge transmittance). As a result,
T clumpy , T bumpy (Table 4).

As shown in section 3b(2), exceeds . Thisclumpy bumpyA AIPA IPA

means that for the same amount of liquid water, if the
horizontal fluxes are not accounted for [i.e., H(x) [ 0],
then the increase in cloud geometrical thickness de-
creases absorptance. However, this is no longer true for
the MC column absorption that shows less difference
between clumpy and bumpy models for all solar angles.
As a result, the IPA deficit of absorption in the bumpy
model is compensated, and MC column absorption ends
up being only weakly dependent on the cloud model.

Finally, since

( 2 ) , ( 2 )clumpy clumpy bumpy bumpyA A A AMC IPA MC IPA (17)

for domain averages, the effect of horizontal fluxes on
column absorption is more pronounced in the case of
the bumpy model than in the case of the clumpy one.
This is true for all solar angles and is not much affected
by the direct-beam shadowing from neighboring col-
umns.
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FIG. 7. MC reflectance and transmittance for clumpy and bumpy mod-
els. Cloud fraction N 5 0.777 and solar zenith angle u0 5 608.

FIG. 8. The effect of cloud fraction. Domain-averaged upward flux,
downward flux, and resulting column absorption are plotted for four
cloud fractions (Table 2) and three radiative transfer models: PP, MC,
and IPA. Flat/clumpy cloud model, solar zenith angle u0 5 608. Phys-
ical units of W m22 are used; reflectance, transmittance, and absorp-
tion defined in (4a)–(4c) are multiplied by a factor cosu0,aF (u )F (l)d 0 0

where F0(l ) is the solar constant (see Table 1) and 5 0.907aF (608)d

is the normalized downward flux above clouds but below a small
amount of water vapor.

4. Cloud-fraction effect

In this section we compare results for different cloud
fraction N; the same total liquid water is used in all
cases. With more gaps, redistribution of cloud liquid
water increases optical depth of cloudy sky (see Table
2).

For u0 5 608, Fig. 8 shows the domain-averaged up-
and downward fluxes together with the column absorp-
tion for different cloud fractions computed using all
three radiative transfer tools: PP, IPA, and MC. Obvi-
ously, with the decrease of cloud fraction, reflectance
decreases, while transmittance increases for all three
models. The decrease in absorption is also easy to un-
derstand in the framework of the IPA, since clear-sky
pixels absorb less than their cloudy counterparts. What
is less obvious is that MC results for reflectance and
transmittance are between PP and IPA results for any
cloud fraction N. In other words, for u0 5 608,

RIPA , RMC , RPP (18a)

and

TIPA . TMC . TPP. (18b)

A key ingredient here is slant illumination and thus
direct-beam shadowing from neighboring columns.
Overhead sun gives the opposite order for MC and IPA
in (18a) and (18b) (for discussion, see Davis et al. 1991).

The difference between IPA and MC—the so-called
IPA bias (see next section)—increases with the decrease
of cloud fraction, not only for reflectance and trans-
mittance but also for column absorption. The overcast
case (N 5 1) does not produce any visible differences
between IPA and MC, at least for clumpy clouds. In-
equalities (18a) and (18b) are still valid (the difference
is in the third digit), but the resulting domain-averaged

column absorption is the same for both IPA and MC.
In our fractal models, increasing gappiness not only
increases the clear-sky fraction (like in the PP case) but
also increases the number of gaps, hence the number of
cloud edges and the effect of horizontal fluxes. With
more gaps, more photons are trapped between cloudy
pixels, thus accumulating water vapor absorption; as a
result, AMC . AIPA.

Figure 9 illustrates the results of MC for each of 10
narrow bands. We see that for the transparent band
(around 0.99 mm), the deficit of reflected photons for
broken clouds (Fig. 9a) is fully compensated by the
transmitted photons (Fig. 9b); as a result, column ab-
sorption (lower part of Fig. 9c) is almost insensitive to
cloud cover. On the other hand, for the ‘‘opaque’’ bands
(around 0.94), the absolute difference between down-
ward fluxes exceeds that of upward fluxes. As a result,
column absorption for overcast sky exceeds those of
broken clouds. This is valid for all narrow bands, how-
ever, the most pronounced for almost opaque bands from
0.93 to 0.96 mm (Fig. 9c).

5. Biases
It is more convenient to deal not with absolute values

of radiative fluxes for different models but with their
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FIG. 9. The effect of cloud fraction for 10 narrow bands. All pa-
rameters are as in Fig. 8, MC results only. (a) Upward flux. (b)
Downward flux. (c) Column absorption for overcast sky (N 5 1.000)
and differences between overcast sky and broken cloudiness.

deviations, traditionally measured from the simplest
(PP) case. Following Cahalan (1994), we define two
types of area-averaged biases.

R PP bias determines the changes in radiation fluxes by
accounting for the horizontal redistribution of optical
depth in cloudy areas (IPA):

DFmodel(PP) 5 FIPA 2 FPP. (19a)

R IPA bias determines the changes in radiation fluxes
by accounting for photon horizontal transport (MC):

DFmodel(IPA) 5 FMC 2 FIPA. (19b)

The total bias is defined as their sum, namely

DFmodel(total) 5 FMC 2 FPP

5 DFmodel(IPA) 1 DFmodel(PP). (19c)

Tables 5a and 5b show PP and IPA biases in up- and
downward fluxes as well as in column absorption for
both clumpy and bumpy models and four solar zenith
angles. Comparing both tables, we see that the PP biases
(Table 5a) exceed the IPA ones (Table 5b), at least for
up and down fluxes. The PP biases decrease with the
increase of solar angle u0, not only because of cosu0 in
the factor F0(l) cosu0, where F0(l) is the solar constant
(Table 1), but also in the terms of fractional fluxes, that
is, with a unit flux coming to the upper aircraft altitude
at 5 km. This follows directly from the Jensen inequality
(10a), since with the increase of u0, the factor (1 2 g)/
2 cosu0, where g is the phase function asymmetry pa-
rameter, increases and the reflectance/transmittance
functions become more convex/concave. For the same
reason, the PP bias of fractional column absorption de-
creases as u0 increases (Table 5a).

The behavior of the IPA biases is more complex. For
both cloud models, the IPA reflectance exceeds the MC
one for high-sun elevations, while for low elevations,
the MC reflectance is larger (Table 5b). This is consis-
tent with Davis et al.’s (1991) results for zenith sun and
is easily understandable. The high-sun photons, pene-
trating deeper than their low-sun counterparts, bounce
back from the thicker neighboring pixels. This effect is
more pronounced in the bumpy model. The behavior of
transmitted photons is the opposite: the deeper they are
in clouds, the less thick (clumpy model) or high (bumpy
model) pixels there are around; thus, more of them can
be transmitted.

Though IPA bias for reflected or transmitted photons
can be either positive or negative, the IPA bias for col-
umn absorption is always positive, regardless of the
cloud model, solar angle (Table 5b), and cloud fraction
(Fig. 8). This means that the horizontal fluxes always
increase photon path length; hence, 3D radiative effects
increase column absorption. Next, IPA absorption bias
for the bumpy cloud exceeds the one for the clumpy
cloud for all solar angles. The maximal IPA bias is
reached at u0 between 308 and 458 (Table 5b). The last
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TABLE 5a. PP biases for both cloud models. Cloud fraction N 5 0.777. Both units of flux (W m22) and dimensionless fractional units are
used. To convert flux units to dimensionless ones, divide flux units by a factor of where Fo(l) is the solar constant (seeaF (u )F (l) cosu ,d 0 o 0

Table 1); 5 0.940, 5 0.934, 5 0.925, and 5 0.907.a a a aF (08) F (308) F (458) F (608)d d d d

u0 Units

Clumpy model

Upward Downward Absorption

Bumpy model

Upward Downward Absorption

08

308

458

608

W m22

(Fract)
W m22

(Fract)
W m22

(Fract)
W m22

(Fract)

24.138
(20.060)
23.431

(20.058)
22.590

(20.054)
21.597

(20.048)

4.718
(0.068)
3.810

(0.064)
2.803

(0.058)
1.656

(0.050)

20.583
(20.008)
20.378

(20.006)
20.214

(20.004)
20.059

(20.002)

23.918
(20.057)
23.213

(20.054)
22.383

(20.050)
21.477

(20.044)

4.735
(0.069)
3.806

(0.064)
2.799

(0.058)
1.655

(0.050)

20.820
(20.012)
20.592

(20.010)
20.417

(20.009)
20.178

(20.005)

TABLE 5b. IPA biases for both cloud models. All notations are the same as in Table 5a.

u0 Units

Clumpy model

Upward Downward Absorption

Bumpy model

Upward Downward Absorption

08

308

458

608

W m22

(Fract)
W m22

(Fract)
W m22

(Fract)
W m22

(Fract)

20.170
(20.0025)

0.053
(0.0009)
0.186

(0.0039)
0.309

(0.0093)

0.143
(0.0021)

20.137
(20.0023)
20.281

(20.0058)
20.374

(20.0112)

0.028
(0.0004)
0.083

(0.0014)
0.095

(0.0020)
0.065

(0.0019)

20.644
(20.0093)
20.296

(20.0050)
20.143

(20.0030)
0.033

(0.0010)

0.343
(0.0050)

20.046
(20.0008)
20.171

(20.0036)
20.233

(20.0070)

0.301
(0.0044)
0.342

(0.0058)
0.314

(0.0065)
0.200

(0.0060)

is true for both cloud models and is consistent with
results reported by O’Hirok and Gautier (1998).

Finally, comparing both PP and IPA biases, we find
that in most cases (for clumpy model and large cloud
cover) the negative PP bias in column absorption ex-
ceeds the positive IPA bias. As a result, the total bias
in (19c) is negative, meaning that the PP absorption is
larger than its MC counterpart.

The effects of both horizontally homogeneous aerosol
and surface albedo (not illustrated here) were explored
and found to be rather small on the IPA absorption bias.
However, their effects on 3D radiative transfer and on
column absorption are different: horizontally homoge-
neous aerosol decreases the IPA absorption bias, where-
as nonvanishing surface albedo, as an additional source
of photons, increases the difference between MC and
IPA.

To roughly estimate the 3D radiative effect on the
total broadband absorption, we can use the results of
Ramaswamy and Friedenreich’s (1991) line-by-line
shortwave calculations. The ratio of column absorption
in the narrow spectral band of 0.9–1.0 mm to the total
broadband shortwave absorption for different types of
plane-parallel clouds is typically ø10, with an upper
limit of ø20. Thus, if we found that the maximal IPA
bias in 0.9–1.0-mm band is 0.35 W m22, the total en-
hancement of absorption which is due to the 3D radi-
ative effects will likely be around 3–4 W m22, and
almost certainly less than 6 W m22. This is considerably
less than the 15–20 W m22 needed to explain ‘‘enhanced
absorption.’’

6. Summary

To study the effect of cloud horizontal inhomogeneity
on shortwave column absorption, we studied two rad-
ically different types of fractal clouds. The first, cor-
responding more to stratiform clouds, has constant cloud
top and base and a fluctuating optical depth—hence, a
correspondingly fluctuating extinction coefficient. The
second model corresponds more to cumuliform clouds,
has identically varying optical depth as the first model
but a constant extinction coefficient, and a variable
cloud top. For brevity, the first model is labeled ‘‘flat’’
or ‘‘clumpy,’’ the second ‘‘bumpy.’’ Clear-sky gaps are
added to both models in an empirical way to simulate
the effect of cloud edges. All cloud models (with or
without gaps) have the same total amount of liquid water
and the same corresponding average optical depth ^t&
5 13. Maximum cloud optical depth in any pixel is 85
(0.68 cloud fraction); for the flat-but-clumpy model,
cloud thickness is 0.3 km, while for the bumpy model,
the maximum cloud thickness is ø2 km.

A narrow spectral band from 0.91 to 1.0 mm was
selected for the simulations. This band is characterized
by insignificant Rayleigh scattering, a large range of
transmission, and weak cloud liquid water absorption
( ranges from 0.9998 to 1.0). Thus, the only way to;v0

enhance absorption is to increase the total photon path
(as opposed to the total number of scatterings).

Three different numerical approaches are used for the
radiative transfer calculations:

R the weighted plane-parallel approach that distinguish-



MARCH 1998 443M A R S H A K E T A L .

es only between cloudy and clear pixels and assumes
all cloudy pixels are identical;

R the independent pixel approximation that goes one
step beyond PP by accounting for the horizontal vari-
ation of optical depth in cloudy pixels but ignores
horizontal fluxes;

R the Monte Carlo method that accounts exactly for hor-
izontal fluxes.

The stability of the domain-averaged results to different
realizations of a stochastic cloud model, the level of MC
noise, and the connection between point-wise and pixel-
average fluxes are evaluated and discussed in appendix B.

The main results of our analysis for the domain av-
eraged and narrowband (0.91–1.0 mm) averaged fluxes
are

R Redistribution of cloud liquid water decreases column
absorption when horizontal fluxes are ignored; in oth-
er words, PP column absorption is always larger than
its IPA counterpart. This effect is much more pro-
nounced for the bumpy model than for the clumpy
one (Table 5a).

R Horizontal fluxes increase total photon path; MC col-
umn absorption is therefore larger than its IPA coun-
terpart. This effect is also more pronounced for the
bumpy model than for the clumpy one (Table 5b);
horizontal fluxes enhance column absorption by 0.6%
for the clumpy model and by up to 2% for the bumpy
model (at about u0 5 458) above their IPA levels.

R The total bias (MC 2 PP) in absorption is negative
for high sun and slightly positive for low sun. In other
words, the first-order effect of the redistribution of
liquid water (PP bias) has a stronger impact on column
absorption than 3D effects (IPA bias).

The above conclusion on the IPA bias is valid only
for the domain-averaged (50 km) absorption. If we av-
erage over 10 km and less, the results become of ar-
bitrary sign and strength (Fig. 5b), depending on many
factors including the distribution of cloud gaps and the
solar zenith angle. Sometimes, averaging over realiza-
tions can compensate for too little spatial averaging.
However, this is not always true, since the horizontal
distribution of cloud liquid water is essentially noner-
godic (Davis et al. 1996).

In addition, we find that the IPA estimate of column
absorption for the flat/clumpy model is always larger
than its counterpart for the bumpy model. However, the
MC column absorption depends rather weakly on the
type of model. As a result, bumpiness enhances hori-
zontal fluxes considerably, leaving column absorption
almost unchanged.

Finally, decreasing cloud fraction increases the IPA
bias. This is due to the number of gaps, hence cloud
edge effects in the horizontal fluxes.

Note that the absolute values of the above biases are
quite small; they are at most 0.35 W m22, which is ø2%
of the column absorption in 0.91–1.0-mm spectral band.

A very rough estimate of a broadband absorption based
on the narrowband absorption yields less than 10 3 0.35
5 3.5 W m22 enhancement. This is far below the dis-
crepancy between measurements and models reported
by Cess et al. (1995) and others. We therefore conclude
that 3D effects alone do not explain the discrepancy.
This argues for alternate mechanisms for absorption en-
hancement which may or may not involve clouds (e.g.,
Li et al. 1997; Crisp 1997).
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APPENDIX A

Apparent versus Inherent Absorption

In this appendix following Davis et al. (1997), we
show that the difference between ‘‘apparent’’ absorption
A*, that is, the difference between two net fluxes at
different vertical levels, and ‘‘inherent’’ column ab-
sorption A is given by the photon horizontal transport
(see also Titov 1998).

We will use the continuity equation for radiant en-
ergy:

= ·F(x) 5 2sabs(x)J(x), (A1)

where J(x) is the total radiance,

J(x) 5 I(V; x) dV, (A2a)E
4p

and F(x) 5 (Fx, Fy, Fz) is the net radiative flux vector,

F(x) 5 VI(V; x) dV. (A2b)E
4p

Radiance I(V; x) obeys the radiative transfer equation
(Chandrasekhar 1950)

V ·=I 1 s(x)I(V, x)

;5 s(x)v p(V9 → V)I(V9, x) dV9, (A3)0 E
4p

where p(V9 → V) is the scattering phase function. [Note
that (A1) follows from (A3) after integrating it term-
by-term with respect to V.] The function sabs(x) is the
monochromatic absorption coefficient,

sabs(x) 5 1 .(liquid) (vapor)s (x) s (x)abs abs (A4)

For simplicity, we assume that sabs(x) does not vary
in the y-direction (hence ]Fy /]y [ 0), and m0F0 5 1
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FIG. B1. Forward and backward Monte Carlo for up- and down-
welling fluxes. Solar zenith angle u0 5 308, single scattering albedo

5 1.0, asymmetry factor g 5 0.84, no water vapor, and cloud;v0

fraction N 5 1.000. The lower curve is the distribution of cloud
optical depth. Black diamonds on it indicate the locations of five
point-wise radiometers (10, 20, 30, 40, and 50 km) and the cloud
optical depth at these points. Two upper curves correspond to the
pixel-averaged up- and downwelling fluxes computed by forward
Monte Carlo. Black dots on them indicate the results of backward
Monte Carlo for point-wise fluxes.

FIG. B2. Monte Carlo apparent absorption fields for different re-
alizations of the clumpy cloud model. Solar zenith angle u0 5 608.
All cloud models have approximately the same pdfs corresponding
to cloud fraction N 5 0.777. The domain-averaged MC column ab-
sorptions are (a) 0.35367, (b) 0.35375, (c) 0.35375, and (d) 0.35344.

where F0 is the incident flux and m0 5 cosu0. Then (A1)
can be rewritten as

]F ]Fz x1 (x, z) 1 s (x, z)J(x, z) 5 0. (A5)abs1 2]z ]x

Integrating (A5) from zb to za, where 0 , zb , za are
two aircraft levels above and below clouds, gives

za ]Fz2 dzE 1 2]zzb

z za a]Fx5 dz 1 s (x, z)J(x, z) dz. (A6)E E abs]xz zb b

The left-hand side of (A6) is the ‘‘apparent’’ absorption
A*(x) defined as the difference between two net fluxes
at zb and za, while the second term on the right-hand
side of (A6) is the definition of ‘‘inherent’’ or ‘‘true’’
column absorption A(x). The remaining term,

za ]FxH(x) 5 dz, (A7)E ]xzb

determines photon horizontal transport.
The domain-averaged contribution of the horizontal

fluxes vanishes exactly:
L1

H(x) dx 5 0 (A8)EL 0

with L being the outer scale of our basic cell. (This is
because we use cyclical boundary conditions in the hor-
izontal.) Thus, the domain-averaged apparent absorption
is equal to the domain-averaged true column absorption,
that is,

L L1 1
^A*& 5 A*(x) dx 5 A(x) dx 5 ^A&. (A9)E EL L0 0

APPENDIX B

Technical Issues

a. Choice of pixel size?

To emulate a large horizontal extension, we have ap-
plied cyclical boundary conditions. The number of pix-
els in the basic cloud element has been set to 1024. The
choice of pixel size requires special care.

From one side it cannot be large, because point-wise
fluxes measured by ground-based radiometers are ap-
proximated by pixel-averaged fluxes. From the other
side it cannot be small either, since the below- and es-
pecially the above-cloud aircraft get contributions from
many identical basic cloud cells which will cancel any
variability in the resulting fluxes. Finally, the analysis
of cloud liquid water data (Davis et al. 1994, 1996)
indicates the scale invariance down to several tens of
meters. These factors justify a choice of 50 m for the
pixel size. It is significantly less than photon transport
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FIG. B3. Domain-averaged column absorption and IPA biases vs
wavelength. All parameters are as in Fig. B2. Upper curve corre-
sponds to IPA column absorption. Four lower curves correspond to
the IPA bias for four realizations in Fig. B2.

mean free path, [(1 2 g)^s&]21 ø 0.145 km, if ^t& 5
13 and h 5 0.3 km, hence ^s& 5 ^t&/h ø 43 km21, and
g 5 0.84. In this respect, our clouds can be viewed as
a stratocumulus deck 0.3-km thick (on average) and
1024 3 0.05 5 51.2 km on a side for the basic cell,
which is repeated ad infinitum in the x-direction.

b. Local estimates with a ‘‘forward’’ Monte Carlo?

To check the validity of the approximation of point-
wise fluxes by pixel-averaged fluxes with 50-m pixels,
we run both forward and backward MC (Marchuk et al.
1980) codes for the same realization of cloud optical
depth. While forward MC provides pixel-averaged flux-
es on a pixel-by-pixel basis, backward MC estimates
point-wise fluxes in the given locations. Figure B1 il-
lustrates the results for two aircraft-based radiometers,
below and above clouds. Agreement is excellent visu-
ally, and quantitatively the level of MC noise is about
1% for the forward MC and 0.5% for the backward one.

c. Doing IPA numerically with MC?

For simplicity, all numerical IPA results are computed
by MC with huge pixel sizes ($5000 km) to neglect
any interactions between pixels. This incidentally pro-
vides us with an illustration of the MC noise in Figs.
4b–c, where IPA results are plotted against optical
depth. The width of these curves estimates the level of
MC noise (obviously, there is a one-to-one correspon-
dence between optical depth and measured up- and
downward fluxes and zero-level noise would yield
smooth curves).

d. Different realizations of the cloud model?

One of the advantages of using stochastic models as
opposed to deterministic ones is the simple procedure
of changing realizations just by picking another random
seed. Then a natural question arises: How stable are our
results with respect to different realizations of the cloud
model? To illustrate this, four different realizations of
the clumpy cloud model are used, and respectively, four
column absorptions are calculated by MC and IPA.

The domain-averaged IPA results are the same for all
realizations, since they have the same pdfs; however,
the resulting domain-averaged MC absorptions are not
necessarily identical. Indeed, pixel-scale 3D radiative
effects depend strongly on the particular horizontal dis-
tribution in each realization (Fig. B2). Domain-averaged
results are nevertheless very close: 0.3537, 0.3538,
0.3538, and 0.3534. Figure B3 shows IPA column ab-
sorption together with four IPA biases plotted against
a wavelength between 0.9 and 1.0 mm. As in the case
study in the main text, the IPA column absorption is
always smaller (ø0.3517); so IPA biases are positive
for all four realizations and all 10 narrow spectral bands.

To conclude, although the domain-averaged column
absorptions for different realizations of cloud models
are not identical, they are close enough; the difference
is less than 0.5%, while the MC domain-averaged er-
rors—checked using IPA—are less than 0.1%. Thus, the
results reported in this paper obtained by using just one
realization of a cloud model can be viewed as robust.
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