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ABSTRACT

The interannual variability (IAV) in monthly averaged outgoing infrared radiation (IR, from the NOAA
polar orbiting satellites) is observed to be larger during summer than during winter over the north Pacific
Ocean. A statistical analysis of the daily observations shows the daily variance to be similar during both
seasons while the autocorrelation function is quite different. This leads to a seasonal difference in estimates
of the climatic noise level, i.e., the variances expected in summer and winter monthly averages due to the
number of effectively independent samples in each average. Because of a less vigorous tropospheric circu-
lation, monthly means of IR during summer are affected by the passage of fewer synoptic-scale disturbances
and their attendant cloudiness. Fewer independent samples imply a larger variance in the time averages.
While the observed AV is less in winter, the ratio of the observed IAV to the climatic noise level is larger,
suggesting that signals of climatic variability in outgoing IR may be more readily diagnosed during winter
in this region. The climatic noise level in monthly averaged IR and cloudiness is also estimated for two
other climatic regimes—the quiescent subtropical north Pacific and the ITCZ in the western Pacific.

1. Introduction

Since 1974, measurements of outgoing longwave
radiation (IR), made twice daily from scanning ra-
diometers aboard the polar orbiting series NOAA-3,
4, 5 and 6 and TIROS-N, have been archived and
made available in convenient form by the National
Environmental Satellite Data Information Service
(NESDIS) of NOAA (Gruber and Winston, 1978).
This long time series of IR observations, with global
coverage, is particularly interesting because it permits
stable estimates of the statistics of short time scale
fluctuations, dominated by variations in cloudiness
(Cahalan et al., 1982, hereafter referred to as CSN),
as well as some insight into longer time scale phe-
nomena {the annual cycle and interannual variability
as explored by Heddinghaus and Krueger (1981) and
Liebmann and Hartmann (1982)]. Interannual vari-
ability (IAV) in meteorological data is typically ex-
amined in monthly averages with the annual cycle
removed. In such finite time averages a certain
amount of IAV is associated with the limited sample.
This climatic noise (Leith, 1973) is due to the un-
predictable nature of short-term fluctuations (weather)
and cannot be eliminated by measuring continuously
with an error-free observing system. An estimate of
the climatic noise, also referred to as natural vari-
ability (Madden, 1976), in meteorological fields can
be made from the variance and autocorrelation sta-
tistics of the day-to-day observations. It is then of
interest to identify geographic regions where the ob-
served IAV is much lareger than the climatic noise.

These regions can be examined in greater detail in
hopes of clearly diagnosing signals of short-term cli-
matic variability (such as the Southern Oscillation/FEl
Nifio phenomena). The observed IAV and estimates
of the climatic noise level for surface pressure and
surface temperature have been mapped from time -
series of surface station observations which are much
longer than those currently available from satellites
(e.g., Madden, 1976; Madden and Shea, 1978).

It is the purpose of this contribution to make an
estimate of the climatic noise level in satellite ob-
served IR for several climatic regimes over the Pacific
Ocean. We have chosen regions where the diurnal
cycle in cloudiness and surface temperature has only
a small influence on the IR (Short and Wallace, 1980)
and its autocorrelation function. This is because the
diurnal cycle is not yet understood in sufficient detail
to remove its effects, whereas the short autocorrela-
tion times of the IR signal require observations at
intervals of less than one day in order to accurately
represent their structure (CSN). Over the North Pa-
cific Ocean we demonstrate a strong scasonal mod-
ulation in both the climatic noise level and observed
interannual variability. This seasonal modulation of
the climatic noise is due to a change in the position
and intensity of the midlatitude storm track over the
course of the year (CSN, especially Figs. 10a and 10b).

The climatic noise level in meteorological data may
depend on the size of the area over which the mea-
surements are averaged. Typically we see less daily

variance and longer autocorrelation times for larger
areal averages. An examination nof the averacino area
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dependence of climatic noise in this type of data is
presented as guidance for the space-time sampling
strategies of future climate observing systems.

2. Data

The values of total outgoing longwave radiation
(IR) used in this study were derived from measure-
ments taken by scanning radiometers aboard the
NOAA polar orbiter series (NOAA-3, 4, 5, 6 and

TIROS-N) during the periods June 1974 to February |

1978 and January 1979 to February 1981, inclusive.
The infrared sensors detect upwelling radiation twice
daily over all areas of the globe in the 10.5-12.5 um
wavelength band (the water vapor window), where
variations are caused mainly by clouds within the
field of view. We feel confident that our analysis of
this long time series is not seriously affected by cal-
ibration or instrument degradation problems because
the globally averaged IR does not show long-term
trends or discontinuities (Lau, private communica-
tion, 1982). Scene-to-scene variations in the inferred
outgoing IR are 10-100 times larger than the | W
m~2 uncertainty introduced by instrument noise.

The original 4-8 km resolution measurements
have been spatially averaged to a resolution of 2»°
of latitude by 2%2° of longitude on a global grid and
made available on digital tape by the National En-
vironmental Satellite Data Information Service of
NOAA (Gruber and Winston, 1978).

For the purposes of this study we will concentrate
on a portion of the Pacific Ocean where previous
work has focused on the day-to-day variability in IR
associated with the passage of synoptic-scale weather
disturbances and their cloud systems (Reed, 1979;
CSN). For a detailed description of the daily and sea-
sonal variability in these data the reader is referred
to CSN.

3. Climatic noise and observed interannual variability

Interannual variability of the January IR was de-
termined by computing the mean of the available
Januarys and then finding the deviation of the indi-
vidual January means from that mean. The same
procedure was followed for each month (using 30
daytime periods beginning with the first day of the
month). Fig. la is a histogram of monthly mean
anomalies for winter months (6 Decembers, 6 Jan-
uarys, 6 Februarys) at 14 gridpoints over the North
Pacific (150°E-150°W, every 10° at 42.5°N and
37.5°N). The 14 gridpoints are spaced such that their
daily fluctuations are essentially independent but
have nearly identical lag autocovariances. By com-
positing data from these gridpoints we can increase
the size of our sample and obtain distributions of
anomalies which are as smooth as one would expect
from a long time series of observations. This region
was chosen because earlier analyses (Lau, 1978; CSN,
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FIG. 1. Monthly mean IR anomalies at 14 grid boxes (2%°
X 212° each) over the North Pacific (centered 150°E to 150°W,
every 10°, at 37.5°N and 42.5°N) from the period June 1974 to
February 1981. (a) Winter anomalies from 6 Decembers, 6 Jan-
uarys and 6 Februarys. (b) Summer anomalies from 6 Junes, 6
Julys and 6 Augusts. Dashed lines represent normal distributions
with the same variance (S,) as the observed distributions.

1982; White, 1982) indicated that the winter storm
track goes right through it, while during summer the
storm track is weaker and farther north. IAV during
summer months (Fig. 1b) is considerably larger. Both
distributions are approximately normal, and it is es-
timated that there is less than a 1% chance that they
were drawn from the same population.’

The primary question of this paper is, “How large
must these anomalies be before we can reject the null
hypothesis that they are due to the limited sample in
the monthly mean?” The daily variance in the ob-
servations is approximately the same during winter
and summer, so that the crudest estimate for sam-
pling fluctuations, the familiar 1/N'/? law for inde-
pendent observations, would yield the same noise
level in both seasons. However, when we take account
of the correlation between consecutive observations,
we shall see that the noise is so much smaller in winter
that, in spite of the smaller variability seen in Fig. la

' This is based on Fisher’s F distribution. Degrees of freedom
(dof) were estimated to be ~50 by assuming two or three inde-
pendent areas within the region for each of the 18 months. We
know that adjacent gridpoints are highly correlated on the daily
time scale and even more so on the monthly time scale due partly
to the advecting short-term correlations. The statistical significance
is not sensitive to this dof assumption.
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than in 1b, a greater fraction of anomalies are sig-
nificant in winter.

Using the statistical theory of sampling we can es-
timate the climatic noise level from the variance and
autocorrelation of the observations. Let X, (k = 1,
2, ..., n) be a set of n observations during a given
month, and let X, denote the monthly mean, so that

.12
Xr=—- 2 X
L

(1)

For twice daily observations k runs from 1 to 60.
Then the expected variance in the monthly means is
given by (Jones, 1975)

~ SDZ n—1 r
Var(Xy) = 7 [1 +2 21— . Rx(T) |, (2)

=1

where here 7 is in units of the sampling interval. The
variance S of the observations can be written

Sp? = (—n—i—l‘) El (X — X7), (3)

while

n—r

Ri(r) = —— 3 (X — X)Xi, — XIS
(n— 7)o

C))

1s the autocorrelation of the observations. This anal-
ysis assumes that the twice daily observations are
equally spaced in time. In reality the geometry of the
polar orbiter data swaths causes the interval between
observations over a point to vary from 11 to 13 h.
In the storm track region where the signal varies quite
rapidly, we estimate that this timing factor introduces
at most an effective 10 W m™2 uncertainty. Thus the
variance from (3) is slightly overestimated, while the
autocorrelation from (4) is slightly underestimated.
The net effect on estimates of the climatic noise from
(2) 1s insignificant.

Time series of IR from which R(7) were computed
are approximately stationary (see CSN, Fig. 2). Small
contributions to the variance from the seasonal cycle
have been removed by a least-squares quadratic fit.
From (2) we see that the expected variance in
monthly means is determined by the character of day-
to-day changes as reflected in the observations. If the
observations were uncorrelated [R(7) = 0] then
Var(X7) would depend only on the number of ob-
servations used to determine Xr. The effective num-
ber of independent observations depends on the sum-
mation term in (2). Consecutive observations are cor-
related in a manner which can be thought of as

_depending upon the typical size, speed and lifetime
of passing weather disturbances. During summer,
because the disturbances move more slowly, there are
fewer independent samples and therefore a greater
variance in the monthly means. Sampling fluctua-
tions in monthly averaged IR, due to variations in
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the number or intensity of storm events from one
summer to another, would take place even in the
absence of climatic trends or short-term climatic vari-
ations.

Autocorrelation functions for the winter and sum-
mer months over the central North Pacific, as deter-
mined from twice daily observations, are shown in
Fig. 2. The rapid decrease of correlation with time
during winter is caused by rapidly moving weather
systems in the region. The negative correlation peak
is associated with an eastward shift of the east/west,
cloudy/clear pattern accompanying baroclinic dis-
turbances in the westerlies (see CSN, Figs. 7a, b).
Notice that the daily variance [Sp in (2)] is approx-
imately the same during winter and summer. The
magnitude of the climatic noise level for each cal-
endar month as computed from (2) involves values
of the autocorrelation at various lag times 7. Contri-
butions to (2) are negligible beyond three days (see
CSN, Fig. 5a) where R(r) begins to behave as one
would expect from a finite sample estimation. Namely,
small fluctuations about zero which increase in am-
plitude as the overlap between the time series and its
lagged counterpart is decreased. As more satellite data
become available we should be able to confidently
interpret small variations in R(r) at longer lags and
incorporate their effects on estimates of the climatic
noise.

The expected IAV (Var(X;)) during summer as
computed from (2) is (4 W m™2)?, whereas during
winter it is only (2 W m™2)?. The ratio of the observed
IAV to the climatic noise is 2.7 during summer and
4.0 during winter [using S;* from Fig. 1 and Var(X7y)
from (2)]. Both ratios are statistically significant at
the 95% level (again using Fisher’s F distribution).

These ratios suggest that signals of short-term cli-
matic variability (such as persistent sea surface tem-
perature anomalies and/or large-scale atmospheric
circulation anomalies) are responsible for a larger
fraction of IAV in monthly averaged IR during winter
than during summer.

By compositing monthly mean anomalies from

1.0 AUTOCORRELATION AT
h 40N, 180 (2%2° x 2% °)

Rin)

T(DAYS)

FIG. 2. Autocorrelation functions of IR at 40°N, 180 (2%°
X 212° resolution) for winter (DJF) and summer (JJA) months.
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many gridpoints we have been able to construct the
fairly smooth distributions of Fig. 1 and understand
their differences. While the distribution of anomalies
from a single gridpoint is by necessity much noisier,
it is instructive to examine such a distribution to-
gether with its climatic noise confidence limits. Fig.
3 shows the monthly mean IR anomalies at 40°N,
180° along with a curve of the 95% confidence in-
terval for each month of the year. In the absence of
short-term climatic variability we would expect 95%
of the anomalies to be inside the +2Var(X;)!/?
bounds. More than 25% of the anomalies are outside
the bounds. A x? test on the distribution of anomalies
normalized with respect to their noise level shows this
result to be significant at the 99% level. The largest
anomaly (with respect to the climatic noise level)
occurs in January 1977. This anomaly of —9 W m™?
is associated with an anomalous circulation pattern
in which a strong ridge over the west coast of North
America was flanked by deep troughs over the North
Pacific and the eastern United States (where record
cold temperatures were observed). A similar pattern
was also observed in January of 1981 (the —8 W m™
anomaly in Fig. 3).

Further studies of this type of data promise to add
more information on the morphology of signals of
short-term climatic variability and patterns of at-
mospheric teleconnections [Wallace and Gutzler
(1981) and Horel and Wallace (1981) provide exten-
sive reference lists on teleconnection studies]. The
Southern Oscillation/El Nifio phenomenon is a signal
of short-term climatic variability which is readily ap-
parent in tropical cloudiness and IR fields (see,
e.g., Heddinghaus and Krueger, 1981; Liebmann
and Hartmann, 1982). Its influence on midlatitude
cloudiness is more subtle. As more satellite data be-
come available, we may be able to apply more
sophisticated signal processing techniques in order to
separate signals of short-term climatic variability
from climatic noise (as suggested by Hasselmann,
1979; Madden, 1981; and Bell, 1982).

ANOMALIES AND 95% C.L.
FOR EACH MONTH AT
40N, 180 (212° x 212°)

-10

IR ANOMALIES (W/m2)
o

JJASONDJFMAMJIJA
MONTH
FIG. 3. Anomalies in monthly mean outgoing IR for each month.

Thin line envelope is the 95% confidence level of ““climatic noise™
as explained in the text.
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FIG. 4. Estimated climatic noise levels versus diameter of av-
eraging area. Left scale is for IR, right is for cloud cover, with
assumed cloud top height in parentheses. Averaging areas are cen-
tered at (a) 40°N, 180°, (b) 15°N, 180° and (¢) 7.5°N, 150°E.

4. Area-averaging effects

Just as time averaging reduces the climatic noise
level [the 1/n factor in-(2)] we might expect that av-
eraging observations over a larger spatial area would
achieve the same effect. However, noise reduction by
spatial averaging is mitigated by the fact that, while
there is less daily variance for larger spatial averages,
the autocorrelation shows more persistence. The two
effects tend to cancel one another, causing the cli-
matic noise level to decrease slowly as averaging area
is increased. [A simple stochastic model illustrating
the two effects is described in Cahalan (1981).]

Fig. 4 shows the estimated climatic noise level in
three climatic regimes for averaging areas with effec-
tive diameters of ~250 km (2}2° X 2%°) out to ef-
fective diameters of 3000 km. This range includes
averaging areas typically used in data sets for climatic
research as well as those equivalent to the field of
view observed by medium and wide field of view ra-
diometers aboard low earth-orbiting satellites.

Climatic noise levels for each regime were esti-
mated for the 21»° X 214° grid boxes provided by
NESDIS as well as for averages over areas one ‘“‘cor-
relation diameter™ across (see CSN). These effective
correlation diameters are ~ 1300, 2200 and 1500 km
over the North, central and equatorial Pacific, re-



576

spectively. As the averaging area was further in-
creased, it was found that the climatic noise level
could be approximated as the noise level of the area
one correlation diameter across, divided by the num-
ber of effectively independent samples within the area
(as determined by the correlation diameter). The
noise level over the quiescent subtropical Pacific (Fig.
4b) is larger than over the winter storm track because
of a longer autocorrelation time. Var(X7) was com-
puted using lags out to five days for Figs. 4b and 4c.
Over the ITCZ (Fig. 4¢) the daily variance and au-
tocorrelation time are both larger than for Fig. 4a,
giving the largest noise level.

By assuming an average effective cloud top height
for the regions having IR noise levels represented in
Fig. 4, the corresponding noise levels in cloud cov-
erage can be estimated. For 3 km cloud tops the cloud
top temperature would be ~20°C colder than the
surface and the outgoing IR would be ~40 W m™2
less, or 4 W m™2 per tenth cloud cover. [The ap-
proximate relationship of AIR/AT ~ 2 W m~2(C®)™!
is discussed in CSN.] The right-hand vertical scales
in Figs. 3a—c are labeled as cloud amount variability
equivalent to the IR variability for that regime (with
assumed effective cloud top height in parentheses).
The estimated climatic noise level in cloud amount
is smallest over the midlatitude region and approxi-
mately equal for the two tropical regimes.

5. Discussion

Our main conclusions are as follows;

1) In spite of the fact that the monthly averaged
IR in the midlatitude storm track is less variable in

COV(X T YT)
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winter than summer, a greater fraction of the IR
anomalies are statistically significant in winter be-
cause of the smaller climatic noise level. The smaller
wintertime climatic noise is not due to decreased daily
variance, but rather to shorter autocorrelation times.
The largest anomalies, with respect to the climatic
noise level, occur during winter. January 1977 is dis-
cussed as an example of an extreme IR anomaly
which is associated with an anomalous atmospheric
circulation pattern. The climatic noise level is largest
over the ITCZ due to the high daily variance and
relatively long autocorrelation time.

2) It appears that the climatic noise level in IR and
cloudiness does not decrease rapidly as averaging area
is increased. While averaging over large areas may be
suitable for detecting global or hemispheric signals of
climatic variability (Bell, 1982), such a procedure
may erode information about the spatial structure of
climatic anomalies. Continuing archives of satellite
data having a spatial resoclution comparable to or
better than present operational models of the general
circulation is clearly important. Diagnostic studies of
these global data bases promise to add to our under-
standing of the morphology of, evolution of, and dy-
namical forcings responsible for signals of short-term
climatic variability.

While the present study has focused on the ex-
pected variance of time averages, a natural next step
will be an examination of the expected covariance or
correlation of time averages. Using X and Y to denote
two gridpoints and using the notation of Section 3,
the expected correlation of time averages at the two
points is given by

n—1

n—1
ny(O) + z (1 - I)I{\’Y(T) + Z (1 - 1)RXY(_—T)
=1 n r=1 n

R/\-,.,.;‘/T(O) = [Var(X'T)]”z[Var( Y‘vT)]l/z =.l:

Here Ryy(7) is the cross correlation of the observa-
tions at lag 7, and 7 = nAt is the length of the time
average, where At is the time interval between ob-
servations. »
Teleconnection studies often present maps of the
covariance or correlation of monthly averaged anom-
alies between one gridpoint and all others. Instanta-
neous observations at nearby gridpoints are corre-
lated because of the finite size of weather distur-
bances. Monthly averages will tend to be more highly
correlated in the preferred direction of movement of
the disturbances because of their finite lifetimes. The
role of advecting short-term correlations in deter-
mining the shape of time-averaged correlation fields
can be clearly demonstrated with a simple stochastic
model (Cahalan, 1981). Their influence also appears
to be manifested by an east—west elongation in cor-

n—1

1422

=1

172 =1 7z (5)
(1 - i)RX(T)] [1 +2 é (1 - %)RY(T)}

relation fields of geopotential height along the axes
of major jet streams (see, e.g., Wallace and Gutzler,
1981, Fig. 24b). A more complete understanding of
teleconnection patterns may be realized by examining
estimates of the expected correlation of time averages
as computed from (5).
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