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Load Estimator (LOADEST):
A FORTRAN Program for Estimating
Constituent Loads in Streams and Rivers

By Robert L. Runkel, Charles G. Crawford, and Timothy A. Cohn

Abstract

LOAD ESTimator (LOADEST) is a FORTRAN program for estimating constituent loads in streams and rivers. Given
a time series of streamflow, additional data variables, and constituent concentration, LOADEST assists the user in developing
a regression model for the estimation of constituent load (calibration). Explanatory variables within the regression model
include various functions of streamflow, decimal time, and additional user-specified data variables. The formulated regression
model then is used to estimate loads over a user-specified time interval (estimation). Mean load estimates, standard errors, and
95 percent confidence intervals are developed on a monthly and(or) seasonal basis.

The calibration and estimation procedures within LOADEST are based on three statistical estimation methods. The first
two methods, Adjusted Maximum Likelihood Estimation (AMLE) and Maximum Likelihood Estimation (MLE), are
appropriate when the calibration model errors (residuals) are normally distributed. Of the two, AMLE is the method of choice
when the calibration data set (time series of streamflow, additional data variables, and concentration) contains censored data.
The third method, Least Absolute Deviation (LAD), is an alternative to maximum likelihood estimation when the residuals are
not normally distributed. LOADEST output includes diagnostic tests and warnings to assist the user in determining the
appropriate estimation method and in interpreting the estimated loads.

This report describes the development and application of LOADEST. Sections of the report describe estimation theory,
input/output specifications, sample applications, and installation instructions.



1 INTRODUCTION

1.1 Background

This report describes the development and use of LOAD ESTimator (LOADEST), a FORTRAN program for
estimating constituent loads in streams and rivers. LOADEST is based on two previously undocumented software programs
known unofficially as LOADEST2 and ESTIMATOR [see Crawford (1996) and Cohn (1988) for relevant details].

1.2 Related Reading

Successful application of LOADEST requires considerable knowledge of statistics, multiple linear regression, and load
estimation. Although an overview of load estimation theory is provided in Section 2, the overview is intentionally brief as the
underlying statistical concepts are described in detail elsewhere. Software users should therefore review the relevant concepts
and techniques presented in statistical texts (for example: Judge and others, 1988; Draper and Smith, 1998; Helsel and Hirsch,
2002).

1.3 Report Organization

The remaining sections of this report are as follows. Section 2 provides a description of the theoretical constructs
underlying the problem of load estimation. This section includes descriptions of the load estimation problem and the equations
used for load estimation. Section 3, a User’s Guide, presents the input and output requirements of the FORTRAN computer
program. This section describes the format of the input/output files and various user options. Section 4 presents several
applications of LOADEST and includes example input and output files. The final section, a Software Guide (Section 5),
describes how to obtain LOADEST, installation procedures, and several programming features.

14 Acknowledgments

Many of the concepts and techniques underlying LOADEST are based on earlier work by Tim Cohn and Charlie
Crawford of the U.S. Geological Survey (USGS). This project was initiated following a workshop organized by Bob
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Dave Mueller, Skip Vecchia, and Andy Ziegler. The authors wish to thank Dan Hippe, Michael Langland, Dave Lorenz, and
Greg Schwarz for their review comments, Jeff Deacon and Norm Spahr for additional testing and commentary, and Alene
Brogan, Betty Palcsak, and Loretta Ulibarri for editorial assistance and report formatting.
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2 THEORY

21 Background — Linear Regression Approach to Load Estimation

It is often desirable to know the mass of suspended sediment or chemical constituent entering a lake or estuary from a
river or stream. In general, total mass loading over an arbitrary time period, T, is given by:

T
L, = jOQCdt )

where C is concentration [M/L?], L. is total load [M], Q is instantaneous streamflow [L3/T], and 7 is time [T]'. Direct use of
equation 1 is problematic as continuous estimates of Q and C are rarely available. Further, although discrete values of Q are
readily available for many locations (streamflow estimates from USGS gaging stations, for example), values of C are
considerably less common due to the expense of sample collection and analysis. Load estimates are therefore more commonly
given by:

NP NP
L. = At) (QC)i = At L; )
i=1 i=1

where I:i [=(QAC)i ] is an estimate of instantaneous load [M/T], IA_T is an estimate of total load [M], NP is the number of
discrete points in time, and At is the time interval represented by the instantaneous load [T]. Mean load for time period 7 is
then given by

[ - L

= _° 3
At NP ®

where L is the mean load [M/T]. Calculation of loads using equations 2 and 3 is contingent upon two assumptions. First, each
estimate of instantaneous load [Lj=(QC); ] is assumed to represent the mass load over the discrete time interval (Af). Second,
the discrete time interval is constant; all of the NP discrete points in time will have the same At. For example, a common
application is to calculate the mean load for a calendar year, by using daily estimates of streamflow. Under this application,
there will be 365 discrete points in time (NP=365) with a time interval of one day (Ar=1 day). Each estimate of instantaneous
load represents average conditions for a given day.

As described by Cohn (1995), several techniques are available for estimating total load, IA_T . Of these techniques, one
based on linear regression is used within LOADEST. In its simplest form, the regression approach proceeds as follows. First,
a linear model is formed in which the log of instantaneous load is related to one or more explanatory variables:

NV
In(L) = ay+ z aX; )
j=1

IThe fundamental units of Mass [M], Length [L], and Time [T] are used throughout this section. Specific units are introduced in
Section 3.
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where a( and a; are model coefficients, NV is the number of explanatory variables, and X; is an explanatory variable?.
Equation (4) is then exponentiated to yield an estimate of instantaneous load:

M
Lrc = exp ag + Z aJXJ (5)
i=1

where |:RC is a “rating curve” estimate of instantaneous load. Development of load estimates using equations 4 and 5 is thus

a 3-step process:

(1) Model Formulation. The form of the linear model (the right-hand side of equation 4) is determined based
on the user’s knowledge of the hydrologic and biogeochemical system. Each explanatory variable (X) is a func-
tion of a data variable (streamflow or time, for example) that is thought to influence instantaneous load. The num-
ber and form of explanatory variables is highly dependent on the system under study and the constituent of
interest. A simple model with a single explanatory variable (log streamflow) is often sufficient for prediction of
suspended-sediment load (Crawford, 1991), whereas a model with six explanatory variables based on various
functions of streamflow and time is often applicable to nutrients (Cohn and others, 1992a). Additional guidance
on model formulation is provided elsewhere (Judge and others, 1988; Draper and Smith, 1998; Helsel and Hirsch,
2002).

(2) Model Calibration. Given the form of the regression model, a time series of constituent load and the explan-
atory variables is used to develop the model coefficients (ag and a;, equ. 4) by using ordinary least squares (OLS)
regression. The regression equation then is used to calculate estimates of log load [ In(L) ] for each observation

in the time series (the calibration data set). Residual error for each observation is equal to the difference between
observed and estimated values of log load [In(L) - In(L) ].

(3) Load Estimation. Estimates of the instantaneous load are obtained using the retransformed version of the
regression model (equ. 5) and a time series of explanatory variables (the estimation data set). Individual estimates
of instantaneous load then are used to determine the total (equ. 2) or mean (equ. 3) load.

As outlined above, estimation of constituent loads using the regression approach is theoretically straightforward. Several
statistical complications arise, however, when dealing with real-world data. Load calculations within LOADEST are
therefore more complex than the calculations described above. Three of these complicating factors (retransformation bias,
data censoring, and nonnormality) are described below, where the three load estimation methods used within LOADEST are
detailed. Additional issues that are germane to all three methods are described in Sections 2.3 and 2.4.

2.2 Load Estimation Methods used within LOADEST

The load estimation process is complicated by retransformation bias, data censoring, and nonnormality. As noted by
Ferguson (1986), rating curve estimates (equ. 5) of instantaneous load are biased; estimates may underestimate the true load
by as much as 50 percent. This retransformation bias is addressed by introducing bias correction factors for the calculation of
instantaneous load. Data censoring occurs when one or more observations used in the calibration step have constituent
concentrations that are less than the laboratory detection limit (Gilbert, 1987). Although substitution (setting C equal to one-
half the detection limit, for example) appears to be a simple remedy for the replacement of less-than values, none of the
substitution methods commonly used yield adequate results (Helsel and Cohn, 1988). A more rigorous treatment of censored
data is therefore required. A final complication is the assumption of OLS regression that the model residuals are normally
distributed. Alternate methods for estimating model coefficients are applicable when model residuals do not follow a normal

’The i subscript is omitted from L in equation 4 and all subsequent equations.
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distribution. Because of these complications, LOADEST provides three methods for load estimation; each method is described
below.

2.2.1 Maximum Likelihood Estimation (MLE)

As an alternative to OLS regression, model coefficients (¢ and a;, equ. 4) may be calculated using the method of
maximum likelihood (MLE). When the calibration data set includes censored data, implementation of MLE also is known as
tobit regression (Helsel and Hirsch, 2002). As with OLS, tobit regression assumes that model residuals are normally distributed
with constant variance.

Given the model coefficients provided by regression, estimates of instantaneous load may be obtained by retransforming
equation 4. When the calibration data set is uncensored, the bias correction factor of Bradu and Mundlak (1970) provides a
minimum variance unbiased estimate (MVUE) of instantaneous load (Cohn and others, 1989):

M

Lmvue = explag+ " ajX;| gp(m, s%, V) 6)
j=1

where I:MVUE is the MLE estimate of instantaneous load, m is the number of degrees of freedom, s? is the residual variance,
and V is a function of the explanatory variables (Cohn and others, 1989) The model coefficients in equation 6 (a( and a; ) are
estimated by maximum likelihood; the blas correction factor [g,,(m, 52, V)] is an approximation of the infinite series given in
Finney (1941). Within LOADEST, g,,,(m, 5 ,V) is replaced by a similar function, phi (Likes, 1980).

Under the MLE method, estimates of instantaneous load are developed for all of the observations in the eAstimaAtion data
set using equation 6. Mean load estimates for various time periods then are calculated using equation 3 (where L, = Lyyyg)-
Standard errors reflecting the uncertainty in each estimate of mean load are calculated by using the method described by Likes
(1980) and Gilroy and others (1990) (for specifics, see equations 9-25 in Gilroy and others, 1990).

2.2.2 Adjusted Maximum Likelihood Estimation (AMLE)

For the case of censored data, model coefficients estimated by tobit regression (MLE, Section 2.2.1) exhibit first-order
bias. In addition, the Bradu-Mundlak bias correction factor (g,,, equation 6) results in biased estimates of instantaneous load.
By using adjusted maximum likelihood estimation (AMLE, Cohn 1988; Cohn and others, 1992b), first order bias in the model
coefficients is eliminated using the calculations given in Shenton and Bowman (1977). A “nearly unbiased” (Cohn 1988)
estimate of instantaneous load then is given by:

M
LawmLe = exp|ag + > aXj| H(a, b, 2 a, k) )
j=1

where I:AMLE is the AMLE estimate of instantaneous load, a and b are functions of the explanatory variables (Cohn and
others, 1992b), a and « are parameters of the gamma distribution, and 52 is the residual variance. The model coefficients in
equatlon 7 (ag and a;) are maximum likelihood estimates corrected for first-order bias; the bias correction factor
[H(a,b,s’,0,K)] is an approximation of the infinite series given in Cohn and others (1992b).

Under AMLE, estimates of instantaneous load are developed for all of the observations in the estimation data set using
equation 7. Mean load estimates for various time periods then are calculated using equation 3 (where L, = Loy g ). The
uncertainty associated with each estimate of mean load is expressed in terms of the standard error (SE) and the standard error
of prediction (SEP). The SE for each mean load estimate (Cohn and others, 1992b; equ. 35) represents the variability that may
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be attributed to the model calibration (parameter uncertainty). Calculation of the SEP begins with an estimate of parameter
uncertainty (the SE) and adds the unexplained variability about the model (random error). Because SEP incorporates
parameter uncertainty and random error, it is larger than SE and provides a better description of how closely estimated loads
correspond to actual loads. The SEP is therefore the preferred method of describing uncertainty in loads and is used within
LOADEST to develop 95 percent confidence intervals for each estimate of mean load.

2.2.3 Least Absolute Deviation (LAD)

All of the regression methods discussed thus far (OLS, MLE, AMLE) assume the model residuals are normally
distributed with constant variance. When model residuals do not conform to the assumption, alternate techniques may be
appropriate. One such technique, the least absolute deviation (LAD) method, is implemented within LOADEST. Model
coefficients for LAD are developed using the regression method of Powell (1984), as implemented by Buchinsky (1994).
Given the model coefficients, estimates of instantaneous load are developed using the “smearing” approach of Duan (1983):

n

M D exp(ey)

% _ k=1
LLap = exp|ag+ Z ajxj
i=1

®)

where I:L ap is the LAD estimate of instantaneous load, ag and a; are model coefficients developed by the LAD regression,
e is the residual error, and 7 is the number of uncensored observations in the calibration data set>.

LAD estimates of instantaneous load are developed for all of the observations in the estimation data set using equation
8. Mean load estimates for various time periods then are calculated using equation 3 (where L, = L 5p). Standard errors
reflecting the uncertainty in each estimate of mean load are calculated using the jackknife method described by Efron (1982).

2.2.4 Summary of MLE, AMLE, and LAD for Load Estimation

The primary load estimation method used within LOADEST is AMLE. AMLE has been shown to have negligible bias
when the calibration data set is censored (Cohn and others, 1992b). For the special case where the calibration data set is
uncensored, the AMLE method converges to MLE (Cohn and others, 1992b), resulting in a minimum variance unbiased
estimate of constituent loads. MLE estimates are provided as a check on AMLE results and as a means of comparing
LOADEST results with standard statistical packages that implement MLE.

AMLE and MLE results are contingent upon the assumption that model residuals are normally distributed. Following
model formulation and calibration (Section 2.1), AMLE residuals should be examined to see if the normality assumption is
valid. Checks for normality include calculation of the PPCC (probability plot correlation coefficient; Vogel, 1986) and
Turnbull-Weiss likelihood ratio (Turnbull and Weiss, 1978) statistics, construction of a normal-probability plot (the graphical
analog of the PPCC; Helsel and Hirsch, 2002), and examination of standardized residuals. If the residuals do not adhere to
the assumption of normality, AMLE (and MLE) results for censored data may not be optimal. Load estimates from the LAD
method should therefore be considered in lieu of AMLE, as the LAD load estimates are not dependent on the normality
assumption.

3Because of a lack of published results for the verification of the numerical algorithm, the LOADEST implementation of LAD is limited to the case
of uncensored data. LAD results are omitted when the calibration data set contains censored observations.
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2.3 Multicollinearity and Centering

Multicollinearity arises when one of the explanatory variables (equation 4) is related to one or more of the other
explanatory variables (Helsel and Hirsch, 2002). The presence of collinear explanatory variables is undesirable because it
confounds interpretation of model coefficients and tests of their significance. Causes of multicollinearity include natural
phenomena, such as a positive relation between explanatory variables based on streamflow and precipitation, as well as
mathematical artifacts, when one explanatory variable is a function of another explanatory variable. This latter cause is
common in load estimation problems, when quadratic terms based on decimal time or log streamflow are included in the
regression model (see, for example, the predefined models described in Section 3.2.2). In such a case, explanatory variables
may be centered to eliminate the collinearity. The center of the calibration data, T,is given by (Cohn and others, 1992a):

N
Z(T—T)s
T=T4+%=1

I ©)

2% (T-T)
k=1

where N is the number of observations in the calibration data set, T is the mean of the data, and 7 is the quantity to be centered
(decimal time or log streamflow). Within LOADEST, T is subtracted from 7, and the resulting “centered” values are used to
develop the linear (decimal time, log streamflow) and quadratic (decimal time squared, log streamflow squared) explanatory
variables. As a result, the linear and quadratic terms are orthogonal and no longer collinear.

2.4 Model Selection

As discussed in Section 3.2.2, LOADEST includes several predefined models that specify the form of the regression
equation (the right-hand side of equ. 4). These models may be selected by the user based on the user’s knowledge of the
hydrologic and biogeochemical system (“Model Formulation”, Section 2.1). Alternatively, the software provides an automated
model selection option that selects the “best” model from the set of predefined models. Under this option, AMLE is used to
determine model coefficients and estimates of log load (equ. 4; “Model Calibration”, Section 2.1) for each predefined model.
Two statistics, the Akaike Information Criterion (AIC) and the Schwarz Posterior Probability Criterion (SPPC), then are
computed for the calibrated model (Judge and others, 1988). The predefined model with the lowest value of the AIC statistic
then is selected for use in load estimation (Section 2.1) (values of SPPC are provided for comparative purposes only and are not
used directly in the model selection process).
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3 USER’'S GUIDE

This section, the LOADEST User’s Guide, provides information on the use of LOADEST. Section 3.1 begins with a
general description of the LOADEST input/output structure. Section 3.2 provides a detailed description of the required input
files; model execution and the output file formats are described in Sections 3.3 and 3.4.

3.1 Input/Output Structure

This section describes the input and output files associated with LOADEST. A brief description of each file is
presented here; more detailed descriptions are provided in Sections 3.2-3.4. The input/output structure of LOADEST is
depicted in figure 1. The first input file, the control file, is used to specify the filenames of the remaining input files. Unlike
the other input files, the filename for the control file is set to control.inp within the software, and its name cannot be changed.
A second input file, the header file, defines the constituents of interest, specifies the form of the regression model, and sets
load estimation options. A third input file, the calibration file, contains the information (concentration and data variables) that
is used to calibrate the regression model (“Model Calibration,” Section 2.1). The final input file, the estimation file, contains
the data variables for which load estimates are developed (“Load Estimation,” Section 2.1). The filenames of the header,
calibration, and estimation files are specified by the user in the control file, control.inp

Input/Output Files

/ / /
/ . // / echo.out /
/control.inp/ / /
[ // /

—_—m

/ | header ———
| file |
/ LOADEST

]
/
/
/
/

constituent |
output
files (.out) /

! calibration

/ residual
/ file output |
[ files (.res)/

estimation

file

individual
load

files (.ind)/

Figure 1. LOADEST Input/Output files.

Also shown in figure 1 are the output files created by LOADEST. Upon completion of a LOADEST run, the file
echo.out contains an “echo” of the user-specified information (Section 3.4.1). In addition to the echo file, the software creates
a constituent output file, residual output file, and individual load file for each constituent. As described in Section 3.4.2, the
constituent output files contain a summary of the calibration and load estimation calculations. The residual output files contain
the residuals from the AMLE regression and other quantities used to create residual plots (Section 3.4.3). The individual load
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file contains the load estimates corresponding to the entries in the estimation input file (Section 3.4.4). Filenames for the
constituent, residual, and individual load output files are created by the software by appending “.out”, “.res”, and “.ind”
extensions to the user-specified constituent name (see Section 3.2.2).

3.2 InputFiles

As described in Section 3.1, several input files must be assembled prior to LOADEST execution. Specific details
relevant to each input file are provided in Sections 3.2.1-3.2.4. Details germane to all input files are briefly described below.
Sample input files are presented in Section 4.

Record Types and Fields. In Sections 3.2.1-3.2.4, each input file is described in terms of a set of record types. Within
each record type, one or more fields are used to specify various input parameters. In general, record types refer to lines in the
input file, and fields correspond to specific columns within each record. In most cases, the specific columns for a given field
are specified in the table that describes each record type. Some exceptions to the column requirements are noted in the text,
when a given record type is in a free format, and placement of input in specific columns is not required. In addition to column
specifications, each table specifies the field formats. A given field may be double precision (D), integer (I), or character (C).
Double precision fields require entry of a numeric value that includes a decimal point; integer fields require entry of a numeric
value without a decimal point. Alphanumeric values may be placed in character fields.

Internal Comments. LOADEST users may document their work by placing comments within any of the input files
described below. All lines with a pound sign (#) placed in column number 1 will be treated as comments by the software. This
feature is illustrated in the sample input files described in Section 4.

Common Pitfalls. The presence of tab characters within an input file may result in errors during program execution.
LOADEST users should therefore avoid the use of tab characters when preparing the input files; placement of input values in
the correct columns should be accomplished by inserting spaces rather than tab characters. Another common problem is the
presence of blank lines within the input files. During program execution, an error will occur when the software attempts to read
input values from a blank line (users who desire extra white space in their input files may specify internal comments as
described above). Blank or extraneous lines placed at the end of the calibration and estimation files (Sections 3.2.3-3.2.4) also
will also cause problems during program execution.

3.21 The Control File

The control file, control.inp, is used to specify the filenames for the various input files. The format of control.inp is
shown in table 1, where the control file consists of three record types. Record type 1 specifies the filename for the header file,
record type 2 specifies the name of the calibration file, and record type 3 specifies the name of the estimation file. An example
control file is given in Section 4.1.

Table 1. The control file.
[C, Character]

Record type Format Column Description
1 C 1-40 Filename for the Header File
2 C 1-40 Filename for the Calibration File
3 C 1-40 Filename for the Estimation File

3.2.2 The Header File

The header file is used to define the constituents of interest, specify the form of the regression model, and set load
estimation options. The format of the header file is given in tables 2—13. The header file is created using the 13 record types
discussed below.

Record Type 1 - Run Title (TITLE, table 2)

The first record in the header file is a title of up to 80 characters. This title is printed as part of the echo.out and the
constituent output files.

USER’S GUIDE 9



Record Type 2 - Estimated Values Print Option (PRTOPT, table 2)

Mean loads and the corresponding standard errors are summarized in the constituent output files. Individual load
estimates on which these summaries are based may be output at the user’s request by using the estimated values print option,
set in record type 2. If the print option is set to 0, individual load estimates are not included as part of the output; if the print
option is set to 1, individual load estimates are included in a separate output file (Section 3.4.4).

Table 2. The header file - record types 1-2, title and print option.
[C, Character; I, Integer]

LT In.put Format Column Description
type variable
1 TITLE C 1-80 Run title
2 PRTOPT I 1-5 Estimated values print option

Record Type 3 - Standard Error Option (SEOPT, table 3)

The standard error provides a measure of the uncertainty associated with each estimate of mean load. Estimates of the
standard error for AMLE load estimates may be based on detailed statistical computations (“exact” standard error) or a linear
approximation. Due to the computational demands of calculating the exact standard error, software users may wish to use the
linear approximation method when performing initial loading analyses. Computation of the exact standard error then may be
requested when a final loading model is determined. Users may select the appropriate method for calculating the standard
error using the standard error option, SEOPT (table 3).

As shown in table 3, setting SEOPT to 1 results in the use of a linear approximation for the standard error on the AMLE
load estimates. Standard errors for MLE and LAD load estimates are not computed when SEOPT equals 1. Setting SEOPT
to 2 also results in the use of a linear approximation for the AMLE standard error; in addition, standard errors for the remaining
load estimates (MLE and LAD) are computed. Setting SEOPT to 3 results in computation of the exact standard error for the
AMLE load estimates; standard errors for the remaining load estimates (MLE and LAD) also are computed. Note that use of
the linear approximation for the AMLE standard error also affects the standard error of prediction and 95 percent confidence
intervals for the AMLE loads (Section 2.2.2).

Software run time increases as the standard error option increases from 1 to 3 (approximate relative run time, table 3).
Loading analyses conducted with SEOPT set to 2 will take approximately 10 times longer than analyses completed with
SEOPT equal to 1. Loading analyses conducted with SEOPT set to 3 will take approximately 70 times longer than analyses
completed with SEOPT equal to 1.

Table 3. The header file - record type 3, standard error option.
[, Integer]

In_put Format Column Description
variable
SEOPT I 1-5 Standard error option
Specified Approximate
P relative Standard error calculation
value .
run time
1 1 Calculates standard error for AMLE based linear approxima-
tion. Standard error is not calculated for MLE and LAD.
2 10 Calculates standard error for AMLE based linear approxima-
tion. Also calculate standard error for MLE and LAD.
3 70 Calculate exact standard error for AMLE. Also calculate stan-
dard error for MLE and LAD.
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Record Type 4 - Load Option (LDOPT, table 7)

By default, LOADEST calculates the mean load for the entire estimation period (the entire length of time spanned by the
estimation file, Section 3.2.4). Users also may request mean load estimates for seasonal and(or) monthly time periods. The
type of mean load calculations depends on the value of the load option, LDOPT (table 4). When LDOPT equals 0, only the
default load calculations are completed (mean loads for the entire estimation period). Mean load calculations for a set of user-
defined seasons are included when LDOPT equals 1, whereas load calculations for each month of data in the estimation file are
included when LDOPT equals 2. Seasonal and monthly load calculations are both included when LDOPT equals 3. Users
requesting seasonal output (LDOPT=1 or 3) also must define the seasonal time periods as described below (record types 5 and
6).

Table 4. The header file - record type 4, load option.
[I, Integer]

In_put Format Column Description
variable
LDOPT 1 1-5 Load option
Siecd Mean loads calculated for:
value
0 Entire estimation period
1 Entire estimation period;
User-defined seasons
2 Entire estimation period;
Each month of data in the estimation file
3 Entire estimation period;
User-defined seasons;
Each month of data in the estimation file

Record Types 5 and 6 - User-defined Seasons (optional)

Note: Record types 5 and 6 are omitted if the load option is not equal to 1 or 3 (LDOPT=0 or 2, record type 4).

Record types 5 and 6 are used to define seasonal time periods when seasonal output is requested (LDOPT=1 or 3). The
number of user-defined seasons is first set using NSEAS (record type 5, table 5). Each season then is defined using record type
6 (table 6). Record type 6 contains two fields; each field has a free format such that placement of input in specific columns is
not required. Field one specifies the season start date (SBEG), and field two specifies the season end date (SEND). Although
the fields are in free format, values of SBEG and SEND must be in MMDD format, without embedded spaces (where MM
equals the month and DD equals the day); the first two characters are used to specify the month (01-12) and the last two
characters are used to specify the day (01-31). Record type 6 is used NSEAS times, once for each user-defined season.

Table 5. The header file - record type 5, number of user-defined seasons.
[1, Integer]

In_pul Format | Column Description
variable
NSEAS 1 1-5 Number of user-defined seasons
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Table 6. The header file - record type 6, season begin and end dates.

[I, Integer; Record type 6 is used once for each user-defined season (NSEAS times)]

In_pul Format Description

variable
SBEG I Starting date for user-defined season (MMDD format)
SEND I Ending date for user-defined season (MMDD format)

Record Type 7 - Model Number (MODNO, table 7)

The next step in constructing the header file is to specify the form of the regression model. When specifying the
regression model, the user has three options. First, the user may select one of the eleven predefined models by setting
MODNO to the appropriate value (MODNO=1-11, table 7). Second, the user may select the automated model selection option
by setting MODNO to 0. When the automated selection option is invoked (MODNO=0), the best regression model is selected
from candidate regression models 1-9 based on the Akaike Information Criteria (Section 2.4). Regression models 10 and 11
are not included in the automated selection process. Third, the user may develop a user-defined regression model by setting
MODNO equal to 99 and specifying the appropriate information in record types 9—11.

Table 7. The header file - record type 7, model number.

[I, Integer; InQ = In(streamflow) - center of In(streamflow); dtime = decimal time - center of decimal time; per = period, 1 or 0 depending on defined period
(record type 8)]

va:l:i':ll)tle Format Column Description

MODNO I 1-5 Model number

SR Regression model

value

0 automatically select best model from models 1-9.
1 ag+a,InQ
2 a,+a,InQ +a,InQ?
3 ag+a,InQ + a,dtime
4 ag+a,InQ + a,sin(2ndtime) + azcos(2rndtime)
5 ay+2,InQ +a,InQ? + azdtime
6 ay+2,InQ +a,InQ? + a;sin(2rdtime) + a,cos(2ndtime)
7 ag+a,InQ +a,sin(2ndtime) + azcos(2rdtime) + a,dtime
8 ap+a,InQ + a,InQ? + azsin(2ndtime) + a,cos(2ndtime) + a;dtime
? ap +a,InQ + a,InQ? + agsin(2ndtime) + a,cos(2rndtime) + asdtime + asdtime2
10 ag+a;per+a,InQ +azInQ per
1 ay+a,per+a,InQ+a;InQ per +a,InQ? + a5 InQ2 per
99 user defined
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Record Type 8 - Period Begin and End Months (optional)
Note: Record type 8 is omitted if the model number is not equal to 10 or 11 (MODNO<10 or MODNO=99, record
type 7).

If model number 10 or 11 is selected, the user must define the interval over which the periodic terms (per, table 7) apply.
This definition is accomplished using record type 8, where the begin and end months of the interval are specified. The first field
in record type 8 specifies the beginning month of the interval, PBMON; the ending month of the interval, PEMON, is specified
in the second field. PBMON is set equal to the numeric value of the first month (1=January, 2=February, 3=March, etcetera)
during which the periodic terms apply, whereas PEMON is set equal to the numeric value of the last month during which the
periodic terms apply.

Table 8. The header file - record type 8, begin and end months.
[I, Integer]

In.put Format Column Description
variable
PBMON I 1-5 Begin month for periodic terms
PEMON 1 6-10 End month for periodic terms

Record Types 9-11 - User-defined Model (optional)
Note: Record types 9-11 are omitted if the model number is not equal to 99 (MODNO<99, record type 7).

Record types 9-11 are used to specify the form of the regression model when a user-defined model is requested
(MODNO=99). User-defined models consist of one or more explanatory variables (“Model Formulation,” Section 2.1) that are
formulated from the set of available data variables. Potential data variables include streamflow and adjusted decimal time
(dtime = decimal time - center of decimal time), as with the formulation of explanatory variables for the predefined models
(table 7). In addition, the user may input additional data variables (specific conductivity, for example) to be used in the
formulation of explanatory variables. The number of additional data variables is given by NADDL in record type 9 (table 9).
Note that NADDL is simply equal to zero if all the explanatory variables are based on streamflow and adjusted decimal time.

Table 9. The header file - record types 9 and 10, number of variables.

[1, Integer]
Becod In.pul Format | Column Description
type variable
9 NADDL I 1-5 Number of additional data variables
10 NEXPL 1 1-5 Number of explanatory variables

The number of explanatory variables in the user-defined regression model is given by NEXPL in record type 10
(table 9). Record type 11 then is used to specify the form of the NEXPL explanatory variables (tables 10 and 11). Field 1 of
record type 11 identifies the name of the data variable (DVNAME, table 10), and field 2 specifies the transformation (TRANS,
table 11) that is applied to the data variable to create the explanatory variable. Both fields have a free format such that placement
of input in specific columns is not required. Valid values of DVNAME and TRANS are provided in tables 10 and 11. Record
type 11 is used NEXPL times, once for each explanatory variable in the user-defined regression model.
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Table 10. The header file - record type 11, field 1, data variable name.
[C, Character; Record type 11 is used once for each explanatory variable (NEXPL times)]

In_put Format Description
variable
DVNAME C Data variable name
ShecHies Data variable
value
Q streamflow!
DTIME adjusted decimal time (= decimal time - center of decimal
ADDLi additional data variable i, where 1 <i < NADDL

'adjusted streamflow [streamflow - center of In(streamflow)] is used when the requested
transformation (table 11) is LN or LNSQ

Table 11.  The header file - record type 11, field 2, transformation.
[C, Character; Record type 11 is used once for each explanatory variable (NEXPL times)]

In_pul Format Description
variable
TRANS C transformation applied to data variable
Specified Explanatory variable
value (transformation applied to data variable x)
NONE X
S 2
Q X
SQRT /\/)'(
LN In(x)
LNS 2
Q In(x)
SIN2P sin(2mx)
SIN4P sin(4nx)
SINGP sin(6mx)
Cos2p COS(27X)
COS4P cos(4mx)
COS6P cos(6mx)
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Record Type 12 - Number of Constituents (NCONST, table 12)

The number of constituents that are to be analyzed, NCONST, is specified using record type 12. Calibration data for
each of the NCONST constituents are entered in the calibration file as described in Section 3.2.3.

Table 12. The header file - record type 12, number of constituents.
[1, Integer]

In_put Format | Column Description
variable
NCONST | 1-5 Number of constituents

Record Type 13 - Constituent Specific Variables (table 13)

Record type 13 sets three variables for each constituent (table 13). The first field in record type 13 is used to specify the
constituent name, CNAME. CNAME is a text string up to 45 characters long. Because the value of CNAME is used to create
the filename for the output files (Section 3.1), special characters should be avoided. The second and third fields are used to
specify the concentration (UCFLAG) and load (ULFLAG) unit flags, respectively. If UCFLAG is set to 1, user supplied
concentrations in the calibration file are in milligrams per liter; if UCFLAG is set to 2, user supplied concentrations are in
micrograms per liter. The load unit flag is used to request load estimates in kilograms per day (ULFLAG=1), grams per day
(ULFLAG=2), pounds per day (ULFLAG=3), or tons per day (ULFLAG=4). Because record type 13 is used for constituent-
specific variables, it is used NCONST times, once for each constituent in the loading analysis.

Table 13.  The header file - record type 13, constituent specific variables.
[C, Character; I, Integer; Record type 13 is used once for each constituent (NCONST times)]

va:lrlii:ll)lle Format Column Units Description
CNAME C 1-45 - Constituent name
UCFLAG I 46-50 - Concentration unit flag
ULFLAG 1 51-55 - Load unit flag

3.2.3 The Calibration File

The information used to calibrate the regression model (observations of concentration and the data variables) is input in
the calibration file. The calibration file consists of a single record type with five fields (table 14). Each field has a free format
such that placement of input in specific columns is not required.
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Table 14. The calibration file - record type 1, calibration data set.

[D, Double precision; I, Integer; Record type 1 is used once for each observation in the cali