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Abstract—We calibrate the magnitude and phase response of
equivalent-time sampling oscilloscopes to 110 GHz. We use a pho-
todiode that has been calibrated with our electrooptic sampling
system as a reference input pulse source to the sampling oscillo-
scope. We account for the impedance of the oscilloscope and the
reference photodiode and correct for electrical reflections and dis-
tortions due to impedance mismatch. We also correct for time-base
imperfections such as drift, time-base distortion, and jitter. We
have performed a rigorous uncertainty analysis, which includes a
Monte Carlo simulation of time-domain error sources combined
with error sources from the deconvolution of the photodiode pulse,
from the mismatch correction, and from the jitter correction.

Index Terms—High-speed photodiode, impulse response, mis-
match correction, oscilloscope calibration, sampling oscilloscope,
uncertainty.

I. INTRODUCTION

BROADBAND equivalent-time sampling oscilloscopes
are routinely used to measure a variety of signals from

data streams for communications to pulse time-of-flight mea-
surements for biological applications. These instruments have
the potential to be especially useful for the measurement
of nonlinear microwave devices. In addition, techniques de-
scribed here can be used to overcome the perceived problem
of impedance mismatch in measuring microwave devices. At
this time, there are several commercially available sampling
oscilloscopes with bandwidths of 70–100 GHz. In the past,
several methods have been described for measuring the im-
pulse response or complex frequency response of broadband
sampling oscilloscopes [1]–[16]. These methods fall into one
of three categories, which are: 1) swept-sine calibrations;
2) “nose-to-nose” calibrations; and 3) calibration with a known
pulse source. Our research extends previous techniques that
use a known pulse source to higher frequencies and develops
techniques for correcting significant sources of error including
impedance mismatches and time-base distortions (TBDs). In
addition, we provide a comprehensive uncertainty analysis for
the complex frequency response of the oscilloscope.

The swept-sine calibration [3], [4] compares the amplitude of
sine waves measured with the oscilloscope to the measurement
of the power of the sine waves measured with a calibrated power
meter. This comparison determines the magnitude response of
the oscilloscope at each frequency. The swept-sine calibration
is traceable to the calibration of the power meter and is the most
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accurate oscilloscope amplitude calibration currently available.
The main disadvantage to the swept-sine calibration method is
that it cannot determine the phase of the oscilloscope frequency
response. Phase calibration of broadband oscilloscopes, how-
ever, is required for many microwave applications. In addition,
without the phase information, it is impossible to determine the
impulse response of the oscilloscope in the time domain.

Several groups have recently studied the nose-to-nose method
as another possible oscilloscope calibration method [3]–[10].
The nose-to-nose technique uses as its pulse source a “kick-out”
pulse that is generated by some oscilloscope sampler architec-
tures. The nose-to-nose method relies on the assumption that
this “kick-out” pulse is proportional to the impulse response of
the oscilloscope. Several groups have studied the nose-to-nose
assumption, and have quantified the error that this assumption
introduces into the oscilloscope response determined from the
nose-to-nose calibration [3], [4], [9], [10].

The concept of using a “known pulse source” to determine the
response of the oscilloscope is relatively straightforward [11].
In an ideal system, the known pulse would be deconvolved from
the measurement of the pulse source with the oscilloscope to de-
termine the impulse response or complex frequency response of
the oscilloscope. In practice, there can be many nonideal parts
to the measurement of the known pulse source with the oscillo-
scope. In Section IV, we describe correction techniques for non-
idealities such as drift, TBD, jitter, and impedance mismatch.

One of the main problems with the known pulse source tech-
nique is finding a pulse source that has a response sufficiently
fast that enough energy exists at high frequencies to carry out the
deconvolution. In the past, both electrical and opto-electronic
methods have been used to generate pulses with very wide band-
widths [11]–[16]. Another problem with the known pulse tech-
nique is accurately determining the response of the pulse source.
In the 1990s, the National Institute of Standards and Technology
(NIST), Boulder, CO, used a superconducting oscilloscope with
a bandwidth greater than 60 GHz as an “ideal” measurement
system to determine the response of electrical pulse generators
[11]. However, this approach is limited by both the bandwidth
of the pulse generator and the imperfect response of the super-
conducting oscilloscope, which deviates from ideal at higher
frequencies. Other groups have used an electrooptic sampling
(EOS) method to determine the response of high-speed pulses
that are generated in coplanar waveguide (CPW) [13]–[16]. The
main limitation of this approach is in characterizing the transition
from the CPW to the coaxial geometry of the oscilloscope and
accounting for errors in that transition, and accounting for the fre-
quency-dependent impedance of the oscilloscope. Our research
improves upon these techniques.
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Fig. 1. Portion of the time-domain waveform generated by the photodiode and
measured on the oscilloscope. The inset shows a schematic diagram of the wave-
form measurement setup.

II. EXPERIMENTAL WAVEFORM MEASUREMENTS

Fig. 1 shows a portion of a typical time-domain waveform
acquired for the calibration of the sampling oscilloscope. The
inset of Fig. 1 shows a schematic diagram of the waveform mea-
surement setup. Our known pulse source consists of a commer-
cially available high-speed photodiode with bandwidth greater
than 50 GHz (XPDV2020R, u2t Photonics AG, Berlin, Ger-
many)1 with a 1.85–1.0 mm coaxial adapter at the output. We
calibrate the complex frequency response of the photodiode at
the 1.0-mm coaxial plane from 0.2 to 110 GHz with our EOS
system [17]–[19].

A mode-locked Er-doped fiber laser excites the calibrated
photodiode with optical pulses that have a full-width at half-
maximum (FWHM) pulsewidth of less than 70 fs at a center
wavelength of 1550 nm, and a repetition rate of 8.66 MHz.
This generates a train of 6-ps duration electrical pulses at the
photodiode output. We use a reflective neutral-density filter to
attenuate the laser output prior to coupling to the fiber pigtail
of the photodiode. In order to avoid nonlinearities in both the
photodiode and oscilloscope, we ensure that the peak voltage
of the impulse as measured by the oscilloscope is less than
150 mV.

For the trigger signal, we use synchronous pulses from a
pickoff in the Er-fiber laser. Another high-bandwidth photo-
diode converts the laser pulses into the electrical trigger signal.

In order to improve the signal-to-noise ratio for the oscillo-
scope measurements, we acquire 100 waveforms. Time-domain
averaging of 100 waveforms can increase the signal-to-noise
ratio of the magnitude response by 20 dB. As Fig. 2 shows, the
magnitude response can fall by as much as 40 dB at 110 GHz,
thus the benefit from averaging is significant. We do not average
the waveforms prior to acquisition from the oscilloscope be-
cause any drift during the measurements can broaden the mea-
sured pulse in time. From the individual waveforms, we also

1We use trade names only to specify our experimental conditions. This does
not constitute an endorsement by NIST. Other products may perform as well or
better.

Fig. 2. Solid lines show the oscilloscope response magnitude (in decibels). The
dashed lines indicate the 95% confidence interval for the calibrated response.
The inset figure shows details of the response up to 50 GHz.

obtain the noise statistics that we use for postprocessing algo-
rithms that correct for drift and jitter.

The time base of the oscilloscopes we use is known to have
distortion [5], [20], [21], including discontinuities every 4 ns.
By adjusting the delay between the photodiode pulse and trigger
pulse, we can move the position of the photodiode pulse relative
to the time-base discontinuities. We take care to position the
pulses so that the discontinuities will not occur during the main
part of the pulse or where there is significant energy in the pulse
or its reflections. We discuss the characterization and correction
of this TBD in Section IV.

The waveform in Fig. 1 has a reflection that is caused by the
impedance mismatch of the oscilloscope and photodiode at ap-
proximately 0.8 ns after the main pulse. Since we intentionally
correct the measurements for the impedance mismatch of the
source and oscilloscope (which can be manifest as reflections in
the time domain), it is important to choose the time interval of
the acquired waveform so that all of the significant energy due to
reflections is captured. This is very different from many exper-
iments where reflections are intentionally windowed out of the
measured data, and where there is no accounting for impedance
mismatch.

To ensure that we capture all of the reflections, we set the
vertical scale on the oscilloscope to it lowest value, average the
displayed waveforms on the oscilloscope, and pick an end point
for the window where the averaged signal shows only noise. For
the measurements with our photodiode, we typically use a 5-ns
window. To ensure that this window captures all of the pulse
information, we have compared the results taken with a window
that is twice as large (10 ns), and see no significant differences
in the response of the oscilloscope. The 5-ns interval setting also
provides us with a convenient spacing of points in the frequency
domain of 200 MHz.

It is also important to make sure that the spacing of points
in the time domain is adequate for capturing the fast pulse
events. When this is done, there is also no aliasing of energy in
the frequency domain due to a sample rate that is too low. We
sample 4096 points for each waveform, resulting in the spacing
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Fig. 3. Solid lines show the oscilloscope response phase in degrees. The dashed
lines indicate the 95% confidence interval for the calibrated response. The inset
figure shows details of the response up to 50 GHz.

of points in the time domain approximately equal to 1.22 ps
(5 ns/4096). For our measured waveforms, the rise and fall
times are 8–9 ps, thus we have more than six points within
the rising or falling edges. This spacing of points in the time
domain is equivalent to a Nyquist frequency of 400 GHz.
For our system, the waveform information drops below the
noise floor between 150–200 GHz, thus this sampling rate
is sufficient. In addition, if we drop the number of points by
half (to 2048), we see no significant changes in the measured
oscilloscope response below 110 GHz.

III. OSCILLOSCOPE RESPONSE RESULTS

In Section IV, we discuss in detail the corrections applied to
the measured data. We correct for drift, TBD, jitter, impedance
mismatch, and the known input pulse to obtain the complex
frequency response at the 1.0-mm coaxial input of the oscillo-
scope. Figs. 2 and 3 show the complex frequency response re-
sults for a sampling oscilloscope that has a specified 3-dB band-
width of greater than 50 GHz. The response is shown from 0.2
to 110 GHz on the larger plot. The smaller insets on each plot
provide more detail of the response below 50 GHz. The dashed
lines in both plots are calculated from the expanded uncertainty
and indicate the 95% confidence interval of the results. Calcula-
tion of the uncertainty of the response is discussed in Section V.

In Fig. 2, the oscilloscope magnitude response is given in
decibel units on the vertical axis. The response is normalized to
the value at the lowest frequency point and is found to be inde-
pendent of the input pulse amplitude for peak voltage less than
150 mV. The response falls by more than 40 dB at 110 GHz, and
there is a very large notch in the response around 70 GHz. From
the inset, we can see that the 3-dB bandwidth of this sampling
oscilloscope is greater than 50 GHz. The standard uncertainty
for this response is 0.2 dB at 50 GHz and 2.0 dB at 100 GHz.

Fig. 3 shows the phase response in degrees for the same sam-
pling oscilloscope. For the phase response, we detrend the re-
sults by calculating a line with intercept equal to zero that best
fits the phase data from 0.2 to 25 GHz in a least squares sense
and subtracting that line. This detrending procedure corresponds

to a pure shift in time. The jump in the phase around 70 GHz
corresponds to the notch in the magnitude response at the same
frequency. The standard uncertainty for this detrended phase re-
sponse is 1.6 at 50 GHz. The phase uncertainty rises signifi-
cantly with the phase jump around 70 GHz, and stays high at the
higher frequencies. This increase in phase uncertainty happens
because the magnitude is becoming very small at high frequen-
cies, thus any uncertainty in the vector response as the magni-
tude of the vector approaches the origin leads to a much larger
uncertainty in the phase.

The magnitude and phase response plotted in Figs. 2 and 3
were determined from multiple measurements of the same os-
cilloscope sampling head over more than two years time. The
uncertainty includes the repeatability due to differences of many
measurements made on the same day (within a set), and repro-
ducibility due to differences between sets of data taken on dif-
ferent days, and with different experimental conditions.

IV. CORRECTIONS TO WAVEFORM DATA

The waveform measured with the oscilloscope is two-dimen-
sional (voltage versus time), and can have errors in either the
time or voltage. A significant portion of the voltage errors are
reduced by using the built-in dc calibration of the oscilloscope
to correct for gain errors, offset errors, and “nonlinear distor-
tion”—the manufacturer’s term for the voltage distortion that
can change at different voltage levels. The nonlinear distortion is
corrected within the oscilloscope with an internal lookup table.
Even with those errors reduced, the measured voltage waveform
still has errors due to additive noise and quantization, and errors
due to the finite response time of the oscilloscope. In general, for
our measurements, we empirically find that the additive noise
level is approximately 1-mV rms, while the quantization interval
is approximately 50 V. The quantization errors are small rela-
tive to the additive noise and are neglected for our results.

The oscilloscope time-base measurement errors include er-
rors due to drift, TBD, and jitter. Below we describe the methods
used for correcting each of these errors.

In addition to correcting for errors in the oscilloscope mea-
surement of the waveforms, we also correct for the electrical
mismatch between the photodiode pulse generator and oscil-
loscope, and we deconvolve the input electrical pulse. Fig. 4
shows a schematic flow diagram of the corrections that are ap-
plied to the measured data in order to obtain the frequency-
domain impulse response for each sampling head.

A. Oscilloscope Time-Base Corrections

The first steps in our analysis are to correct the measured
waveform data for errors due to the oscilloscope time base. We
correct for drift, TBD, and jitter. In our correction procedures,
we always correct for drift first, then TBD, and finally for jitter
with the other frequency-domain magnitude corrections. Due
to the nonlinear nature of the TBD errors, the order in the cor-
rections can be important. To reduce the computation time, we
first correct the individual waveforms for drift, then average and
correct only the averaged waveform for the TBD. If, instead, we
first correct for TBD of each individual waveform prior to cor-
recting for drift and averaging, differences in the frequency-do-
main magnitude and phase responses are much smaller than the
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Fig. 4. Schematic flowchart of the corrections that are applied to the oscilloscope measurements to determine the oscilloscope response.

uncertainty in the response. Errors due to our order of processing
the time-base errors is included in the uncertainty derived from
the Monte Carlo analysis, which is described in Section V.

1) Drift: We define drift as a shift of the entire waveform in
time. Since we acquire multiple waveforms, shifts in the wave-
forms in time will broaden the average of the pulses in time.
One source of drift in sampling oscilloscope measurements is
the temperature sensitivity of the trigger circuit [5]. Tempera-
ture stability in our laboratory during measurements is typically
fairly good ( 1 C), and we generally see very small drift in
the measurements. This corresponds to a standard deviation of
the drift of 0.3 ps, and a 0.19-dB attenuation at 110 GHz if we
assume a Gaussian drift distribution.

To compensate for drift in the measurements, we align the
individual waveforms before averaging, using an algorithm
based on cross-correlation of all possible pairs of waveforms
[22]. Each waveform is corrected for drift prior to averaging
by Fourier transforming to the frequency domain, multiplying
by , where is the estimated drift for the waveform, and
inverse Fourier transforming back to the time domain. The
remaining corrections are performed on the drift-corrected
average of the data.

2) TBD: TBD is a deterministic deviation in the sample times
of the oscilloscope from the ideal evenly spaced sample times
predicted by the oscilloscope [20]. We estimate the TBD for our
measurement window by acquiring multiple sine waves with the
oscilloscope and analyzing the sine-wave data with an efficient
least squares fit algorithm [20], [21]. For the TBD estimate, we
acquire four sets of sine-wave data, each with frequency equal
to 9.25 or 10.25 GHz, and with a relative phase shift of 0 or
90 (in-phase and quadrature). To best capture the TBD under
the same laboratory conditions as the oscilloscope waveform

Fig. 5. TBD estimate for the sampling oscilloscope. The horizontal axis gives
the sampling time expected from the oscilloscope, and the vertical axis gives
the estimated error in that sampling time.

data, we determine the TBD of the oscilloscope for each set of
experimental measurements.

Fig. 5 shows a typical plot of the TBD for one of our oscillo-
scopes. In this figure, the horizontal axis represents the expected
time at which the sample is taken (the number that the oscillo-
scope gives), and the vertical axis represents the difference be-
tween the expected sampling time and the actual sample time.
The time axis of the averaged waveform is adjusted by the TBD
estimate.

After correcting the sampling time of each point in the wave-
form, the resulting data, which is unevenly spaced in time, is
interpolated onto an evenly spaced time grid using a regression
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spline model [20], [23]. Finally, the averaged waveform is trans-
formed to the frequency domain with a fast Fourier transform
(FFT).

Some groups have suggested taking extra data points at both
ends of the pulse waveform in order to provide enough data for
a true interpolation at the ends for cases where the TBD results
in time compression. For our measurements, the TBD typically
does not result in time compression, and it is sufficient to use
the same time window for the waveform data as for the TBD
data. Furthermore, if there were time compression, our interpo-
lation method produces reasonable results for our data because
we measure time intervals that are long enough to ensure that the
signal is below the noise level on both ends of the time window.

3) Jitter: In equivalent-time sampling, each sample is
taken at a given delay after a trigger signal, meaning that each
voltage–time pair in a waveform is taken with a new trigger.
Due to this, jitter in the time-base circuitry and between the
trigger signal and measured signal can have a large effect.
We obtain a jitter estimate separately from each of the sets of
measurements since it can be influenced by the specific sampler
being measured, the specific trigger signal, and the trigger level.

We obtain the jitter estimate with a procedure that is based on
the sample variance [24], [25]. Assuming that the jitter is small
and has a symmetric probability density function, the variance
of the measured signal due to jitter and additive noise can be
expressed in a Taylor-series expansion as

(1)

where is the total measured signal variance, is the ad-
ditive noise variance, is the jitter variance, and is the
derivative of the time-domain waveform. To determine an initial
estimate of the jitter variance, we use only the time samples for
which the magnitude of the estimated derivative of the wave-
form exceeds a selected threshold. A parametric bootstrap ap-
proach is then used to eliminate the inherent bias in this method
[25]. Typically, is less than 1 ps for these measurements, and
the jitter is assumed to be normally distributed. We then correct
the frequency-domain magnitude for the estimated jitter by mul-
tiplying by , where is the estimated variance of
the jitter. We note that the correction for jitter is an increasing
function of frequency and can amplify noise at high frequencies,
where the signal has rolled off to the noise floor.

B. Known Photodiode Input Pulse

The electrical waveform generated by the photodiode consists
of the impulse response of the photodiode convolved with the
laser pulse shape. Likewise, the measured data is a convolution
of the waveform generated by the photodiode with the response
of the oscilloscope sampling head. In the frequency domain, we
correct the measured data to obtain the response of the sam-
pling head by dividing the measured response by the complex
frequency response of the photodiode and by the estimate of the
laser excitation pulse.

1) Photodiode Response: The complex frequency response
of the photodiode is determined with the NIST EOS system

[17]–[19], [26]. The photodiode is calibrated at its 1.0-mm
coaxial reference plane, and its response is determined from 0.2
to 110 GHz in 0.2-GHz steps. The known photodiode response
is deconvolved by dividing it in the frequency domain from the
complex frequency-domain oscilloscope data that have been
corrected for the time-base errors. The photodiode response
must have a significant signal level up to 110 GHz to obtain rea-
sonable results from this division. The magnitude response of
our high-speed photodiode falls off by only 12 dB at 110 GHz,
providing a very good signal level for the deconvolution.

2) Laser Pulse: An estimate of the magnitude of the laser
pulse envelope in the frequency domain is determined from a
second-order autocorrelation measurement of the laser pulse.
We fit the laser pulse magnitude (in decibels) up to 110 GHz
with a fourth-order polynomial, and then correct the magnitude
of the oscilloscope response with this quadratic function. Since
the laser pulse is very short (less than 70-fs FWHM), corre-
sponding to a very broad bandwidth in frequency (3-dB band-
width 1 THz), the corrections to the oscilloscope response are
very small (less than 0.019 dB at 110 GHz). One drawback to the
use of the second-order autocorrelation is that all phase informa-
tion about the laser pulse envelope is lost. However, following
[27], we can conservatively estimate the maximum phase devia-
tion due to asymmetry in the laser pulse envelope to be less than
0.0005 at 110 GHz. This is a negligible correction to the phase
response of the oscilloscope.

C. Impedance Mismatch Correction

Electrical mismatch between the photodiode and oscillo-
scope can cause both multiple reflections of the pulse and
dispersion of the time-domain signal. Electrical reflection coef-
ficients for both the photodiode and oscilloscope are measured
from 200 MHz to 110 GHz with a vector network analyzer.
These measurements are limited to a maximum frequency of
110 GHz by the 1.0-mm coaxial connectors of the devices, and
this provides the upper frequency limit for the overall oscillo-
scope calibration. The reflection coefficients for the photodiode
and the oscilloscope are frequency dependent. Although they
are designed to have a good 50- match at low frequencies,
the reflection coefficient is often as high as 0.5 at frequencies
between 50–110 GHz. From the reflection-coefficient mea-
surements, we correct for the mismatch by multiplying , the
frequency-domain data after applying all of the corrections de-
scribed above, by the mismatch correction factor [28], resulting
in , the complex oscilloscope response

(2)

where is the reflection coefficient of the photodiode and
is the reflection coefficient of the oscilloscope.

Fig. 6 shows the magnitude of the frequency-domain re-
sponse of the oscilloscope both with , and without ,
the mismatch correction up to 60 GHz. The ripple on the
uncorrected signal comes from the multiple reflections between
the photodiode and oscilloscope, and must be corrected with
(2) to determine the oscilloscope response. The importance of
the TBD correction is especially apparent when combined with
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Fig. 6. Oscilloscope magnitude response without mismatch correction (grey
line, offset by �1.5 dB for clarity) and with mismatch correction (black line).

the mismatch correction. Without TBD correction, the ripples
due to electrical mismatch are only partially reduced because
the spacing of the electrical reflections in the time domain is
distorted by the TBD.

V. UNCERTAINTY ANALYSIS

A. Combining Uncertainties

We perform a point-by-point uncertainty analysis in the fre-
quency domain [29]. Given a scalar random variable with
mean and variance , and variable

, where is sufficiently differentiable, we have

(3)

The multivariate analog involving the Jacobian of is straight-
forward; the details may be found in [29]. For most of the cor-
rections described above, we use (3) to compute uncertainties.
The main exception is for the determination of the uncertainty
due to the time-base corrections described in Section IV. In this
case, the functional forms are sufficiently complex that we in-
stead use Monte Carlo analysis to determine the uncertainty of
the frequency-domain results due to time-domain errors such
as additive noise, correction of drift, and correction of TBD.
The simulation includes both random variation in the observed
time-domain waveform due to additive noise, jitter, and drift,
and random variation in the TBD correction due to uncertainty
in the TBD estimate. The results of this Monte Carlo simulation
are time-domain waveforms, which are corrected for drift and
TBD.

These simulated waveforms are individually transformed to
the frequency domain, and the variance in the frequency domain
is used to obtain the uncertainty due to the combined effects of
additive noise, drift, TBD, and jitter uncertainties.

After the time-domain corrections, all of the remaining cor-
rections (jitter, mismatch, photodiode response, laser pulse) are

multiplicative in the frequency domain, implying that these cor-
rections are additive when we look at the magnitude in decibels
and are additive in the phase.

B. Components of Uncertainty

Table I summarizes the components of the total uncertainty
and gives the typical standard uncertainty in magnitude and
phase for each component at 50 and 100 GHz. The combined
uncertainty is calculated from the sum of squared standard de-
viations of the uncertainties in the frequency domain. The ex-
panded uncertainty can be obtained by multiplying by a cov-
erage factor of 2 to estimate the 95% confidence interval about
the mean estimated value [29].

1) Time-Domain Correction Uncertainties: We compute the
variance due to the time-domain corrections from (typically

) simulation experiments. First, a reference waveform
is calculated by correcting the measured waveforms for drift and
TBD. For each of the simulation experiments, we carry out
a Monte Carlo analysis by constructing (typically )
time-domain waveform realizations by perturbing the reference
waveform with a smoothed version of TBD, and with random
variations due to drift, jitter, and additive noise. In addition, we
construct one realization of the TBD by perturbing the smoothed
version of the TBD with random variations due to noise in the
TBD measurement. The parameters for the random perturbation
are derived from the sample waveforms obtained from the os-
cilloscope. The jitter, drift, and additive noise variances used in
the Monte Carlo simulation are estimated from the original data
described in Section IV. For each simulation experiment, this
results in waveforms that are representative of the waveform
data taken with the oscilloscope.

These waveforms are then processed as if they were wave-
form data from the oscilloscope, correcting for drift and aver-
aging, and estimating the jitter. We then correct this averaged
simulation result for the perturbed TBD realization, and inter-
polate onto the evenly spaced grid.

We repeat this process for each of the simulation exper-
iments, resulting in averaged waveforms (analogous to
laboratory experiments of waveforms). We transform these

waveforms to the frequency domain and calculate the sample
variances for both real and imaginary, or magnitude and phase,
components due to the statistical deviations in the time-domain
correction processes.

2) Mismatch Correction Uncertainty: The uncertainty in the
mismatch correction is estimated from another Monte Carlo
simulation that uses the uncertainties in the measurement of
each scattering parameter. The simulation includes random vari-
ation in the reflection coefficients and scattering parameters due
to uncertainty in the network analyzer measurements and the
uncertainty in the coaxial standard definitions. For the reflec-
tion coefficients of the photodiode and oscilloscope, the network
analyzer measurements are calibrated, and uncertainty in their
calibration is determined using [30]. The standard uncertainty
is determined from the manufacturer’s specified worst case un-
certainty (from [30]) for the standard definitions by dividing by
a coverage factor of 3.

3) Uncertainty in Laser Pulse Shape: Since the correction
for the laser pulse is very small, the uncertainty due to this cor-
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TABLE I
TYPICAL VALUES FOR THE COMPONENTS OF UNCERTAINTY

rection is also very small compared to all the other uncertain-
ties. We conservatively estimate the uncertainty due to the laser
pulse correction in magnitude as being equal to the half of the
magnitude correction, giving an uncertainty of only 0.010 dB at
110 GHz. For the extremely small phase correction, the error is
negligible compared to the other uncertainties and is neglected
in the total phase uncertainty.

4) Photodiode Response Uncertainty: The uncertainty in the
photodiode response is estimated from measurements of the re-
sponse with the NIST EOS system. Systematic uncertainty in
the EOS measurement of the photodiode response includes un-
certainty in the mismatch correction due to uncertainties in the
measurement of on-wafer scattering parameters, uncertainty in
the measurement of coaxial scattering parameters, and uncer-
tainty due to the finite impulse response of the EOS system [17],
[18]. We do not include uncertainty due to the finite measure-
ment time window in the EOS system or possible piezoelectric
resonances. These effects may increase the uncertainty at the
lowest frequencies, but are negligible at higher frequencies.

5) Repeatability: To estimate the statistically derived type-A
uncertainty [29] in our measurements due to repeatability, we
typically perform five sets of repeat measurements. The com-
plex frequency response is obtained from each set of measure-
ments as described above. Standard uncertainty in the mean of
the magnitude and phase is obtained from the standard deviation
of the five resulting responses.

VI. DISCUSSION

In order to check the oscilloscope complex frequency re-
sponse results, we performed a swept-sine calibration of the
magnitude of the complex frequency-domain response [31].
The top plot of Fig. 7 shows the magnitude response obtained
from the known photodiode-based calibration described here
(dark line) along with the response obtained from a swept-sine
calibration (lighter line). The two responses agree very well
over the region where we have swept-sine data (up to 40 GHz).
The bottom plot in Fig 7 shows the difference in decibel
units between the two calibrations. The difference is less than

0.3 dB from 0.2 to 40 GHz, and the difference is significantly
less than the combined uncertainties of both measurements.

The 0.2-GHz spacing of points in the oscilloscope calibra-
tion is limited by the data acquisition in the calibration of the
photodiode and not by inherent limitations in the oscilloscope
measurements. However, due to this limit, we are unable to
capture ripples or features with a period of less than 0.2 GHz.
We have calibrated the magnitude response with the swept-sine
technique for various spacing of frequency points and find

Fig. 7. Comparison of photodiode-based known pulse calibration described
here with a swept-sine calibration of the oscilloscope. The magnitude of the
oscilloscope response is plotted in the top graph, and the difference between the
two methods is plotted in the bottom graph.

no significant lower frequency features of the oscilloscope
response [31].

The calibration of the photodiode with our EOS system has
limited resolution at low frequencies due to the finite measure-
ment window of the sampling system. This results in poor es-
timates of the response of the oscilloscope at low frequencies.
Knowing the low-frequency response of the oscilloscopes can
become very important, especially in determining the step re-
sponse in the time domain [13]. It is possible to get a very good
estimate of the magnitude of the frequency response at low fre-
quencies with the swept-sine technique described in Section I.
We are currently investigating ways to combine the magnitude
response at low frequencies obtained from the swept-sine tech-
nique with the magnitude and phase response at higher frequen-
cies obtained from the techniques presented here in order to
obtain a more complete estimate of the complex frequency re-
sponse, which can then be used to calculate the impulse or step
response in the time domain [31].

VII. CONCLUSION

We have calibrated the complex frequency response of high-
speed oscilloscopes to 110 GHz using a calibrated photodiode
as a reference pulse source. The results include corrections
for impedance mismatch, drift, jitter, TBD, and the photodiode
impulse. We have presented a complete uncertainty analysis for
the complex frequency response calibration. We have verified
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the calibration by comparison with a swept-sine calibration of
the oscilloscope.

With our calibrated oscilloscope, we can now determine the
response of a variety of sources (pulse sources, step inputs,
communication signals, and circuits including harmonics and
other distortion products generated by nonlinearities). We can
deconvolve the response of the oscilloscope from the measure-
ment of high-speed signals and improve the calibration of pulse
sources.

APPENDIX I
CALIBRATION WITH A COAXIAL ADAPTER BETWEEN

THE PHOTODIODE AND OSCILLOSCOPE

In order to calibrate the oscilloscope at a different coaxial
reference plane (e.g., at the 2.4-mm coaxial connector on the
front of the sampling head instead of at the 1.0-mm coaxial con-
nector of the adapter), it is necessary to extend our mismatch
correction to include the adapter’s -parameters. If we place
an adapter with scattering parameters between the gener-
ator and oscilloscope, the equation for the oscilloscope response
becomes

(4)

This allows calibration through adapters and to different
waveguide types and sizes.
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