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1. Introduction

The polar regions play an important role in the global climate due in part to the
effects of sea ice and cloud cover on albedo and energy transfer. Turbulent heat
fluxes during winter and solar energy absorbed by the ocean in summer are con-
trolled largely by the open-water area and lead fraction in the ice pack, while
radiative fluxes are regulated primarily by solar insolation, cloud properties, and
surface albedo/emissivity. Efforts to gain a better understanding of these inter-
actions require a combination of observations, modeling, and remote sensing.
Since sea ice and cloud conditions can vary dramatically from day to day on
spatial scales of hundreds of kilometers, datasets are needed that provide frequent
temporal sampling and broad spatial coverage. Ideally, these data products should
describe the distribution of the ice cover and the energy balance components that
affect growth and melt of the ice pack (Barry et al., 1993). Satellite data from
the National Oceanic and Atmospheric Administration (NOAA) Advanced Very
High Resolution Radiometer (AVHRR) are capable of providing many of these
parameters over a time span sufficient to study interannual variability. The
AVHRR record, extending from the early 1980s to the present, offers complete
daily coverage of the polar regions at a spatial scale well suited to sea ice and
energy balance mapping and monitoring.

Using thermal-band imagery from the Nimbus-7 Temperature and Humidity
Infrared Radiometer (THIR), Comiso (Comiso, 1994) demonstrated the potential
for retrieving a time series of skin temperatures over ice and snow from meteo-
rological satellite imagery for the entire Arctic and Antarctic. AVHRR data,
though, have been underutilized for polar climate studies, and only recently have
algorithms and processing schemes been applied to map polar conditions. Case
studies have examined algorithm performance for ice feature mapping (Burns et
al., 1992; Emery et al., 1994), ice motion (Emery et al., 1995), ice temperature
and albedo (Key and Haefliger, 1992; de Abreu et al., 1994; Key et al., 1997),
cloud cover (Key and Barry, 1989; Key, 1996a), radiative fluxes (Key, 1996a),
and turbulent fluxes (Walter et al., 1995). Fewer studies have addressed a time
series of AVHRR data (Lindsay and Rothrock, 1994a; Lindsay and Rothrock,
1994b), and these studies are limited to retrievals of one or two parameters. Only
the International Satellite Cloud Climatology Project (ISCCP) has attempted to
produce multiyear coverages of sets of variables available for the polar regions
(Rossow and Schiffer, 1991). However, the ISCCP products have a relatively low
spatial resolution and until recently have not been optimized for polar applica-
tions.

The objective of this work is to introduce a new suite of AVHRR-derived
products useful for monitoring and modeling the Arctic ice–climate system. These
products include ice surface (skin) temperature and broadband albedo, cloud prop-
erties (fractional coverage, optical depth, phase, particle effective radius, temper-
ature, and cloud height), downwelling radiative fluxes, and ice motion vectors.
The basic approach and portions of the product set are described, and sample
applications are included to illustrate possible uses of the datasets. These products
represent a preliminary step in the development of similar products for the entire
Arctic and Antarctic regions as part of the National Aeronautics and Space Ad-
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Figure 1. Map of Beaufort Sea region where AVHRR data were acquired. North is
to the right in this and subsequent images.

ministration (NASA) Pathfinder effort (e.g., the AVHRR Polar Pathfinder) (Mas-
lanik et al., 1997).

2. Study area and AVHRR preprocessing
The study area encompasses a 1.5 3 106 km2 region that includes the Beaufort
Sea and portions of the Canadian Arctic Basin (Figure 1). Sea ice conditions
range from highly variable ice cover in the marginal ice zones at the southern
edge of the study area, to perennial ice cover in the north. Cloud cover is pre-
dominantly stratus in the summer and low-level ice cloud in winter, with lower-
tropospheric temperature inversions and ice crystal precipitation common in win-
ter.

This study uses NOAA-11 AVHRR High Resolution Picture Transmission
data acquired by the Canadian Atmospheric Environment Service at their Ed-
monton, Alberta, receiving station. AVHRR images were collected from 12 June
1992 to 4 August 1993 with a 2-month data gap from 14 August 1992 to 11
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October 1992 and other smaller gaps, yielding 293 images over a 412-day period.
Since the NOAA satellites are in sun-synchronous orbits, each day’s data were
obtained at approximately the same time, between 1247 and 1530 local time. Of
the five AVHRR channels, two are in the visible and near-infrared portions of
the spectrum centered at approximately 0.6 and 0.9 mm (hereafter referred to as
channel 1 and channel 2), and three are in the thermal portion at 3.7 (channel 3),
11.0 (channel 4), and 12.0 mm (channel 5). The AVHRR has a nominal field of
view of 1.1 km at nadir.

The initial processing of the data included calibration and precise geoloca-
tion. Channels 1 and 2 were calibrated using coefficients developed by the
NOAA–NASA AVHRR Pathfinder Calibration Working Group. Nonlinear cali-
brations obtained from NOAA were applied to channels 3, 4, and 5. Calibration
yields albedos for the visible channels and brightness temperatures for the thermal
channels. The calibrated data were georeferenced to Earth coordinates using an
orbital ephemeris model with orbit and clock time corrections (Rosborough et al.,
1995; Baldwin and Emery, 1995) and ground control points to yield subpixel
registration accuracy. Satellite azimuth, satellite elevation, solar zenith, and solar
azimuth angles were calculated from the acquisition time of each pixel as esti-
mated by the ephemeris model. The result of this preprocessing is a suite of once-
per-day 16-bit, 1024 pixel 3 1024 pixel images mapped onto a polar stereograph-
ic grid, with 1.2-km pixels, for each of the five AVHRR channels and the four
angle files.

3. Product generation
The basic processing sequence to generate the product suite from the calibrated
and navigated AVHRR radiances begins with cloud detection and estimation of
cloud properties, followed by the estimations of clear-sky surface temperature,
broadband albedo, short- and longwave fluxes, and ice motion vectors. The cloud
detection routine used here employs channels 3, 4, and 5 to distinguish between
clear and cloudy sky (Key, 1996a). Separate procedures are used for daylight and
polar night conditions. The cloud-detection procedure examines reflectances and
temperatures to automatically determine thresholds for each day. The daytime
scheme defines channel 3 reflectances used as thresholds to detect clouds. For
nighttime conditions, a threshold applied to the difference between channel 4 and
channel 5 brightness temperatures is used to discriminate the presence of clouds.
If any pixel is labeled as ‘‘dark’’ based on reflectance levels, the nighttime mask-
ing procedure is used for the whole image.

Optical depth, effective radius, cloud phase, and cloud-top temperature and
pressure are retrieved using the Cloud and Surface Parameter Retrieval (CASPR)
software toolkit for AVHRR analysis (Key, 1996b). CASPR combines a variety
of parameterizations, model-derived lookup tables, and radiative transfer code to
determine cloud properties and radiative fluxes (Key, 1996a). Optical depth for
water clouds is estimated based on data from Hu and Stamnes (Hu and Stamnes,
1993). Shortwave ice cloud parameterizations are taken from Ebert and Curry
(Ebert and Curry, 1992). Cloud particle phase is determined from a channel 4
brightness temperature threshold. Cloud-top temperature is calculated from chan-
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nel 4 brightness temperatures, the uncorrected clear-sky brightness temperature,
and the visible-cloud optical depth.

The surface temperature algorithm is a function of channel 4 and 5 brightness
temperatures and scan angle and is based on simulations using the LOWTRAN
radiative transfer model and Arctic radiosonde data and is similar to the procedure
described by Key and Haefliger (Key and Haefliger, 1992) and Key et al. (Key
et al., 1997). The algorithm is accurate for clear-sky conditions only and provides
surface skin temperatures.

Top-of-the-atmosphere (TOA) AVHRR radiances are converted to surface
albedo through several steps. Calibrated channel 1 and channel 2 TOA values are
corrected for sun–satellite–surface geometry dependence (Taylor and Stowe,
1984). Then, narrowband surface albedo is retrieved by correcting the TOA al-
bedo for atmospheric attenuation (Koepke, 1989) and bidirectional reflectance.
Finally, the narrowband values are converted to broadband albedo for clear- and
cloudy-sky conditions individually using both empirical and modeled relation-
ships (Key, 1996b). After all estimates of the surface and cloud properties have
been obtained, radiative fluxes are calculated using the ‘‘Streamer’’ radiative
transfer model (Key, 1996a).

To determine ice velocities, two-dimensional cross correlations are used to
match feature locations between pairs of coregistered images typically separated
by 1–3 days (Emery et al., 1991). This method has been applied successfully to
many different applications, such as image registration, cloud tracking, and de-
termining velocity vectors from AVHRR and synthetic aperture radar (SAR) data
(Ninnis et al., 1986; Kwok et al., 1990). Vectors are filtered based on the local
cross-correlation coefficient and correlation of individual vectors with neighboring
vectors. The ice velocity is calculated by dividing the ice displacement in a pair
of images by the time between the images. Visible channels are used when solar
illumination is sufficient; during the polar night, thermal channels are used. Al-
though optically thick clouds preclude mapping of ice motions, Arctic clouds are
often optically thin enough to permit detection of surface features. In such cases,
motions can often be tracked even though some cloud is present.

Although not discussed here, additional surface characteristics that can be
derived from the AVHRR albedo and temperature images include ice fractional
coverage, lead fraction and orientation (e.g. Key et al., 1993), weather fronts, and
sea surface temperature in the ice-free areas.

4. Product validation and comparison
4.1. Validation with field measurements

Validation of the Beaufort AVHRR time series is hampered by a lack of contin-
uous and spatially distributed observations. Thus, the accuracy assessment for
these data is currently based on previous case studies validating the individual
algorithms. (e.g., de Abreu et al., 1994; Key et al., 1994a; Key et al., 1994b; Key
et al., 1996; Key et al., 1997), combined with comparisons to climatological data
to provide an overview of the likely range expected for the products. A compre-
hensive validation of the subsequent AVHRR Polar Pathfinder products is planned
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Figure 2. Comparison of satellite-derived and surface measurements of the sur-
face (skin) temperature at Barrow, Alaska, during 1992 and 1993.

in conjunction with the Surface Heat and Energy Balance (SHEBA) field exper-
iment in 1998.

Individual comparisons to field data suggest that the AVHRR-derived tem-
peratures are typically within 18–38C of those observed in the field (Key et al.,
1994a), with the comparisons quite sensitive to field instrumentation and sampling
strategy. The most thorough validation to date compared the AVHRR-derived
surface temperature, broadband albedo, and downwelling flux products to field
measurements made near Barrow, Alaska. These Barrow surface data were col-
lected at NOAA’s Climate Monitoring and Diagnostic Laboratory (CMDL) base-
line observatory (71.328N, 156.618W). Although this site is situated on the Arctic
tundra where complete melting of the snow occurs each summer, the site is gen-
erally considered representative of an Arctic maritime climate because the pre-
vailing winds are northeasterly off the Beaufort Sea. All observations were made
within 2 km of the coast. The region is very cloudy with high relative humidity.
Surface albedo varies from 0.18 during summer to over 0.86 when snow covered.
Data collected at 3-min intervals were carefully edited, calibrated, and averaged
into hourly values (Stone et al., 1996). Shortwave irradiance measurements from
the surface station are accurate to within 3%, on average, with systematically
greater uncertainties as the signal diminishes with increasing zenith angle; the
longwave values have been shown to be accurate to within about 1% (Dutton,
1993). Surface (skin) temperature and albedo are computed from the longwave
and shortwave fluxes.

Comparison of the AVHRR-derived quantities with the surface observations
for the pixel covering the point observations at the Barrow site are shown in
Figure 2–Figure 5. Clear-sky temperature and albedo are given in Figure 2 and
Figure 3, respectively. Figure 4 and Figure 5 gives the retrieved and observed
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Figure 3. Comparison of satellite-derived and surface measurements of the sur-
face broadband albedo at Barrow, Alaska, during 1992 and 1993.

Figure 4. Comparison of satellite-derived and surface measurements of the down-
welling shortwave flux at Barrow, Alaska, during 1992 and 1993.

downwelling shortwave and longwave flux over the annual cycle. The AVHRR-
derived surface temperature estimates are quite accurate, with the exception of
temperatures retrieved for summer snow-free land. This discrepancy during the
summer is due to the presence of ponds and possibly ocean in the field of view,
as discussed in Key et al. (Key et al., 1997). The surface albedo results are less
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Figure 5. Comparison of satellite-derived and surface measurements of the down-
welling longwave flux at Barrow, Alaska, during 1992 and 1993.

consistent, with a low bias but large rms error. Probable causes for this include
residual errors in the cloud screening, and changes in aerosol amount and snow
characteristics, which in turn affect the anisotropic reflectance correction and, for
the latter, the narrow- to broadband conversion. However, in spite of the large
variability in the broadband albedo results, the downwelling shortwave fluxes
agree very well with the surface measurements.

Observations designed to address such spatial inhomogeneity over sea ice
are rare. Comparisons were made to field observations collected on fast ice near
Resolute Bay, Northwest Territories, which included multiyear ice, ridged ice,
sastrugi, and rubble zones. Broadband albedo estimates compared to these field
observations when measurements were taken coincident with satellite overpasses
and for transects and grids comparable to the AVHRR field of view agree to
within 4% (absolute) or 1% when restricted to highest solar zenith angles (de
Abreu et al., 1994). The available comparison data were limited to only a few
cases due to cloud cover, but the level of agreement provides some level of
confidence for the calibration strategy and albedo algorithm.

The downwelling longwave flux estimates exhibit a small bias but a large
rms error when compared to the Barrow data, with the most probable cause being
errors in the cloud-base height that is estimated from the cloud-top height, the
optical depth, and an assumed cloud water content. The overall time series of
fluxes derived from AVHRR and averaged over the Beaufort study area are shown
in Figure 6 [the high downwelling shortwave values in summer (Figure 6b) are
due to the fact that the measurements are taken near midday and are not a daily
average]. These results suggest that the products are likely to be most accurate
for the interior of the ice pack where surface conditions are relatively uniform.
When surface conditions include open water, meltponds, or leads, then the
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Figure 6. Time series of radiative fluxes at the surface: (a) downwelling longwave,
(b) downwelling shortwave, (c) upwelling longwave, and (d) upwelling
(reflected) shortwave.

AVHRR-derived albedos and temperatures over sea ice should be considered as
‘‘ice pack’’ values, as opposed to representing pure-pixel retrievals for ice or
snow. Direct comparisons to point observations under these conditions thus will
require validation datasets that provide areal coverages of different surface types
as well as the albedos of these individual surfaces within the AVHRR field of
view.

4.2. Comparison with climatology and other datasets

In lieu of additional long-term and/or spatially distributed field observations, an-
other useful way of assessing the representativeness of the spatial and temporal
patterns in the AVHRR-derived surface temperature, albedo, and cloud fraction
products is through comparisons with gridded datasets and climatologies. The
observations and one-dimensional model simulations summarized by Ebert and
Curry (Ebert and Curry, 1993) and Curry and Ebert (Curry and Ebert, 1992)
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Figure 7. Time series of AVHRR-derived clear-sky surface temperature. The AVHRR
temperatures are compared with surface air temperature fields from (a)
NCEP reanalysis fields, (b) ECMWF fields, and (c) POLES gridded fields
interpolated from surface stations.

(referred to jointly hereafter as EC) provide a useful baseline for comparison with
the AVHRR-derived parameters. The information cited by EC is a collection of
representative values for the Arctic derived from numerous field observations as
well as physically based parameterizations and model simulations. Specifically,
Curry and Ebert (Curry and Ebert, 1992) combine observations and climatologies
of cloud properties and atmospheric profiles with a radiative transfer model and
a one-dimensional thermodynamic ice model to generate a suite of cloud optical
properties, surface albedo, and surface temperature. This internally consistent set
of products thus provides a useful comparison dataset for the similar products
derived here from AVHRR data. Comparisons are discussed below in terms of
time series of daily means summed over the ocean area in the model domain.

The AVHRR clear-sky surface temperatures vary from 225 K to near 250
K for a given day during winter (Figure 7). Monthly average surface temperatures
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range from 233 K for January to 273 K during the summer. These are within the
expected ranges of values for this region and compare well with the observations
and simulations given by EC (Table 1). Winter temperatures from AVHRR are
lower than for the climatology, at least in part because AVHRR can obtain surface
temperatures in clear-sky conditions only. Due to enhanced downwelling long-
wave radiation, clouds generally warm the surface in the Arctic; thus, one would
expect skin temperatures to be lower than 2-m air temperatures (Lindsay and
Rothrock, 1994a).

These temperatures also compare well with other datasets (Banks and Par-
tanen, 1959) (Table 1), and other analyses of AVHRR-derived ice temperatures
(e.g., Lindsay and Rothrock, 1994a), even though there are differences due to the
variable climate in different years of data. The Lindsay and Rothrock temperatures
were derived from 1989 AVHRR images using a very similar algorithm to the
one discussed in section 3. Lindsay and Rothrock, citing other results (Y. Yu,
personal communication) that compare AVHRR-derived temperatures to ice sta-
tions and drifting buoys, estimate rms differences on the order of 3 K, similar to
the comparison of our data with the Barrow field station (rms error, 4.7 K; Figure
2). However, Yu’s results as cited by Lindsay and Rothrock were biased an av-
erage of 1.2 K higher than field data, while our values are 0.97 K lower on
average. Comiso (Comiso, 1994) discusses sea ice skin temperatures retrieved
from Nimbus-7 THIR thermal-band imagery and estimates an rms error of 2 K.
Depending on the observations used, though, the remotely sensed data tend to be
biased higher or lower than the observations. Discrepancies among the different
datasets discussed here may reflect differences in atmospheric conditions in the
years analyzed, the possible presence of subresolution leads, accuracy of the
cloud-detection steps, and algorithm assumptions, as well as differences in the
types of in situ data used.

In another comparison, the AVHRR-derived skin temperatures correspond
reasonably closely to surface air temperatures provided by meteorological forecast
models [National Centers for Environmental Prediction (NCEP) reanalyses (Kal-
nay et al., 1996) (Table 1 and Figure 7a); European Centre for Medium-Range
Weather Forecasts (ECMWF) (Figure 7b)], and interpolated air temperatures
based on surface station and drifting buoy data from the Polar Exchange at the
Sea Surface (POLES) project (Figure 7c). The NCEP and ECMWF temperatures
over the ice pack are essentially entirely model derived, while the POLES data
are interpolated observations considered representative of 2-m air temperatures.
The skin temperatures tend to be lower than the surface air temperatures in winter,
consistent with the typical surface temperature inversion over sea ice, and the
fact that the NCEP, POLES, and ECMWF temperatures are for cloudy and clear
conditions while the AVHRR-derived temperatures are for clear sky only, as noted
above. The trends in each set are similar, though there is closer agreement among
NCEP, POLES, and AVHRR temperatures than between ECMWF and AVHRR.
When composited over a number of days, such as for the mean April skin tem-
peratures shown in Figure 8, the basic temperature patterns agree well with NCEP
mean surface air temperatures for the same period (not shown) although the NCEP
air temperatures are typically about 2 K higher than the AVHRR temperatures.

Given the low spatial resolution of the comparison datasets, these data pro-
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Figure 8. Mean skin temperature for April 1993 as determined from a composite
of AVHRR-derived daily skin temperatures.

vide no 100% clear-sky observations that could help in assessing possible biases
due to the restriction of AVHRR retrievals to clear-sky conditions. One-dimen-
sional radiative transfer modeling such as that used by EC could be employed to
simulate clear-sky-only temperatures, but such calculations have not yet been
performed. In addition to field instrument error and the possible temperature bias
due to clear-sky conditions, other possible sources for the apparent negative bias
in the AVHRR skin temperature estimates include undetected thin, high (e.g.,
cold) cloud. Also, a snow emissivity is assumed that applies uniformly to all
surfaces within the field of view. The presence of different surface types as well
as deviation of the true snow emissivity from that used will contribute to errors.
Possible routes being investigated for further reducing these errors include addi-
tional cloud-clearing steps and comparisons of prescribed surface emissivities to
field measurements planned as part of the SHEBA experiment.

Albedo is also reasonably consistent with previous results (Table 2). The
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Figure 9. AVHRR-derived clear-sky broadband albedo.

monthly average albedo exhibits a maximum of 0.75 in April and then drops
sharply to 0.45 by the summer (Table 2). This characteristic drop in albedo, a
result of melt, occurs earlier in our data than in the EC climatology (Table 2 and
Figure 9). Part of this difference is due to the marginal ice zone character of the
study region. The albedo values are averaged over the whole nonland region and
thus include areas of open water that develop within the ice pack and along the
coast typically in late May and June. As noted in the applications example in
section 5, albedo for high-concentration ice cover is 0.85 prior to melt.

Our albedo results are similar to other AVHRR-derived albedos such as those
from Robinson et al. (Robinson et al., 1992) and Lindsay and Rothrock (Lindsay
and Rothrock, 1994b) given in Table 2, although our values are lower in spring
and early summer. Some of this difference with the EC albedos could be due to
the fact that clear-sky albedos (the satellite-derived values in Table 2) tend to be
lower than all-sky albedos (the EC values in Table 2) due to absorption of near-
infrared radiation by clouds. Lindsay and Rothrock use manually cloud-masked
images to calculate relative albedos (with albedo of pack ice in March and April
set to 0.80). They estimate uncertainties in their measurements at 0.25 due to
aerosols, ozone, and water vapor. This compares to uncertainties in our albedos
of 0.17, as estimated from the Barrow field data (Figure 3). Also, as described
above, the inclusion of some open-water areas within our estimates likely ac-
counts for a portion of the lower albedo values. The EC albedos represent central
Arctic conditions with minimal open water, while the Robinson et al. estimates
exclude identifiable open-water values from the estimated ice-pack albedo. Com-
parisons are also complicated by the fact that the Robinson et al. albedo was
estimated using prescribed albedos for ice and water (e.g., digital numbers were
assigned to albedos based on a linear fit between the prescribed albedos for ice
and open water). In turn, the AVHRR calibrations used here (as provided by the
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Figure 10. Time series of cloud fraction over the Beaufort Sea.

NOAA–NASA AVHRR Land Pathfinder project) may not be as accurate as de-
sired for snow and ice. Thus, in addition to the possible sources of differences
already cited, some of the differences between the remotely sensed albedos in
Table 2 are likely due to choice of calibration.

The relatively high resolution of the AVHRR data provides considerable
information on cloud distribution, morphology, and cloud type. Cloud fraction
within the study area tends to be highly variable in late spring and summer, with
values ranging from below 40% to near 90% across the region on any given day
(Figure 10). Winter cloud cover is more consistent, with values generally between
70% and 90%. Monthly mean cloud fraction varies from 45% in April to near
80% in late summer and fall (Table 1). The AVHRR-derived cloud fractions lie
between the climatology and ISCCP fractions, which are an average of cloud
fractions for the period 1984–91. The monthly mean NCEP reanalysis cloud frac-
tions are also significantly lower than the AVHRR products and the climatologies
(Table 1). Relative to observations and consistent with other comparisons (e.g.,
Schweiger and Key, 1992), both satellite-derived datasets tend to underestimate
cloud amount in spring and summer but the difference is less pronounced in the
AVHRR products described here. These data also yield higher amounts of winter
cloud fractions, which may reflect a greater sensitivity to low-level ice crystal
clouds (‘‘diamond dust’’), which can be a significant portion of the cloud cover
during winter but which is typically excluded from observational estimates of
cloud amount (Curry and Ebert, 1992). As opposed to previous ISCCP process-
ing, the cloud-detection algorithms employed here are specifically tuned for the
Arctic, with the cloud-detection routines applied to data at higher spatial resolu-
tion. The greater cloud fractions may therefore be due to this tuning of the cloud-
detection algorithms for Arctic conditions, as well as to improved detection of
patchy clouds or to thin clouds that make up much of the cloudiness over the ice
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Figure 11. AVHRR-derived mean cloud fraction for March–May 1993. The AVHRR
data have been regridded to correspond to the grid cell size of the
NCEP model shown in Figure 12.

pack (Kukla and Robinson, 1988; Serreze and Rehder, 1990). We note that the
ISCCP data used here are the ISCCP C2 product. The new D series of ISCCP
data will include improved algorithms for the polar regions. In any event, given
the potential for a large spatial and interannual variability in cloud amount in this
region (Kukla and Robinson, 1988), these comparisons to climatologies must be
considered only in general terms. As more data are processed as part of the
AVHRR Polar Pathfinder, additional validations with concurrent field observa-
tions and with the ISCCP D2 data are planned.

Figure 11 and Figure 12 compare the spatial distributions of mean AVHRR-
derived and NCEP-simulated cloud fractions for March–May 1993. The AVHRR
data show a pronounced regional variation in cloud fraction, with much greater
cloud amount over the marginal ice zones and open-water areas in the Beaufort
Sea, and with reduced cloud amounts over the central Arctic. Such a pattern is
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Figure 12. NCEP-derived mean cloud fraction for March–May 1993.

reasonable given the potential for cloud formation where open water is present.
The underestimate of cloud amount by the NCEP model in these regions could
reflect model shortcomings related to moisture advection and low-level cloud
formation processes. In addition, the pattern of extensive cloudiness near the coast
and clearer skies over the central ice pack in the AVHRR data suggests that
climatologies that rely heavily on the interpolation of coastal observations might
potentially bias the climatologies toward higher cloud amounts over the central
Arctic. Schweiger and Key (Schweiger and Key, 1992) discuss such problems in
more detail. Alternatively, the AVHRR cloud algorithm might simply be more
effective at detecting cloud over open water and marginal ice zones, or the cloud
patterns might be due to unusual conditions in 1993. As noted above, the avail-
ability of more such data for other years and areas, in combination with continuing
validation efforts, should help resolve these uncertainties.

No field observations are available that provide spatial distributions of cloud
properties over the Beaufort Sea during the study period. However, the derived
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Figure 13. Time series of cloud particle properties: (a) particle effective radius, (b)
cloud optical depth, and (c) cloud particle phase.

cloud properties are consistent with the ranges of values expected in the Arctic
(Figure 13 and Figure 14), as given by the climatology and model-derived prop-
erties described by Curry and Ebert (Curry and Ebert, 1992). The cloud particle
effective radius calculations have an estimated uncertainty of 2 mm for water radii
and 10 mm for ice radii (Key et al., 1996). The AVHRR-derived values of effec-
tive radius agree well with the observations cited by Curry and Ebert. Those
observations suggest values are on the order of 5–20 mm for summertime Arctic
clouds, with 4.7 mm for midlevel water clouds, 7.5 mm for low-level water clouds,
and 40 mm for ice crystal clouds used in the Curry and Ebert (Curry and Ebert,
1992) radiative transfer modeling. The AVHRR-derived effective radii (Figure
13a), though showing considerable variability, are on the order of 40 mm during
winter when ice-phase particles dominate. Summer effective radii from AVHRR
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Figure 14. Time series of cloud-top properties: (a) cloud-top temperature and (b)
cloud-top pressure.

are about 10 mm, compared to observations of 10.4 and 13.5 mm cited for the
Beaufort Sea and Barrow, Alaska (Curry and Ebert, 1992; Table 1).

Calculations of AVHRR-derived cloud optical depth are expected to be less
accurate, with potential errors of 50% (Key et al., 1996). This large error is due
to uncertainty in calibrations, the small signal-to-noise ratio in AVHRR channel
3 at low temperatures, and uncertainties of cloud phase. Nonetheless, the AVHRR
data yield reasonable results in comparison to Curry and Ebert (Curry and Ebert,
1992). Curry and Ebert cite an optical depth of 2–24 for summer water clouds
and select values between 6 and 8 for radiative transfer modeling, with an optical
depth of approximately 2 for winter conditions. The magnitude of optical depths
retrieved from the AVHRR data (Figure 13b) agrees with these estimates. The
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AVHRR data, though, show an increase in optical depths to summertime values
in April, whereas Curry and Ebert prescribe wintertime conditions through mid-
May.

Cloud particle phase estimated from AVHRR (Figure 13c) is also realistic,
with ice-phase clouds dominating from October through March, a transition pe-
riod in April, and liquid-phase clouds in May–July. The timing of the changes in
phase is consistent with the observed and AVHRR-derived surface temperatures.
Assuming that most of the cloud is low-level cloud occurring near the inversion
level, then the change in cloud phase that appears in April is consistent with the
surface temperatures plotted in Figure 7, suggesting that the prescription of ice
phase through most of April noted above in Curry and Ebert (Curry and Ebert,
1992) may underestimate the presence of water (or possibly mixed phase) clouds.
The AVHRR-derived cloud-top temperatures (Figure 14a) correspond with this.
AVHRR-derived cloud-top pressures (Figure 14b) are quite variable but suggest
higher-level clouds in winter compared to summer, in keeping with observations
(Schweiger and Key, 1992). The uncertainty in cloud-top height is estimated to
be 50 mb in summer water clouds and 150 mb in winter ice clouds (Key et al.,
1996).

As noted earlier, ice transport is a key element controlling the evolution of
the sea ice cover. Thus, it is useful to have ice motion information available in
conjunction with the energy-budget-related products described above. Under clear
skies or optically thin cloud, the AVHRR data provide detailed ice motions and
ice edge information. AVHRR also provides useful long-term ice motion calcu-
lations, particularly as a complement to other sources of ice motion and when
combined with ice velocities from drifting buoys and microwave data (Fowler et
al., 1994; Maslanik et al., 1997).

The accuracy and velocity resolution of AVHRR-derived ice motion are re-
lated to the spatial resolution of the AVHRR imagery. With the subpixel image
registration accuracy of the AVHRR images used here, a minimum error of 60.5
pixels is attainable. In comparison with drifting buoys over the 1-yr study period,
the mean difference was 0.006 cm s21 with a standard deviation error of 61.2
cm s21 (e.g., Emery et al., 1995). Seasonal means of the AVHRR-derived ice
motions are consistent with the buoy drift means but also reveal spatial detail not
obtainable using the network of drifting buoys. In particular, the motion fields
show rapid and localized variability in ice motion and provide ice motion infor-
mation for areas such as the coastal zones where buoys are typically not deployed.

5. Applications examples
The collocated and coincident product set summarized above is particularly ap-
plicable for investigations of regional- and local-scale climate processes. To il-
lustrate how these AVHRR products can be used together and in conjunction with
other datasets, we provide some brief application examples below.

5.1. Combining AVHRR products to investigate temperature–
albedo relationships and surface heat fluxes

In climate models, complex relationships are often represented using very simple
approximations, where one parameter is estimated based on an assumed relation-
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Figure 15. Skin temperature vs surface albedo for clear-sky conditions and areas
of at least 50% ice cover. The solid line is the linear best-fit curve.

ship to another parameter. Multivariable datasets such as the AVHRR products
provide a means of testing or defining these relationships, or parameterizations,
more accurately. One such example is the estimation of surface albedo over sea
ice and snow. In this case, the processes controlling albedo are not completely
understood, but albedo is known to be correlated to surface temperature. In most
climate models, sea ice albedo is prescribed as one value when surface temper-
atures are below freezing and as a second value once the surface reaches the
melting point. The precise albedos used, and the actual relationship between tem-
perature and albedo, are uncertain and based on quite limited studies of sea ice
conditions.

Using the collocated AVHRR albedos and skin temperatures for the Beaufort
Sea, the temperature–albedo relationship can be investigated in detail. Figure 15,
for example, summarizes albedo as a function of skin temperature. In this case,
sea ice concentrations derived from Special Sensor Microwave/Imager (SSM/I)
passive microwave data (NSIDC, 1996) were coregistered to the AVHRR data
and used to identify grid cells with at least 50% ice concentration. For these
areas, mean albedo in spring is about 0.85 until skin temperatures reach about
265 K, at which point albedo decreases linearly by 0.058 per degree. The col-
located datasets allow such comparisons for large regions and a range of condi-
tions not represented by point measurements. In this case, the degree to which
the AVHRR-derived relationship is related to physical processes not represented
in simple model parameterizations or to data-related issues remains to be deter-
mined. This combination of collocated albedo and skin temperature data can be
applied to other regions and conditions to test the accuracy of existing climate
model parameterizations and to provide the basis for new parameterizations. For
example, meltponds exert significant control over sea ice albedo during summer,
but they are not treated explicitly in existing parameterizations used in climate
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Figure 16. Time series of sensible heat flux.

models. Monitoring the change in areally averaged albedo as a function of melting
degree-days and meltpond development, as is planned as part of the SHEBA
experiment, should help improve albedo parameterizations.

A key component of climate and process models is the estimation of heat
and momentum fluxes using model-predicted variables such as temperature, sur-
face conditions, and wind speed. Uncertainties in each component of the flux
calculation introduce errors in the estimated fluxes and in the other modeled
conditions that are a function of these parameters. Satellite observations combined
with meteorological data can be used to validate the model estimates. Data as-
similation techniques go one step further by using observations directly within
the model to constrain the predicted fluxes to yield more accurate estimates of
desired fields such as ice thickness distributions.

To demonstrate the potential use of the AVHRR products for such applica-
tions, sensible heat fluxes were calculated from the Beaufort Sea dataset using a
simplified version of the strategy of Lindsay and Rothrock (Lindsay and Roth-
rock, 1994a). The AVHRR skin temperature was adjusted to represent air tem-
peratures; a fixed wind speed of 5 m s21 was assumed; and fluxes were estimated
separately for open water (at 271.2 K) and ice fractional coverage as determined
by the SSM/I data noted above. Since turbulent fluxes as calculated here are a
linear function of wind speed, use of a fixed wind speed provides only an ap-
proximate estimate of actual fluxes.

The flux values range from small negative values in the summer when the
warmer atmosphere is adding heat to the ice surface to positive values of 30–40
W m22 in the winter where heat is lost from the ocean to the atmosphere, primarily
through leads. The relatively large mean fluxes, especially in April and May
(Table 2 and Figure 16) likely reflect the inclusion of thin ice in the open-water
fraction estimated by SSM/I as well as the marginal ice zone character of some
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of the study area, as opposed to ice conditions typical of the central Arctic domain
used by Maykut (Maykut, 1978). As more data become available, this approach
of estimating turbulent fluxes using combinations of remotely sensed data can be
used to assess the accuracy of fluxes estimated by sea ice process models and
should help define the relative importance of variables such as open-water fraction
and water–ice temperature contrasts in determining accurate surface fluxes.

5.2. Combining datasets to investigate sea ice dynamical
processes

Satellite-derived products are well suited for investigating conditions that change
rapidly over time and space. One such example is the variability in sea ice con-
centration as a function of ice transport. The AVHRR-derived datasets, in com-
bination with SSM/I-derived ice concentrations, can be used for individual case
studies, particularly when clear-sky areas are large enough to permit AVHRR
surface measurements over large areas.

As an example, Figures 17 and Figure 18 show the change in SSM/I-derived
ice concentrations over a 3-day period in conjunction with ice drift patterns es-
timated from AVHRR. In this case, the combination of remotely sensed ice mo-
tion and ice concentrations show a strong convergence event along the Canadian
coast due to northerly winds arising from a low pressure system in the western
Beaufort Sea. Sea ice is advected toward the coast on 18–19 November (Figure
17), causing an increase in ice concentration (decrease in open-water fraction).
By 20 November (Figure 18), the coastal zone appears to be filled with ice, such
that the continued southward ice drift into the Mackenzie River delta is deflected
eastward and westward.

Given that such convergence of the ice pack is a threat to navigation and
coastal operations, analyses of these events is of particular interest. In this ex-
ample, the sea level pressure fields simulated by the NCEP forecast model place
the low pressure system farther northward than is suggested by the ice motion
patterns, such that winds are easterly along the coast rather than northerly. Thus,
ice advection simulated using the NCEP winds would fail to reproduce the ob-
served ice convergence. The types of data discussed here are valuable for iden-
tifying the mechanisms involved in such events and in turn help to improve
regional ice forecast models.

6. Conclusions
This work describes the assembly, processing, and sample applications of a set
of climate parameters estimated from a yearlong AVHRR dataset of the Beaufort
Sea. The remotely sensed surface and cloud physical parameters show reasonable
agreement with model output, climatologies, and observations. The results indi-
cate that AVHRR-derived parameters show promise for eliciting important phys-
ical properties of the polar climate. In particular, AVHRR has the capability to
retrieve an internally consistent set of surface and cloud parameters at coincident
spatial and temporal resolution. The record of AVHRR imagery acquired since
the early 1980s thus has the potential to provide a valuable time series of geo-
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Figure 17. Convergence of the sea ice pack along the Canadian coast, as de-
picted using a combination of AVHRR-derived ice motions (arrows) and
change in first-year ice concentration for 18–19 November.

physical parameters for climate studies. The comparison results also point out the
need for more validation and, in particular, the need for well-documented vali-
dation datasets that provide extended temporal and/or spatial coverage. Substantial
uncertainty thus still remains regarding the accuracy of the individual products,
but the data have clear value for analyzing spatial patterns of variability and



Earth Interactions • Volume 1 (1997) • Paper No. 5 • Page 24

Figure 18. Convergence of the sea ice pack for 19–20 November.

general temporal and spatial relationships among different data types. As noted
by a number of investigators (e.g., McGuffie et al., 1988; Kukla and Robinson,
1988; Lindsay and Rothrock, 1994a), cloud screening is a critical and difficult
process in estimating clear-sky conditions for polar regions. The most important
step to improving the products discussed here pertain to more accurate detection
of clouds. Possibilities being investigated include use of temporal and spatial
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filters, as well as incorporation of additional remotely sensed data such as TIROS
Operational Vertical Sounder and passive microwave imagery.

AVHRR is one among several current and planned sensors employed to
gather data in the Arctic. Two other important sensors are the passive microwave
Special Sensor Microwave/Imager and the active microwave synthetic aperture
radar. Though these have some advantages over AVHRR and many of their ca-
pabilities are complementary to AVHRR, AVHRR does have some advantages.
For example, while SSM/I can provide daily surface data in both clear and cloudy
skies during daylight and darkness, AVHRR provides much finer resolution (12.5–
25 km for SSM/I compared to 1.2–5 km for AVHRR). SAR can provide extreme-
ly high resolution (30–240 m) imagery during all sky conditions, but operational
constraints and orbit configuration limit acquisition of complete Arctic coverage
to approximately once per 6 days. The large volume of data generated by SAR
also requires considerable postprocessing to provide manageable datasets for
large-scale studies. Thus, while when considered separately, each remotely sensed
data type available for polar applications has particular limitations, possibilities
exist for combining various data types to overcome these limitations. For exam-
ple, a major limitation of the AVHRR surface products such as albedo and tem-
perature is their restriction to clear-sky conditions. Model applications in partic-
ular benefit from the availability of all-sky retrievals. Work is under way to ex-
plore methods of combining microwave data and visible- and thermal-band im-
agery with radiative transfer modeling and data assimilation to generate all-sky
surface temperatures.

The example applications suggest several approaches for combining the dif-
ferent geophysical products to investigate polar processes. In particular, the avail-
ability of a consistent set of parameters addressing the energy budget and ice
transport will assist diagnostic studies of the mechanisms controlling the vari-
ability of the sea ice cover, either as part of observations analyses or through
improved representation of physical processes in climate models.

Finally, we note that the techniques outlined in this paper, along with algo-
rithm improvements and additional validation, are being used to produce a mul-
tiyear time series of polar AVHRR products as part of the NASA Pathfinder effort.
These datasets, based on the preliminary work here, will encompass all Arctic
and Antarctic regions and are being derived from 4-km-resolution global area
coverage data. The derived parameters will be produced for 12 years of data,
making long-term studies of the polar regions from AVHRR data feasible. A
similar set of higher-resolution (1.25 km) products is also being prepared. Samples
of the AVHRR Polar Pathfinder data and the data used here are available via ftp
from http://polarbear.colorado.edu or via e-mail request to the authors. The Web
site also provides processing descriptions as well as plotting and animation ca-
pabilities for ice motion data (and soon for browse images of temperature and
albedo) being prepared as part of the AVHRR Polar Pathfinder. Links are also
available to other groups involved in the integrated Polar Pathfinder effort.
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Table 1. AVHRR-derived parameters and comparison with model and observed
values. [Comparison values estimated from figures in CE (Curry and
Ebert, 1992) and BP (Banks and Partanen, 1959).] NCEP reanalysis values
are monthly means averaged over the same area and time period as
the AVHRR values (Kalnay et al., 1996).

Surface temperature (K) Cloud cover (%)

AVHRR CE BP NCEP AVHRR CE ISCCP NCEP

Jan 233 240 238 244 73 81 50 44
Feb 242 240 235 247 77 78 60 41
Mar 243 242 233 249 56 81 50 41
Apr 254 250 247 256 45 71 41 33
May 269 263 264 267 67 78 30 43
Jun 273 272 271 274 59 83 30 41
Jul 272 273 273 275 50 85 39 44
Aug 272 272 269 274 74 81 43 43
Sep - 265 262 266 - 85 45 50
Oct 249 254 248 257 74 89 50 46
Nov 241 246 244 248 77 78 48 44
Dec 236 243 241 243 72 78 55 45
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Table 2. AVHRR-derived parameters and comparison with model and observed
values estimated from figures in CE (Curry and Ebert, 1992), Maykut (May-
kut 1978), LR (Lindsay and Rothrock, 1994a), and R et al. (Robinson et al.,
1992). For the sensible heat flux results, positive fluxes represent heat loss
to the atmosphere.

Albedo Sensible heat flux (W m22)

AVHRR CE R et al. LR AVHRR Maykut LR

Jan - 0.83 - - 30 17 10
Feb - 0.83 - - 24 16 27
Mar 0.70 0.82 - 0.72 22 12 21
Apr 0.75 0.81 - 0.76 30 9 12
May 0.70 0.80 0.76 - 18 22 -
Jun 0.51 0.80 0.64 0.56 1 28 15
Jul 0.43 0.45 0.49 0.49 22 - 15
Aug 0.44 0.46 0.48 0.47 7 - -
Sep - 0.75 - - - 25 20
Oct - 0.78 - - 30 21 23
Nov - 0.80 - - 31 6 33
Dec - 0.82 - - 27 11 23
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