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ABSTRACT

A set of four-hour simulations has been carried out to study deep moist convection characteristic of the
Global Atmospheric Research Program (GARP) Atlantic Tropical Experiment (GATE). The present model
includes warm rain bulk cloud physics and effects associated with a large-scale, time-invariant convergence.
The convection took approximately two hours to develop from a random moisture disturbance. The cloud
efficiency, in terms of the total water vapor condensed, was near 40%.

The heat and moisture budgets and the time-mean vertical fluxes of mass, heat, and moisture were calculated
for the last 80 minutes of the simulations. In this study the primary emphasis was placed upon run A, the three-
dimensional calculation. For this calculation, the layer centered near 4.0 km was a region of low mean cloudiness
but of strong convection. The upward mass flux was strong and upward heat and moisture fluxes had maximum
values in this layer. The strongest downward mass flux was due to weak downward velocities in the rainy area
below cloud base.

Time-mean data were also calculated for vertical velocity cores and compared with observed data. In run A,
virtually all updraft cores are in-cloud and for a deep layer between 2.5 and 8.0 km the in-cloud upward mass
flux is nearly all associated with cores. In this layer the upward mass flux due to cores is approximately twice
the mass flux associated with the large-scale convergence. The fractional area of updraft cores is small, varying
between 2.5% and 4.0% for vertical levels between 1 and 11 km. Calculated values of core diameter D are in
relatively good agreement with the observed data. For values of mean vertical velocity w, however, the agreement
is not nearly as good. For downdraft cores, values of W are significantly smaller than the observations. For
updraft cores, values of W at lower levels are small, whereas values in the upper levels are in reasonable agreement
with observations. The weak updraft cores at lower Ievels may be related to the absence of strong gust fronts in
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the present simulations.

1. Introduction

The onset of deep moist convection associated with
large-scale tropical disturbances is an important prob-
lem which has been examined by several diagnostic
studies. As in most of these studies, Ogura et al. (1979)
have analyzed data for disturbances observed during
the GARP' Atlantic Tropical Experiment (GATE).
They found for all cases considered that low-level con-
vergence and, therefore, upward motion was present
or enhanced prior to the development of organized
convective systems. The more recent study of Chen
and Ogura (1982) observed a time lag of 5-10 hours
between the maxima of surface convergence and the
precipitation rate. These results are consistent with the
earlier findings of Cho and Ogura (1974), Frank (1978)
and Johnson (1978). Thus, in the numerical simulation
of the associated small-scale convection, it appears
necessary to have an adequate representation of large-
scale convergence in the numerical model. This is

! Global Atmospheric Research Program.

especially relevant when time-mean statistics are to be
calculated over a time period of one to several hours.

Two-dimensional numerical calculations for deep
moist convection with realistic large-scale forcing have
been carried out by Soong and Tao (1980). The data
for the large-scale flow were obtained from the study
of Ogura et al. (1979). An analysis of the large-scale
forcing by Soong and Tao indicated that the dominant
terms were due to vertical advection of moisture and
potential temperature by the mean vertical velocity.
As shown in their Fig. 7, the horizontal advection of
moisture by the large-scale flow is a smaller, but non-
negligible, effect.

In the present study, a set of four-hour numerical
simulations is carried out with a large-scale, time-in-
variant convergence present. The purpose of these cal-
culations is to examine the time-mean statistics and
transient behavior for this type of deep moist convec-
tion. A longer-term goal is to use data from this and
other studies to improve the cumulus parameterization
for tropical convection in large-scale numerical models.
Both two- and three-dimensional convection are sim-
ulated and the present results are compared with ob-
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servations and the model results of Soong and Tao
(1980).

The base state potential temperature 6y(z) and water
vapor mixing ratio g,(z) are obtained from the same
data as used by Soong and Tao. The profile of mean
vertical velocity, calculated from the large-scale con-
vergence, is likewise taken from this data set. Since
their previous work indicated that the mean vertical
velocity has the dominant role in the large-scale forcing,
all other large-scale effects, such as those due to hori-
zontal advection and radiation, have been neglected.
The present study also does not include any effects due
to vertical wind shear. For this reason the present cal-
culations have the most relevance for tropical convec-
tion in which vertical wind shear is of minimum im-
portance.

The moist convection numerical model is described
in section 2. This discussion includes the form of model
equations and boundary conditions as well as the nu-
merical methods used. The effect of the time-invariant,
large-scale convergence is represented by vertical ad-
vection terms in the thermodynamic and moisture
equations. A detailed discussion of the subgrid-scale
mixing processes and the warm rain bulk cloud physics
is given in the Appendix.

The primary calculations and the initial base state
are described in section 3. These computations are a
set of four-hour simulations in which the initial dis-
turbance is a random moisture distribution. For all
these computations, periodic lateral boundary condi-
tions are used. In the present study, the major emphasis
will be placed on the first simulation, run A, which is
the three-dimensional calculation. In section 4 the
time-variation of the volume-mean kinetic energy and
the cloud efficiency over the four hours are presented.
Various time~-mean statistics calculated over the last
80 minutes of the simulations are given in section 5.
These include the variation of mean cloudiness and
relative humidity with height, the temperature and
moisture budgets, and vertical fluxes of mass, heat and
moisture, In section 6 the distribution of updraft and
downdraft vertical velocity cores on specific horizontal
levels is calculated. These data are compared with the
data obtained from observations by LeMone and Zipser
(1980).

2. The moist convection model

The dynamical framework of the present model fol-
lows that given in the scale analysis of Lipps and Hem-
ler (1982). As in the earlier study, the set of governing
equations is anelastic (Ogura and Phillips, 1962) and
Cartesian (x, y, z)-coordinates are used. The base state
potential temperature 6(z) is a slowly varying function
of z and the pressure p is represented through the Exner

function
p K
T = (;) , k= Ry/c, 2.1)
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where P. (=1015 mb) is a reference pressure, R,
(=287.04 J kg™! K7!) is the gas constant and ¢
(=1005.7 T kg~! K™!) the specific heat at constant pres-
sure for dry air. Since 6, is a slowly varying function
in the vertical, Lipps and Hemler (1982) show that the
dynamic pressure term in the equations of motion can
be represented by the gradient of the scalar ¢. The vari-
able ¢ is given by :

(2.2)

where ; is the first-order term in the expansion of 7
[see Eq. (2.5)].

In the present model the saturation water vapor
mixing ratio gy, is given by

o= Cp007r!

2.3)

where po(z) is the base state pressure, ¢, the saturation
vapor pressure, ¢ = Ry/R,, and R, (=461.50 J kg™’
K™!) the gas constant for water vapor. This form of g,
is more accurate than often used as it includes the term
—e,in the denominator. It was found in run C of Lipps
and Hemler (1982) that inclusion of this term resulted
in larger values of g,; which gave rise to significantly
reduced condensation and less vigorous convection.

An important feature of the present model is that a
large-scale, time-invariant convergence associated with
the synoptic flow is assumed to exist. The magnitude
of this convergence is of the order of 107> s™!, Thus
the convergent flow is sufficiently weak to be negligible
in the development of isolated moist convective cells.
For dynamical effects which occur on a longer time
scale, however, the convergence is important. There-
fore, the convergence will play an important role in
the time evolution of the horizontal average potential
temperature and moisture fields. In this model there
is no feedback mechanism between the strength of the
convection and the strength of the convergence. A
similar approach has been used in several previous
studies; e.g., Sommeria (1976), Chen and Orville
(1980), Soong and Tao (1980, 1984) and Soong and
Ogura (1980).

In discussing the role of convergence, we let the scalar
s represent either the potential temperature or the
moisture field. Denoting the horizontal average by {s),
we assume that the convergent flow velocities (U, V,
W) interact only with (s). Thus it is seen that the total
advection of (s} due to (U, ¥, W) is given by

advection ({s)) = poW;% «s) 2.4
where p, is the base state density. Vertical advection
terms as given in (2.4) are included in the potential
temperature and water vapor mixing ratio equations
discussed in section 2b. In all other equations the
effect of the mean convergence is assumed to be neg-
ligible.
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a. Expansion of the thermodynamic variables

For the present set of anelastic equations the poten-
tial temperature 8, the temperature 7, and the pressure
function = can be written as

8 = 0o(2) + 0:(x, », 2, 1)
T= TO(Z) + Tl(xs Y 2, t)
T = 7"O(Z) + Wl(x: » 2z, t)

(2.5)

where 6y, Ty and 7 represent the base state and 8,, T
and w, represent the effects of the deep moist con-
vection. The definition of § implies the relation 7" = 6.
Since the dynamic pressure can be neglected to first
order (Wilhelmson and Ogura, 1972; Lipps and Hem-
ler, 1982), this relation can be split into the two com-
ponents

T() = 7['000, T] = 7l'001. (26)
The base state is hydrostatic so that
- _.p 90 _
0=—cho i 4 (2.72)

where g (=9.781 m s~2) is the acceleration due to grav-
ity. Using the relation T = mofy, we note that the above
equation can be put in the form

dlomy g
dz ol

The reference pressure P in (2.1) is chosen such that
mo =1 at z = 0. Thus, knowing Ty(z) from observed
data, 7((z) can be calculated from (2.7b) and 6¢(z) can
.be obtained from T = mwoby.

(2.7b)

b. The equations of motion

‘The equations describing the deep convection are
written in flux form using tensor notation. The anelastic
equation for mass continuity is

P ,
—{pot;) = 0 2.8
a)Cj (o 1) 2.8)
Since 8,, T, and m; represent small deviations from
their base state counterparts, the momentum equation
for the moist air is given by

)
—— + di3pog

0 a
Y Fpoui) + — (potitt;) = —po o,

9
0x;

6, f
X ( P + 0.608¢, — q,) + 97y 2.9
(1}

ax;

where the vector velocity (¥, v, w) is represented by u;,
¢ is defined in (2.2), 7 is the subgrid-scale Reynolds
stress tensor, and ¢g,, ¢, and g, are the mixing ratios
of water vapor, cloud water and rain water. The con-
stant 0.608 is equal to (R,/R;) — 1, and 6;; represents
the Kronecker delta function. Since the present set of
equations is anelastic, the variable ¢ is calculated from
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a Poisson equation which is obtained by taking the
divergence of Eq. (2.9).

The thermodynamic equation and the equations
governing moisture conservation are

1

(Po D vy [pou,(ﬂo + 6, — o)) = 2= (Cd E)

- W(g o + 1) — a; (pouj0") (2.10)
d ] .
% (Pogy) + a_x (pot;gy)

= ~po(Ca — E) ~ W‘ﬁg—”2 - —(pouqu) 2.11)

9z ox
J 0
% (pogc) + ;9;} (pot4;q.)
= po(Ca — S — (Pouﬂc) (2.12) .
dx;
3
- (Poqr) + (Po“;qr) (Po VTqr)
‘ : 8 — A
= Po(Sa + Sc —E)y—— (PoujQr) (2.13)

where pou,ﬂ' pou,q.,, pold'q iqe and pold ,q, are the
subgrid-scale fluxes associated with 0, g¢,, ¢. and g,.
Expressions for these subgrid-scale quantities as well
as 7; are given in the Appendix. The present formu-
lation of subgrid-scale mixing is similar to that in Lipps
and Hemler (1982). The primary difference is that in
the present model in regions of stable stratification
outside of clouds the vertical mixing is greatly reduced.

The terms involving Win (2.10) and (2.11) are as-
sociated with the large-scale convergence [see discus-
sion of Eq. (2.4)]; L (=0.2501 X 107 J kg™ ") is the latent
heat of vaporization and 6y (=339.4 K) is a constant
included in (2.10) to improve the accuracy of the nu-
merical integration.

Following Kessler (1969) the ice- phase is omitted
and liquid water is separated into cloud water g, which
moves with the air and rain water g, which falls relative
to the air with the fall velocity — V7. The remaining
quantities in (2.10)-(2.13) are the condensation/evap-
oration C, of cloud water ¢,, the evaporation E of rain
water ¢, and the total conversion (S, + S,) of g, into
g,. Detailed expressions for S,, S., V7 and F are also
given in the Appendix The present warm rain bulk
cloud physics is a modified version of that dlscussed
by Manton and Cotton (1977).

The values of C; are determined by requiring g, = gys
whenever cloud water ¢, is present. The method of
calculation of ‘C; follows that given in appendix A of
Lipps and Hemler (1982). Note that, as-indicated ear-
lier, the saturation water vapor mixing ratio g, is spec-
ified by (2.3).
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¢. Numerical methods

Equations (2.8)-(2.13) represent a complete set of
equations for the variables u;, ¢, 81, g, 4. and g, subject
to the appropriate boundary conditions. These are dis-
cussed in the next section. As previously stated, ¢ is
obtained from the solution of a Poisson equation. Grid
points for u, v, w and ¢ are staggered in space with the
Poisson equation for ¢ being solved at ¢-grid points
(Harlow and Welch, 1965; Williams, 1969). The vari-
ables 4, g,, q. and g, are also evaluated at ¢-grid points.
The details of the solution of the Poisson equation fol-
low that discussed by Williams (1969).

The momentum equation (2.9) is solved using cen-
tered time and space differences as in Lipps and Hemler
(1982). This finite difference method is momentum
and kinetic energy conserving with respect to the non-
linear advective terms (Piacsek and Williams, 1970).
The prognostic equations (2.11)-(2.13) for g,, q. and
g, are solved using the method given by Clark (1979).
This method involves a hybrid finite difference scheme
based on a second order in space and first order in time
Crowley (1968) scheme and an upstream differencing
scheme which is first order in both space and time. The
motivation for using this scheme is to eliminate the
problem of numerically generated spurious negative
values of g,, g. and g,. The possibility of spurious neg-
ative values is most relevant for g. and g,. As discussed
by Clark (1979), away from regions where such values
are likely, the present numerical method is very close
to the unmodified Crowley scheme.

The prognostic equation (2.10) for 8, is solved by
using the second-order Crowley (1968) scheme. This
method of solution of (2.10) is consistent with the so-
lution of (2.11) for g, and thus allows an efficient nu-
merical algorithm for calculating the condensation/
evaporation C, of cloud water. The nonlinear terms in
the Crowley and modified Crowley schemes conserve
the linear variables ¢,, ¢,, g. and g,. Quadratic forms,
however, are not conserved. In spite of this deficiency,
Mahiman and Sinclair (1977) indicate that the nu-
merical errors associated with the second-order Crow-
ley scheme are roughly equivalent with those associated
with second-order linear and quadratic conserving
schemes.

d. Boundary conditions

Periodicity is required at the lateral side boundaries
as in previous studies (Lipps and Hemler, 1982; Lipps,
1977). In all numerical calculations the model domain
is 16 km deep and the vertical grid interval Az = 250
m. At z = 0 and z = 16 km rigid boundaries are as-
sumed so that w = 0 there. Due to the staggered grid
used in the present model, the variables u, v, 0, g,, q.
and g, are evaluated at a one-half grid interval (125 m)
from the upper boundary. At this level the vertical finite
difference derivatives of pow't/, pow'v’, pow't’, pow'qs,
PoW'qL, pow’q; are required to vanish as in Klemp and

FRANK B. LIPPS AND RICHARD S. HEMLER

1799

Wilhelmson (1978). These conditions minimize un-
realistic subgrid-scale viscous and diffusive effects near
the upper boundary. It should be noted that in
terms of the Reynolds stress 7; in (2.9) we have 7,3
= —pow't and 7o3 = —poW'v’.

Before discussing the remaining surface boundary
conditions, we note that the model coordinate system
is required to translate at a speed of 2.4 m s~} toward
the north-northwest. This speed was obtained from an
inspection of Fig. 4 of Soong and Tao (1980) for 12
August 1974, the date chosen for the present numerical
simulations. It represents the mean value of the wind
speed in the lower and middie troposphere as shown
by their data. In the present model the positive x-axis
is directed south-southeast so that this translation is
represented by a velocity of ~2.4 m s™' parallel to the
X-axis,

At the surface, located at z = 0, the vertical deriv-
atives of ¢, and g, are required to vanish and a drag
law formulation is used to specify pow't/, pow'v’,
poW'0’, pow'q’,. This formulation is similar to that used
by Soong and Ogura (1980) for heat and moisture
fluxes. The drag coefficient is given by Roll (1965) as

Cp = (1.10 + 0.04V) X 1073 (2.14)

where V'is the total horizontal wind speed with reSpect
to the earth’s surface and defined as

V= [(u — 2.4 + v*]"2, (2.15)

The drag law relations are given by ‘
po(Wu)e = —poCpV(u — 2.4) (2.16)
po(W)see = —poCp Vv (2.17)
po(W8)see = —poCpV(B — bso) (2.18)
poWaDse = —poCpV1gs — (@] (2.19)

where the subscript “sfc” refers to surface values and
the nonsubscripted variables V, u, v, 6 and g, are eval-
uated at the lowest grid level (z = 125 m). The value
of O is 27.4°C and (g,)s. = 2.33 X 1072, which is the
saturation value of g, for the temperature of 27.4°C.
In some earlier runs, intense gravity waves developed
in the upper levels, presumably caused by reflection at
the upper rigid boundary (z = 16 km) and by trapping
in the horizontal due to the periodic boundary con-
ditions. In order to remove these waves, a Newtonian
damping term was added to the right side of Eq. (2.10)
for z = 13.875 km. This damping term is given by

d
a—l (poal)'damping =-05X 10_6(2 - ZO)(al - <01>)

(2.20)

where zp = 13.875 km. Thus the magnitude of the
damping linearly increases as z increases from z = z;
to z = 16 km. With z — z; given in meters, (2.20)
implies a damping constant of about 6.5 minutes near
z=15km.
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3. Set of calculations and the initial base state

In this study, a set of four-hour numerical simula-
tions is carried out for deep maritime tropical con-
vection with a large-scale, time-invariant convergence
present. The model used for these calculations is de-
scribed in section 2. The initial base state sounding of
potential temperature 6, and relative humidity RH is
shown in Fig. 1. These curves are obtained as smoothed
profiles of the data given in Fig. 6 of Soong and Tao
(1980). Thus, Fig. 1 represents a smoothed version of
the vertical sounding taken from the ship Researcher
at 0600 GMT 12 August 1974 in the GATE region.
The curve labeled 0., is the result of a pseudo-moist-
adiabatic parcel calculation with cloud base at the same
temperature as the environment at z = 625 m. This
parcel calculation is carried out as described in Lipps
and Hemler (1980). Note the close proximity of the
and 0, curves below z = 3 km in Fig. 1. Thus, the
present sounding has weak moist instability for these
lower levels. '

The profile of vertical velocity ¥ associated with the
large-scale convergence is shown in Fig. 2. This curve
is also obtained from Soong and Tao (1980), being

% RELATIVE HUMIDITY

2 0 N0 50 60 70 80 %0 100

z (km)

350 5
9, (K)

315 30 375

FIG. 1. The initial base state sounding of potential temperature
0o(z) and of relative humidity RH(z) for the present calculations. The
profile of 8y is obtained from a parcel calculation.
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FI1G. 2. Profile of vertical velocity W associated
with the large-scale convergence.

a smoothed profile of the data shown in their Fig. 3
for 0600 GMT.

Four-hour numerical simulations have been carried
out for both two- and three-dimensional convection.
In all calculations the vertical depth of the model is 16
km and the grid intervals are Az = 250 m and Ax = Ay
= 500 m. A summary of the primary calculations A-
C is given in Table 1. The three-dimensional calcula-
tion, run A, has a horizontal domain of 24 km in x
and 16 km in y. For the two-dimensional calculations,
run B has the horizontal length of 32 km, whereas run
C has the horizontal length of 64 km. As indicated in
section 2, periodicity is required at the lateral side
boundaries.

TABLE 1. Summary of primary calculations A-C. (IM and JM
refer to the number of grid points in x and y. Also shown are the
maximum values of vertical velocity w and disturbance potential
temperature 6, the time-mean, volume-average kinetic energy K
and the horizontal-average rain at the ground R.)

w 8, K R
Run M M (ms™) X) (Im>3) (cm)
A 48 32 19.6 3.7 0.12 0.42
B 64 _ 12.1 4.4 0.21 0.44
C 128 —_ 18.1 5.8 0.32 0.45
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It is important to note that the present calculations
are carried out with no vertical wind shear. The effects
of wind shear on the convection, as well as the vertical
transfer of momentum due to convection, are left as
topics for future investigation. '

4. Discussion of four-hour simulations \
a. Time variation of kinetic energy

An important parameter describing the time evo-
lution of the moist convection is the volume-mean
kinetic energy K, which is defined by

_1 ! 2 2 2
K—EJ; po§<(u + v +W)>d2 (4.1)

where the angle brackets again indicate a horizontal
average. The time variation of X for runs A~C is shown
in Fig. 3. .

In all calculations the convection was initiated by a
random moisture disturbance applied at ¢ = 0 in the
lower levels (0 < z < 875 m). This disturbance is re-
quired to have a zero horizontal average at each vertical
level and has a maximum amplitude of 2 g kg™!. As
seen in Fig. 3 the deep convection requires a long time
to develop (at least 100 min for two-dimensional dis-
turbances and 135 min for three-dimensional convec-
tion). Because it was considered possible that this long
time for convection to form might be an artificial fea-
ture of the numerical model, the initial moisture dis-
turbance was again applied at 7 = 32 min. This time
was chosen as it is close to the time of minimum K
with the initial forcing only. Adding the second forcing
at £ = 32 min results in a somewhat more rapid de-
velopment of deep convection. The data shown in Fig.

075

0.25

1 )
&0 120 160 200 240
TIME (min)
FIG. 3. Time variation of volume-mean kinetic energy K for runs

A-C. Vertical dashed line at t = 160 min indicates start of 160-240
min region over which time-average data are calculated in section 5.
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3 have both the initial forcing at ¢ = 0 and the second
forcing at ¢t = 32 min.

The authors now consider the long development
time for deep convection to be a realistic result asso-
ciated with the weak moist instability and relatively
dry air in the lower levels as shown in Fig. 1. Zipser et
al. (1981) in the discussion of their Fig. 13 suggest that
a vertical lifting of 200 m in the lowest few kilometers
is necessary before deep convection can develop in the
observed rainband. The long start-up times shown in
Fig. 3 are compatible with a vertical lifting of 200 m
associated with the large-scale vertical velocity W
shown in Fig. 2. Thus the present results appear to be
in at least qualitative agreement with observations.

On comparing the time variation of X for runs A-
C, one sees from Fig. 3 that the two-dimensional runs
B and C develop deep convection earlier and have
larger values of K throughout the simulations than the
three-dimensional run A. This effect is also shown in
the values of time-mean kinetic energy K given in Ta-
ble 1. The reason for this result is not clear, but it sug-
gests that in the present model the deep convection
develops more easily and more often in the two-di-
mensional calculations. This suggestion is supported
by the data in section 6 where vertical velocity cores
(LeMone and Zipser, 1980) are discussed. It is found
that the average area encompassed by both upward
and downward cores is larger in runs B and C than in
run A. (See Fig. 14.)

When comparing runs B and C, one sees that the
values of K are larger in run C. From a look at the data
in run C it is seen that, due to the longer horizontal
domain, more intense disturbances form over a smaller
fraction of the horizontal area than in run B. The more
intense nature of the convection can be seen in Table
1 where the values of maximum vertical velocity w and

. disturbance potential temperature § are larger for run

C than for run B. Likewise, the time-mean K is larger
for run C.

The final column in Table 1 shows the horizontal-
average rain R at the ground at the end of four hours.
In contrast to the other data in this table, the values of
R are nearly insensitive to the dimensionality of the
convection or the length of the horizontal domain in
runs B and C. Thus the value of R is primarily deter-
mined by the large-scale convergence of moisture as-
sociated with the vertical velocity W.

b. Transient and time-mean convection for run A

Deep convection cells develop after two hours in
run A as indicated by Fig. 3. These cells tend to be
distributed in a random fashion throughout the hori-
zontal domain. Clouds start developing at about 600
m above the surface and cloud tops reach slightly above
12 km. At the surface an average shower lasts about
40 minutes and gives approximately 4.0 cm of rainfall
at its center. An interesting feature of cloud develop-
ment is that near the time of maximum rainfall rate
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the cloud base is usually near 4.0 km: downdrafts and
heavy rain are below this level and cloud water and
strong upward vertical velocity are above. New cells
do form associated with outflow gust fronts at the sur-
face, although these gust fronts are weaker than those
observed in GATE. This aspect of the simulated con-
vection is discussed in section 6.

A significant characteristic of the three-dimensional
convection in run A is that definable patterns are seen
when a combined vertical-time average is taken over
the last two hours of this calculation. The horizontal
patterns of the data thus averaged are shown in Fig. 4
for w, 84, g. and gq,. The correspondence between the
various fields is clearly observed in this figure. A pri-
mary reason why individual cells stand out is that no
mean wind is present relative to the numerical coor-

- dinate system. Thus individual cells tend to remain
stationary in the horizontal during their life cycles so
that definitive mean patterns are seen.

The relatively isolated nature of the strong cells is
seen in Fig. 4a for the w-field. The heavy line represents
the zero contour. Since (w) = 0, it is evident that the
area between the cells is made up of weakly descending
w. The average size of a cell appears to be roughly (2.5
km)?. A more accurate measure of the size of the strong
convective cells, however, can be obtained from the
data for vertical velocity cores discussed in section 6.
It will be seen there that the diameter of strong updraft

~(a) VERTICAL VELOCITY W

JOURNAL OF THE ATMOSPHERIC SCIENCES:

VoL. 43, No. 17

cores increases with height, being approximately 1.5
km in lower levels and 2.5 km in upper levels. The
isolated nature of the strong cells is probably related
to the lack of vertical wind shear in the present inves-
tigation. In the three-dimensional calculations of Tao
(1983) with the observed wind shear included, initially
randomly distributed clouds eventually became orga-
nized to form a line structure.

A property of the present averaging procedure is that
the maximum values of w, 8, ¢. and g, in Figs. 4a-d
are roughly one-twentieth the size of the maximum
values in the simulation. In Fig. 4c it should be noted
that background cloudiness exists with the minimum
value of ¢, = 3 X 1073 g kg™, This cloudiness occurs
due to a high stratus layer centered at 6.5 km which
forms early in the simulation due to the mean con-
vergence. Later, when active cells are present, this stra-
tus layer tends to break up due to downward motion
between cells.

¢. Cloud efficiency

In the present discussion cloud efficiency is defined
as the total rain reaching the ground divided by the
total positive cloud condensation occurring over a spe-
cific time interval. When expressed as a percentage,
this value is multiplied by 100. The cloud efficiency
diagram for the four-hour simulation in run A is shown
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FIG. 4. Horizontal cross sections of variables averaged over z and over 2-4 h in run A. Time-averages
obtained using data at 8 min intervals. Five contour intervals exist between zero contour (heavy) and the
maximum value for each field. (a) Vertical velocity w, (b) disturbance potential temperature 81, (c) cloud
water g, and (d) rain water ¢,. The maximum values for w, 8}, g., and g, are respectively 0.79 m s}, 0.19

K,0.16 gkg™' and 0.58 g kg™".



1 SEPTEMBER 1986

in Fig. 5. The values in the different boxes are nor-
malized by the total positive cloud condensation CC
integrated over the entire volume for the full four hours.
Thus CE, RE and RAIN are normalized values of the
total cloud water evaporation, rain water evaporation
and total rain at the ground; AQC and AQR represent
residual amounts of cloud water g, and rain water g,
which were present at the end of four hours. By mass
continuity of water substance we must have

1.00 = CE + RE + AQC + AQR + RAIN; (4.2)

S, + S, is the total conversion of cloud water into rain
water and, again, by mass continuity we obtain

S + Sc = 1.00 — (CE + AQC). 4.3)

Similar data for the four simulations (runs A-D) are
shown in Table 2. Run D is a caiculation similar to
run B except for a change in the bulk cloud physics.
This run is discussed in more detail below.

The data in Table 2 indicate that the cloud efficiency
E is approximately 40% for the primary calculations
A-C. In run A the cloud efficiency is 5% larger than
in the two-dimensional calculations B and C. This dif-
ference is associated primarily with the cloud water

- CLOUD EFFICIENCY DIAGRAM

cC
(1.00)

AQC
(0.03)

CLOUD CE
WATER (0.38)

N
A\ 4

(Sat5.=0.59)

RAIN RE
WATER (0.14)

AQR
(0.03)

A
\ 4

RAIN
(0.42)

CLOUD EFFICIENCY = 42%

FIG. 5. Cloud efficiency diagram for run A. This figure corresponds
to Eqgs. (4.2) and (4.3). Data are averaged over the full 4 h. Values
in each box are normalized by the total cloud condensation CC. For
definitions of quantities in boxes see text.
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TABLE 2. Summary of cloud efficiency data for the full 4 h sim-
ulations A-D. (Definitions of the various quantities tabulated are
given in the text.)

E

Run CE RE S,+S. RAIN AQC AQR (%)
A 038 0.14 0.59 0.42 0.03 0.03 42
B 043 0.13 0.53 0.37 004 0.03 37
C 041 0.14 0.55 0.37 004 0.04 37
D 045 0.13 051 0.36 0.04 0.02 36

evaporation CE, which is 3%-5% larger in runs B and
C than in run A. As is well known, the downward mo-
tion is relatively stronger in two-dimensional versus
axisymmetric convection (Soong and Ogura, 1973; and
others). In section 6 is will be seen that downward ve-
locity cores are stronger in the two-dimensional sim-
ulations than in run A. Since downward motion as-
sociated with clouds leads to evaporation, this factor
may explain the larger values of CE in two-dimensional
convection and the resulting lower values of E.

Weisman and Klemp (1982) discuss precipitation
efficiency in their study of the dependence of deep moist
convection upon wind shear and buoyancy. It appears
that their definition of precipitation efficiency is the
same as that of cloud efficiency in the present study.
For the cases of weak or no wind shear, the precipitation
efficiencies shown in their Fig. 12 are comparable to
the values of cloud efficiency in the present investiga-
tion.

Cloud efficiency was also discussed by Murray and
Koenig (1972) who found a strong dependence on the
form of warm rain bulk cloud physics (see their Fig.
9). In order to determine whether the exact form of
cloud physics is important for our calculations, the on-
set value of pog, = 0.42 g m™3 for autoconversion S,
was increased to 1.5 g m™ for the two-dimensional

- calculation run D. The data in Table 2 indicate only

a slightly smaller value of E and a corresponding
slightly larger value of CE than in run B. Thus the
present values of E appear to be relatively insensitive
to the exact form of warm rain bulk cloud physics. Left
unanswered, however, is the importance of the ice
phase which has been omitted from the present model.

5. Time-averaged data for the last 80 minutes

In order to determine some of the salient features
while deep moist convection is active, it was decided
to calculate the time-mean statistics for the last 80
minutes of runs A and B. The vertical dashed line at
160 min in Fig. 3 shows the start of the time-averaging
interval between 160 and 240 min. This time interval
appears to contain a representative range of convective
activity after the initial startup of the deep convection.
A longer time average would be desirable; however, it
was not considered feasible to integrate the three-di-
mensional calculation, run A, significantly longer than
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four hours. In the present study the primary discussion
will center on run A.

The vertical profile of the time-mean, horizontal-
average potential temperature () for the last 80 min-
utes of run A is very similar to the profile of 6y(z) shown
in Fig. 1. The most significant difference between the
profile of (8> (not shown) and that of 6, is that the
values of (0} are uniformly cooler than those of 6.
The average cooling of {#) is approximately 1.0 K.
The corresponding profile of time-mean, horizontal-
average relative humidity RH is shown in Fig. 6a.
Compared with the initial profile of RH in Fig. 1, it is
seen that the relative humidity has significantly in-
creased, especially in the upper levels. This cooler, more
moist sounding over the last 80 minutes of run A is
consistent with the vertical lifting required to initiate
the convection as discussed in section 4a.

a. Variation of mean cloud properties

An important aspect of deep moist convection is the
variation of average cloudiness with height and how
this variation is related to the dynamics of the convec-
tion. Figure 6a also shows the time-mean horizontal-
average cloud fraction CF and the cloud plus rain frac-
tion (C + R)F for the last 80 minutes of run A. It
should be noted that the cloud fraction CF was deter-
mined by the criterion of whether any cloud water was
present (g. > 0). The curve for (C + R)F, however, was
based on the criterion g, + ¢, > 1072 g k_g‘l and was
obtained from data at eight minute time intervals. The
others curves in Fig. 6 were calculated using data at
two minute intervals.> Comparing data for CF taken
at eight minute and two minute intervals shows vir-
‘tually identical results. Thus it is thought that the (C
+ R)F curve calculated as an average from eight minute
data is accurate.

In Fig. 6b are shown the vertical distribution of the
horizontal-average cloud water condensation {(CC),
cloud water evaporation {CE), rain water evaporation
(RE) and the net condensation (NC). The distribu-
tions (CC), (CE) and (RE) are formed as the product
of the base state density pp and the horizontal average
of the appropriate condensation/evaporation rate. By
mass continuity (NC) is given by

(NC) = (CC) + (CE) + (RE).  (5.1)

Note that in the present discussion (CE) and (RE)
are negative.

The vertical variation of the cloud fraction CF in
Fig. 6a indicates a layer of maximum cloudiness near
10 km associated with high level outflow from deep
convection. The secondary maximum in CF near 0.6
km is just above the planetary boundary layer and is
associated with shallow convection, The layer between

2 Unless noted in figure captions or the text, time averages in this
study are obtained from data at two minute intervals.
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FIG. 6. Vertical variation of mean cloud properties for the last 80
min of run A. (a) Vertical distribution of the cloud fraction CF, cloud
plus rain fraction (C + R)F and the relative humidity RH. (b) Vertical
distribution of the horizontal-average cloud water condensation (CC),
cloud water evaporation {CE), rain water evaporation (RE) and net
condensation {(NC).

z=2.4km and z = 6.4 km has minimum cloudiness
and corresponds to the layer of minimum relative hu-
midity also shown in Fig. 6a. Even though the cloud
fraction varies between 5% and 10% and the minimum
relative humidity is 80% in this layer, it is a region of
very active convection. As seen in Fig. 6b, the values
of {(CC) are large and (NC) has its maximum value
in this layer. Also, as shown in Fig. 8, the in-cloud (g,
> 0) upward mass flux has a secondary maximum in
this vertical region. :

The dashed curve for the cloud plus rain fraction (C
+ R)F shown in Fig. 6a has a minimum value of about
24% in midlevels and a maximum near 52% just above
the boundary layer where CF is also large. It is of course
expected that the curve for (C + R)F would have larger
values than the CF curve; however, as indicated by
Lipps and Hemler (1982) there is likely to be some
nonphysical horizontal diffusion of the rain water g,
by the numerical model. In the upper levels the values
of (C + R)F are less than those of CF. This is a result
of some very diffuse clouds in the upper level outflow
region and the use of the criterion ¢, > 0 for the CF
curve but ¢, + g,> 1072 g kg™! for the (C + R)F curve.
It is acknowledged that the latter criterion to define
the (C + R)F curve is arbitrary. This criterion, however,
does give a crude representation of the clouds and their
immediate environment.

In Fig. 6b the maximum in {(CC) and the lower
level maximum in {NC) both occur near 1.8 km. Ev-
idently these maxima are associated with the combined
condensation effects due to deep and shallow convec-
tion. The curve for (NC) has a broad maximum near
4.75 km and is negative near the surface due to strong
rain water evaporation (RE). As discussed below, these
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effects play a dominant role in the temperature budget
due to the resultant latent heat release. Near 10 km,
where the high-level outflow is strong and CF is near
70%, cloud water evaporation (CE} nearly balances
cloud water condensation (CC) so that (NC) is very
small.

b. Horizontal-average temperature and moisture bud-
gets

The horizontal-average, time-mean temperature
and moisture budgets as a function of height are shown
in Fig. 7 for the last 80 minutes of run A. These budgets
are analogous to the data shown in Fig. 10 of Soong
and Tao (1980) with the following differences: (i) Here
the data are averaged over 80 minutes instead of 6
hours; (ii) a factor of po is included in the present data
and the height z represents the vertical; and (iii) the
large-scale terms pS; and poS,, include effects of ver-
tical advection only. Thus p,S,, does not include the
horizontal advection of moisture, which is a significant
term in Soong and Tao’s study. The expressions for
the large-scale cooling poS; and moistening poS,, due
to the mean vertical velocity W are given by
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PoSm = —;ooW%&2 (5.3)
z

where the horizontal-average () and {g,) are time-
mean values over 80 minutes. It should be noted that
the comparable components of Q) — Qr and —(c,/L)(Q:
in Fig. 10 of Soong and Tao are calculated from ob-
served data at 0600 GMT. This time represents the
initial time, ¢ = 0, in their study as well as here. Finally,
their numerical calculations are two-dimensional
whereas run A is a three-dimensinal simulation. Thus,
while the present Fig. 7 can be compared with Fig. 10
of Soong and Tao, it should be remembered that there
are significant differences in what the two figures rep-
resent. _

In Fig. 7 the cloud heating effect [pomo(96/37).] and
the cloud moistening effect [po(84,/97).] represent the
convective time tendencies due to all terms in the re-
spective equations with the exception of the large-scale
terms poSy and poS,,;. Thus, when the curves for —ppS;
and —pyS,, are coincident with the respective cloud
effect curves, there is no net heating or moistening at
these horizontal levels during the 80 minute time av-
erage.

poSy = — poﬂ'oW@ (5.2) When examining the temperature budget in Fig. 7
. 9z the salient features are a strong net heating between 4
g mhr!
-06 -04 -02 0 0.2 04 0.6 0.8 10
16 T T T T T T T

z (km)

-0.2
kg MK hr

F1G. 7. The horizontal-average, time-mean temperature and moisture budgets as a
function of height for the last 80 min of run A. The large-scale forcing terms poS, and

poSm are defined by Egs. (5.2) and (5.3).
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and 8 km and a strong net cooling near the surface.
Thus the atmosphere is being stabilized during this time
period due to the convection. From Fig. 6b it is seen
that 4-8 km are levels where the horizontal-average
net cloud condensation (NC) is large and that (NC)
is strongly negative near the surface due primarily to
the large evaporation of rain water (RE). Thus the
effects of change of phase and the resultant latent heat-
ing (or cooling) are dominant in the temperature
budget. At 4.5 km the maximum in [pymo(36/37).] is
accentuated due to the cloud-scale vertical advection
of temperature. Between approximately 1.5 and 3.5
km the cloud heating effect [pomo(36/97).] and —poSy
are in near balance so that little net heating is occurring
at these lower cloud levels. Above 10 km a weak net
cooling exists, since the moist convection does not give

rise to a sufficient warming to compensate for the adi-

. abatic cooling associated with po.S;.
The balance of terms for the moisture budget, shown
on the left in Fig. 7, is not as simple as for the tem-

perature budget. The cloud-scale vertical advection of

moisture has a noisy pattern in the vertical and a larger
relative amplitude than the cloud-scale vertical advec-
tion of temperature. Thus the cloud moistening effect
[po(04./3%).] also has a noisy pattern in the vertical. Near
the surface, downward flux of dry air dominates evap-
oration so that the [po(84.,/9¢).] curve is more negative
than the —pyS,, curve. From 1 to 2 km the two curves
are in near balance. Near 2 km, at the minimum of
the [po(84,/91).] curve, the downward flux of dry air is
nearly as large as the loss of moisture due to conden-
sation. The small negative value of [p¢(87,/9¢).] at 4.7
km is associated with strong vertical advection of
moisture, which nearly cancels the loss of moisture
due to condensation. The secondary minimum of the
[0o(8G,/97).] curve just above 6 km is due primarily to
drying by condensation.

The temperature and moisture budgets were also
calculated for the two-dimensional simulation run B
and in many respects showed variations very similar
to those indicated for run A in Fig. 7. When discussing
the temperature budget, both runs A and B had a max-
imum net heating near 4.75 km associated with latent
heat release and a net cooling near the surface due to
evaporation of rain water. Likewise, for the moisture
budget, both runs A and B had downward advection
of dry air dominating evaporation near the surface and
a maximum of upward advection of moist air near
4.7 km. Also, for both simulations, drying due to
condensation dominated the large-scale curve —p,S,,
near 6 km.

¢. Vertical fluxes of mass, heat and moisture

The upward and downward mass fluxes inside of the
cloud plus rain area (g, + g, > 1072 g kg™!) are shown
by the solid curves labeled M, and M, in Fig. 8. The
solid curve labeled M, represents the net mass flux in
the environment. In addition, the present figure has
two short-dashed curves which represent the upward
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FIG. 8. The time-mean vertical mass flux for the last 80 min of
run A: M, upward mass flux inside of clouds plus rain (g, + g,
> 102 g/kg); My, downward madss flux inside of clouds plus rain;
M,, net mass flux in the environment. The short-dashed curves rep-
resent upward and downward mass flux inside of clouds only (g.
> 0). Time averages obtained from data at 8 min intervals.

and downward mass fluxes in clouds only (g. > 0).
These mass fluxes are calculated from the total vertical
velocity w, = w + W, which is the sum of the cloud-
scale and large-scale vertical velocities. The curves for
M,, M;and M, can be compared with the data of Soong
and Tao (1980) shown in their Fig. 12. It should be
noted that they use the criterion g, + g, > 107 g kg™’
to define “in-cloud” in their study.

The curves for M, and M, in Fig. 8 indicate an ap-
proximate balance between upward and downward
mass flux near cloud base (625 m). Above cloud base,
the values of M, are approximately double those of M/,
until the region of high-level outflow is reached (z = 10
km) where M, and M, are roughly equivalent. Other
noteworthy features of these curves are the double
maxima in M,, and the strong minimum in M} at cloud
base. The profile for M, indicates a significant down-
ward mass flux for the middle layers (4-9 km) in the
environment. Thus, forced subsidence due to the con-
vection dominates the upward mass flux associated
with Win these layers. In the upper levels M, is positive,
indicating the dominance of W over subsidence. Near
the surface M., is also positive, indicting forced vertical
lifting outside the region of the precipitating down-
drafts.



1 SEPTEMBER 1986

The curve for in-cloud (g, > 0) upward mass flux
indicates that, as expected, most of the upward mass
flux occurs within the clouds. From z = 0.5 km to z
= 6.5 km, the excess of the M,, mass flux over the in-
cloud upward mass flux is relatively constant with
height, being approximately 0.14 Pa s™! or 12% of the
total M, mass flux. The curve for in-cloud downward
mass flux has two minima; the stronger is associated
with the high-level outflow region and the weaker with
the shallow convection. The in-cloud downward mass
flux due to shallow convection is quite weak, being
much smaller in magnitude than the downward mass
flux M,. Thus it is seen that M, is associated primarily
with precipitating downdrafts. In upper levels the dot-
ted curves indicate slightly larger values than those for
the corresponding M, and M, profiles. As in Fig. 6a,
this effect is due to the presence of diffuse clouds at
these levels.

The mass fluxes M,,, M, and M, were also calculated
for two-dimensional convection (run B) and are shown
in Fig. 9. The M, profile has a single maximum near
1.5 km and then a very slow decrease with height up
to 10 km. In both Figs. 8 and 9 the mass fluxes decrease
rapidly with height above 10 km. The M, curve has a

minimum near 1.1 km and is nearly constant with

- height between 5 and 10 km. The relative amplitude
of the M, curve is smaller in Fig. 9 than in Fig. 8.
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FIG. 9. The time-mean vertical mass flux for the last 80 min of
run B. Curves for M,, M, and M, are specified the same as in Fig. 8.
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FIG. 10. The vertical heat flux in cloud plus rain (g, + ¢, > 1072
g kg™!) updrafts, downdrafts and environment for run A: (1) in up-
drafts; (2) in downdrafts; (3) in environment, Time averages obtained
from data at 8 min intervals.

Finally, comparing these two figures, it is seen that the
values of M, and M, are about 40% larger in magnitude
for two-dimensional than for three-dimensional con-
vection.

The corresponding vertical heat and moisture flux
profiles for run A are shown in Figs. 10 and 11. In
distinction to the corresponding data of Soong and Tao
(1980), the present profiles include grid-scale fluxes
only. The subgrid-scale fluxes of heat and moisture
will be discussed briefly below. For the present figures
the vertical fluxes associated with in-cloud plus rain
updrafts are dominant, with a maximum heat flux of
0.97 PaK s! at 4.5 km and a maximum moisture flux
of 1.94 Pag kg™ s™! at 3.4 km. Note that both of these
maximum values occur in the vertical region of low
cloud fraction CF shown in Fig. 6a, giving further ev-
idence that this is a region of active convection.

The curves for the environmental vertical heat and
moisture fluxes show small values of these fluxes. The
in-cloud plus rain flux of moisture due to downdrafts
has significant negative values above 2.2 km and pos-
itive values below 2.2 km. The negative values in mid-
dle levels can be expected due to moist air (detrained
from clouds) sinking. In the lower levels the moisture
flux is positive due to relatively dry air sinking below
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cloud base. The in-cloud plus rain heat flux due to
downdrafts is slightly positive above 3 km, significantly
negative between z = 0.15 km and z = 3 km and slightly
positive just above the surface. The negative values of
heat flux are due to relatively warm air sinking below
‘cloud base. That this is the case is seen consistently in
cross sections showing precipitating downdrafts. This
effect was also found in the numerical calculations of
Lipps and Hemler (1982) and discussed in that study.
The cool air near the surface associated with downdrafts
is very weak, indicating that this effect may be poorly
represented in the present model results.

The total horizontal-average grid-scale fluxes of heat
and moisture (solid lines) and the corresponding
subgrid-scale fluxes (dashed lines) are shown in Figs.
12a and 12b. Note that the subgrid-scale heat and
moisture fluxes have a significant contribution below
3.5 km with maximum values roughly one-quarter the
magnitude of the corresponding maximum grid-scale
fluxes. Soong and Tao (1980) state that their turbulent
fluxes are, in general, one order of magnitude smalier
than the grid-scale fluxes. Evidently the present model
has stronger turbulent mixing associated with moist
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instability which causes the stronger subgrid-scale
fluxes. In Fig. 12a the strong negative subgrid-scale heat
flux at z = 250 m is a reaction to the strong evaporative
cooling at z = 125 m as indicated by Figs. 6b and 7.
Time-mean values of the surface heat and moisture
fluxes are indicated by the nonzero values of the
subgrid-scale fluxes at z = 0.

- 6. Discussion of vertical velocity cores

In the observational study of LeMone and Zipser
(1980), vertical velocity cores are defined as the stronger
portions of the updrafts and downdrafts with the mag-
nitude of the vertical velocity continuously greater than
1 m s™! over a distance of at least 0.5 km. So that the
numerically simulated vertical velocities can be com-
pared with their observational data, we also define ver-
tical velocity cores in the same way. It should be noted,
however, that since AX = Ay = 0.5 km in the present
study, there may be considerable truncation effects
when considering the smaller scale cores. Again, the
primary emphasis will be upon data taken from the
last 80 min of run A as in section 5.

a. Some characteristics of vertical velocity cores

Time-mean data for vertical velocity cores were cal-
culated for the entire horizontal domain over the last
80 minutes of runs A-C. In addition, for run A, data
for in-cloud only (g. > 0) upward vertical velocity cores
were also calculated. Time-mean upward mass flux
data for the last 80 minutes of run A are shown in Fig.
13. As in Fig. 8, the short-dashed curve represents the
total in-cloud upward mass flux. The solid curve is the
in-cloud upward mass flux associated with upward
cores and the dashed curve represents upward mass
flux associated with upward cores over the entire hor-
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FIG. 12. The horizontal-average grid-scale vertical fluxes of heat
and moisture (solid lines) and the corresponding subgrid-scale fluxes
(dashed lines) for the last 80 min of run A. (a) Heat fluxes and (b)
moisture fluxes,
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FIG. 13. Time-mean upward mass flux for last 80 min of run A:
Short-dashed curve, total in-cloud (g. > 0) upward mass flux; solid
curve, in-cloud mass flux associated with upward vertical velocity

cores; dashed curve, mass flux due to upward cores over the entire .

horizontal domain; dash-dot curve, mass flux associated with W.
Time averages obtained from data at 8 min intervals.

izontal domain. Also shown by the dash-dot curve is
the net mass flux associated with the mean vertical
velocity W. .

This figure shows clearly that for run A the upward
vertical velocity cores are virtually all in-cloud. The
vertical mass flux for upward cores over the entire hor-
izontal area is approximately 2% larger at most levels
than the corresponding in-cloud mass flux due to up-
ward cores. That these two curves are nearly coincident
may be due to the lack of vertical wind shear in the
present simulation. A comparison of the solid and
short-dashed curves indicates that between 2.5 km and
8 km the in-cloud upward mass flux is nearly all as-
sociated with the upward velocity cores. At lower and
higher levels, however, the mass flux associated with
weaker vertical velocities dominates. For the upper

LIPPS AND RICHARD S. HEMLER

1809

levels this result is not unexpected since the flow be-
comes more stratiform with height. For the lower levels
the weak nature of the upward cores appears to be at
odds with the observations of LeMone and Zipser
(1980). This characteristic of the present simulation
will be discussed in more detail in section 6b.

Another interesting result seen in Fig. 13 is that for
the region 2.5 km < z < 8.0 km, where the in-cloud
upward mass flux is nearly all associated with upward
cores, the upward mass flux associated with cores is
approximately double the net mass flux associated with
W. A similar result was found by Zipser et al. (1981)
for their mass flux data at 1 and 3 km during the early
stages of their observed moist convective rainband. This
ratio is a significant quantity since, as these authors
point out, it is the mass flux associated with W (the
net mass flux) which can be determined in a larger
scale model.

In Fig. 14 are shown the time-mean fractional areas
of upward and downward cores over the last 80 minutes
of runs A~-C. An immediate result seen from this figure
is that the fractional areas of vertical velocity cores in
run A are much smaller than for the corresponding
two-dimensional calculations. In addition, the frac-
tional areas are larger at the higher elevations in run
C than in run B, which is compatible with the stronger
convection in run C (see Fig. 3 and Table 1). In run A
the fractional area of updraft cores is nearly constant
with height, varying between 2.5% and 4.0% from z
= 1 kmto z = 11 km. The fractional areas of downdraft
cores in run A are approximately two-thirds that of
the updraft cores.

b. Comparison with observations

The present data for vertical velocity cores are now
compared with the observational data of LeMone and
Zipser (1980) and Zipser and LeMone (1980). In their
studies various quantities have been evaluated at the
median (50% of cores stronger than value) and at the
10% level (10% of cores stronger than value) for the
distribution of cores observed within a given height
interval. The height intervals so analyzed are 300 < z
< 700 m, 700 < z < 2500 m, 2500 < z < 4300 m and
4300 m < z < 8100 m.

In this study we compare computed and observed
values for the mean vertical velocity w and the mean
diameter D for both upward and downward cores. The
numerical data for w and D at the median and 10%
levels are calculated for the entire horizontal domain
atz=0.5, 1.5,4.0, 6.5 and 9.0 km. In these calculations
the cores are ordered in the distribution according to
the magnitude of either w or D. Since the cores are
discrete entities, the definitions chosen for the median
and 10% levels are given by

Median = 0.5N + 0.5
10% Level = 0.9N + 0.5

6.1)
6.2)
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where N is the total number of cores in the distribution.
Since in general the expressions (6.1) and (6.2) will
give noninteger values, the corresponding values of w
and D are obtained by linear extrapolation using data
associated with the appropriate cores in the distribu-
tion.

In Table 3 are shown the total number of upward
and downward cores analyzed in run A. For all cases,
data for the cores were obtained at eight minute inter-
vals. As in section 5, the data at 160 and 240 minutes
were given a weight of one-half since these times are
at the end points of the 80 minute averaging interval.
Thus half-integer values are seen in this table.

VoL. 43, No. 17

Data for the core diameter D and the mean vertical
velocity w for run A are plotted in Figs. 15a and 15b,
respectively. The corresponding observational data
from LeMone and Zipser (1980) are shown in Figs.
15¢c and 15d. Data for the median and the 10% level
are indicated by circles and triangles in this figure. The
data of Gray (1965) for convection observed in hur-
ricanes are shown by the filled symbols at z = 4.5 km
in Fig. 15d. It is seen that his data are somewhat larger-
but in general agreement with the observed data of
LeMone and Zipser (1980). As discussed by Zipser and
LeMone (1980), however, the data from the Thunder-
storm Project (Byers and Braham, 1949) have values
of w which are nearly a factor of 3 larger than observed
for GATE convection. Thus the vertical velocities for
tropical maritime convection are evidently much
weaker than for continental deep convection.

In comparing numerical and observational data in
Fig. 15, it must be noted that these two types of data
were obtained by different methods. The observational
data were obtained from linear flight paths through
cloudy areas and then these data were analyzed for D
and w. The numerical data, on the other hand, were
obtained by horizontal averages on specific z-levels.
Thus, the definition of D for a given core is

D = n'A (6.3)

where 7 is the number of grid points contained by the
core on the z-level. The grid interval A = Ax = Ay
= 500 m. Hence, for the numerical data, D is simply
the square root of the area of the given core.

In comparing Fig. 15a with Fig. 15¢ we see that the
numerical values of D in run A are in relatively good
agreement with the observations. For updraft cores,
values of D vary between approximately 1 km (median)
to about 2 km (10% level). Values of D are somewhat
smaller for downdraft cores. Also, as shown in this fig-
ure, median values of D are nearly independent of
height for both run A and the observations. At the 10%
level, the numerical values of D are somewhat larger
than observed at upper levels and smaller than observed
at lower levels for both updraft and downdraft cores.

When comparing Fig. 15b with Fig. 15d for values
of w, however, it is seen that the agreement of numerical
data with observations is not nearly as good as for val-
ues of D. For downward velocity cores, the numerical
values of w are much smaller than the observed, being
nearly a factor of 2 smaller than the observations at

TABLE 3. Numbers of cores in run A.

z (km) Updrafts Downdrafts
0.5 30.5 40.0
1.5 78.5 75.0
40 69.0 71.5
6.5 54.5 63.0
9.0 42.0

345
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values in (c) and (d) are given for the observed data of LeMone and Zipser (1980). Solid symbols represent

data of Gray (1965) at the 4.5 km level.

the 10% level. The vertical variation of w, however,
does appear to follow the observations for downdraft
cores. When considering updraft cores, the values of
winrun A at z = 0.5 km and at z = 1.5 km are too
small compared with the observations, whereas values
at the upper levels are in reasonable agreement.
Values of w for updraft and downdraft cores at the
median and 10% levels were also obtained for the two-
dimensional calculations, run B and run C. For these

simulations, the values of W were t00 small compared

with the observations at z = 0.5 km and z = 1.5 km,
as was the case for run A. In general, the two-dimen-
sional updraft cores are somewhat weaker and the
downdraft cores somewhat stronger than the corre-
sponding values shown in Fig. 15 for run A. Specifi-
cally, downdraft cores at the 10% level for z = 4.0 km
and above are approximately 50% stronger than their
counterparts in run A. As discussed in section 4c¢, these
stronger downdrafts may explain the larger cloud
evaporation CE and lower cloud efficiency E found in
two- versus three-dimensional convection.

A positive feature of the present simulation is that
the updraft values of W are in good agreement with
observations at the upper levels. This is particularly
relevant as the observed GATE convection has small
values of w compared with deep continental convec-
tion, as discussed above. According to LeMone and
Zipser (1980) only one core with w of 9 m s™! and two
cores with Wy, of 17 m s™! were found in all of GATE.

These values are consistent with the results of run A.
The maximum value of the vertical velocity, Wy, IS
19.6 m s~! as shown in Table 1. Also, values of W
slightly greater than 9 m s™' occurred for only three
cores: one each at the 4.0 km, 6.5 km and 9.0 km
levels.

In all three simulations the updraft values of w at
the lower levels are much smaller than found by
LeMone and Zipser (1980). The observed upward val-
ues of wnear 2 m s~ at z = 0.5 km must be associated
with mechanical lifting as the convective instability is
not capable of generating such large values of w near
cloud base. For observed rainbands such forced lifting
is associated with outflow gust fronts. Weisman and
Klemp (1982) show that relatively weak low-level wind
shear is ideally suited for the redevelopment of con-
vective cells along the leading edge of outflow gust
fronts. The data in Fig. 1 of Soong and Tao (1984)
indicate that such low-level wind shear does exist in
the subcloud layer for the u-velocity. Thus in the pres-
ent simulations the absence of outflow gust fronts with
the observed vertical lifting may be associated with the
neglect of this subcloud layer wind shear in the model
initial data.

7. Summary

A set of four-hour numerical simulations has been
carried out for a tropical maritime atmosphere (Fig. 1)
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with a large-scale vertical velocity W present (Fig. 2).
The base state has no vertical wind shear. Detailed
comparisons are made between the three-dimensional
calculation, run A, and the two-dimensional calcula-
tions, run B and run C. In each case the convection is
initiated by a random moisture disturbance. As shown
in Fig. 3, two-dimensional convection takes 100 min-
utes and three-dimensional convection takes 135 min-
utes to develop. This long start-up time for deep con-
vection is considered to be a realistic feature of the
simulations, being associated with a vertical lifting of
200 m in the lowest few kilometers due to the large-
scale W. Zipser et al. (1981) suggested that this amount
of vertical lifting was necessary before deep convection
could develop in their observed rainband.

For run A, definable patterns were obtained when a
vertical space average and a time mean over the last
two hours were taken. The cells shown in Fig. 4 are
relatively isolated and randomly distributed. With ver-
tical wind shear included, it is likely that the cells would
form more of a line structure (Tao, 1983). The average
cell diameter is roughly 2.5 km, which appears to rep-
resent the strong updrafts at upper levels (see Fig. 15a).
At the surface an average shower lasted about 40 min-
utes and gave approximately 4.0 cm of rainfall near its
center. In Fig. 5 the cloud efficiency for run A is seen
to be 42% over the entire four-hour simulation, with
cloud water evaporation CE and rain water evapora-
tion RE accounting for over 50% of the cloud

“condensation CC.

In section 5 time-mean statistics for deep moist
convection were calculated for the last 80 minutes of
runs A and B with the primary emphasis placed upon
run A. When examining the mean cloud properties, it
was found that the mean cloud fraction CF was less
than 10% between z = 2.4 km and z = 6.4 km for run
A. In spite of these low values of cloudiness, this vertical
layer is a region of very active convection. This con-
clusion is shown very clearly by the in-cloud plus rain
vertical fluxes of heat and moisture plotted in Figs. 10
and 11: maximum heat and moisture fluxes associated
with updrafts occur at z = 4.5 km and at z = 3.4 km,
respectively. '

The vertical variation of the time-mean temperature
and moisture budgets for run A is plotted in Fig. 7.
For the temperature budget the primary features are a
strong net heating between 4 and 8 km and a strong
net cooling near the surface. These features indicate
that the atmosphere is being stabilized and are directly
associated with the strong positive net condensation
{NC) in middle levels and strongly negative (NC) due
to evaporation near the surface. For the moisture
budget a prominent feature is the net drying near the
surface where downward flux of dry air dominates the
evaporation. Net drying also occurs above 5.5 km. Be-

" tween 2 and 5.5 km moistening due to p,S,,, dominates
the drying associated with the sum of (NC) and vertical
advection of moisture.

JOURNAL OF THE ATMOSPHERIC SCIENCES

VoL. 43, No. 17

The present temperature and moisture budgets can
be compared with the data of Soong and Tao (1980)
as shown in their Fig. 10. It is seen that for their data
the net warming between 4 and 8 km is much less and
a strong net moistening occurs between 2 and 4 km.
These features are consistent with their budgets being
calculated over the entire six-hour run. Here the data
have been averaged over the last 80 minutes of run A
which is a period of active convection.

The time-mean vertical mass flux profiles inside the
cloud plus rain area are shown in Fig. 8 for run A.
Near cloud base the curve for upward mass flux A/, is
in approximate balance with the curve for downward
mass flux M. Above cloud base the values of M, are
approximately double those of M, until the region of
high-level outflow is reached (z = 10 km) where M,
and M are roughly equal. The profile for the environ-
mental mass flux M, shows a significant downward
mass flux for the middle layers (4-9 km). Near the
surface M, is positive due to forced vertical lifting out-
side the region of the precipitating downdrafts. The
present curves for M,, M, and M, can be compared
with the data of Soong and Tao (1980) shown in their
Fig. 12. Noteworthy differences are the relatively larger
amplitude of the M, curve and the double maxima of
the M, curve in the present study.

Vertical profiles of in-cloud upward and downward
mass fluxes are also shown in Fig. 8. Most of the upward
mass flux occurs inside of clouds. From z = 0.5 km to
z = 6.5 km, the excess of the M, mass flux over the
in-cloud upward mass flux is approximately 12% of
the total A, mass flux. At upper levels the M, and M,
curves are nearly the same as the corresponding in-
cloud mass flux profiles. At lower levels the minimum
in the M, curve is much stronger than the correspond-
ing minimum in the in-cloud downward mass flux.
Thus M, is primarily associated with precipitating
downdrafts at low levels.

In section 6 vertical velocity cores from the numer-
ical simulations are analyzed and compared with ob-
servations. Time-mean upward mass flux data for run
A are shown in Fig. 13. Comparing the mass flux curves

- for in-cloud updraft cores and for updraft cores over

the entire horizontal domain, it is seen that virtually
all updraft cores are in-cloud. An examination of Fig.
13 also indicates that between z = 2.5 km and z = 8.0
km the total in-cloud vertical mass flux is nearly all
associated with vertical velocity cores. In this same
vertical region, the upward mass flux associated with
cores is approximately double the net mass flux asso-
ciated with W. A similar result was found by Zipser et
al, (1981).

The time-mean fractional areas of updraft and
downdraft cores for the last 80 minutes of runs A-C
are shown in Fig. 14. The fractional areas of vertical
velocity cores in run A are much smaller than for the
corresponding two-dimensional calculations. For run
A the fractional area of updraft cores is nearly constant
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with height, varying between 2.5% and 4.0% from z
= 1 km up to z = 11 km. Other features of the data in
this figure are discussed in section 6.

Data for the diameter D and mean vertical velocity
w for vertical velocity cores during the last 80 minutes
of run A are given in Figs. 15a and 15b. The corre-
sponding observational data from LeMone and Zipser
(1980) are shown in Figs. 15¢ and 15d. The numerical
values of D in run A are in relatively good agreement
with the observations. When comparing numerical
against observed values of w, however, the agreement
is not nearly as good. For downdrafts cores, the values
of w are nearly a factor of two smaller than the observed
at the 10% level. For updraft cores, the values of w for
run A at z = 0.5 km and at z = 1.5 km are too small
compared with the data of LeMone and Zipser (1980)
whereas values in the upper levels are in reasonabie
agreement.

For future work there are three significant areas in
which the present study can be expanded. These are

1) the inclusion of vertical wind shear, 2) the use of -

open lateral boundary conditions, and 3) the inclusion
of the ice phase in the bulk cloud physics. As shown
in Fig. 1 of Soong and Tao (1984), significant vertical
shear exists for both horizontal velocity components.
In section 6 it was suggested that the neglect of the
subcloud layer u-~velocity wind shear in the present cal-
culations may be the reason for the weak vertical lifting
the small values of upward w associated with the sim-
ulated gust fronts. The present numerical model has
been modified to include open lateral boundary con-
ditions. With these boundary conditions and the ob-
served wind shear, it may be possible to develop stron-
ger gust fronts at the surface and thus obtain more
realistic values for w in updraft cores. Finally, as dis-
cussed by Zipser and LeMone (1980), the small ob-
served values of w in cores suggest that the ice phase
is important in tropical convection above the freezing
level. Hence inclusion of the ice phase may also lead
to a more complete understanding of the dynamics of
tropical maritime convection.
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APPENDIX

Discussion of Subgrid-Scale Mixing
and Bulk Cloud Physics

1. Subgrid-scale mixing processes

The present subgrid-scale turbulence parameteriza-
tion is modified from that of Lipps and Hemler (1982)
in regions of subsaturated flow with stable static sta-
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bility. In these regions it is assumed that the mixing
processes are much weaker in the vertical than in the
horizontal. This assumption has the advantage of
largely eliminating the excessive vertical mixing of the
base state temperature, water vapor and momentum
fields which can occur in numerical models. From a
physical point of view, this procedure is realistic in that
it is expected that stable static stability will inhibit ver-
tical mixing.

Inside the clouds and in unstably stratified subsa-
turated regions the turbulence is isotropic with strong
mixing in both the vertical and horizontal. Where the
vertical mixing is weak, the turbulence is transversely
isotropic (Kirwan, 1969; Williams, 1972). For this case
the subgrid-scale Reynolds’ stress 7; has the compo-

nents
du 2
= 2 _Zpiv
1 P()K(zax 3DI)
: ov 2
1'22=poK(25;—§DIV)
aw 2
= 2 _Zpv
T33 Pok(zaz 3 I) ‘ _(Al)
s
- 21_’+%)
Ti2=Tu = P ax | dy
ow  du
Tl3=731=P0Kv(5;+3;)
ow ov
723=732=PK0(5;+5;)
where

(-2 2, 2)
dx 48y oz

is the divergence, and K and K, are the horizontal and

vertical coefficients of eddy viscosity. The third coef-
ficient of eddy viscosity e discussed by Kirwan and
Williams has been set equal to zero in (A1). According
to Williams (1972), e =~ 0 can be expected for a stable
atmosphere. Also from Eq. (21) in his paper it can be
seen that the viscous dissipation & is the largest for ¢
= (. When the turbulence is isotropic, Eq. (A1) remains
the valid expression for 7; but in this case K, = K.

As noted in section 2c¢ a staggered finite-difference
grid system is used so that grid points for w and ¢
alternate in the vertical. The variables 8,, q,, q., ¢, are
evaluated at ¢-grid points whereas K and K, are eval-
uated at w-grid points. The most general form of K
includes both deformation and unstable stratification
effects (Lilly, 1962; Clark, 1979). Thus X is specified
as in Lipps and Hemler (1982) and is given by Eq.
A(22) of that study. The vertical coefficient of eddy
viscosity K, is specified by



-1

il ()

[107° + (Qu/dz)* + (dv/dz)"]
where 8, = 0 if cloud water g, is present either directly
above or below the K, grid point, or if static instability
in clear air is present. Static instability is indicated by
a negative vertical gradient of virtual potential tem-
perature 6, This condition is given by
(—90————(00+0,)+060800——<0
0z 74
Thus in cloudy regions and in unstable clear air the
turbulence is isotropic with K, = K. In statically stable
clear air the turbulence is transversely isotropic with
51 1 and K, < K. In this case typical values are K,
~ 1073 K.

In Egs. (2.10)~(2.13) the turbulent diffusion is rep-
resented through gradients of the subgrid-scale corre-
lations —pou;8’, —poutjqy, —pott;q. and —pgu'q;. These
correlations are specified by Eqs. (A14)-(A17) of Lipps
and Hemler (1982). In their equations the coefficient
of eddy diffusivity K}, is given by 3K for the horizontal
components (j = 1, 2) of the above correlations. The
factor of 3 represents the ratio of eddy diffusivity to

“eddy viscosity as used by Deardorff (1972).

In accordance with the present discussion of the
. subgrid-scale mixing, the expressions given in Lipps
and Hemler (1982) for —pow'd’ and —pow'q;, have K,
given by 3K,. For —pow'q. and —pow'q, we set

dq,
—poW'q. = 300K 3 ——c

F = {l + 1061

(A3)

(A%

-\ 0oV, = 3p01<a—"-’ . (a9)
Note that K, has been set equal to K in (A4), as non-
zero values of —pow'q. can only occur if cloud water
q. is present. Although rain water g, often occurs out
of cloud, we have assumed that vertical mixing of g, is
strong so that K, = K for all points in Eq. (AS).

2. The Bulk cloud physics

The warm rain bulk cloud physics is a modified form
of the parametenzanon given by Kessler (1969) in
which the liquid water is separated into cloud water ¢,
and rain water g,. Since MKS units are used in the
present discussion, ¢. and g, have units of kg/kg.
Expressions for S,, S., Vrand E are obtained from the
theory of Manton and Cotton (1977; hereafter referred
to as MC). A summary of their development can be
found in Tripoli and Cotton (1980). As will be discussed
below, MC indicated that the expressions for S,, Vr
and E lose their validity for pog, less than about 1073
kg m~3. In the present model these expressions will be
modified so as to have reasonable validity for all values
of g,.

The autoconversion S, gives rise to the initial for-
mation of rain water ¢, by the coalescence between
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cloud droplets to form raindrops. This process is given
by the expression

Sa = 7.00p04/3qc7/3h(qc - Qcm) (A6)

where h(x) is the Heaviside unit step function and g,
is the minimum valie of g, below which there is no
autoconversion. In (A6) and in the expressions for Vr,
S., E to follow, constant parameters have been assigned

the values given by MC.

From the discussion in MC it is seen that PoGem 1S -
proportional to the mean droplet concentratlon N..
Following MC we take N, = 10® m~3 and pog.,, = 0.42
X 103 kg m™3,

For the calculation of S;, V7 and E it is assumed
that the raindrop spectral density ¢(r) has an exponen-
tial distribution (Marshall and Palmer, 1948):

#(r) = (Nr/Rp) exp(—1/R.) (A7)
where Ny represents the raindrop concentration and
R, is a characteristic radius for the distribution. In
contrast to Kessler, MC assumed that the slope of the
distribution (1/R,,) is a constant whereas the intercept
parameter

No = Ng/R,, (A8) -

is a variable. This assumption is supported by the ex-
perimental data of Blanchard and Spencer (1970),
which suggest that the Marshall-Palmer distribution is
an asymptotic spectral density produced by a balance
between coalescence and drop breakup. In addition,
the numerical results of Srivastava (1978) indicate that
the slope of (A7) tends toward a constant when colli-
sional breakup becomes dominant. This occurs when |
poq: > 1073 kg m~3. By an independent argument MC
also find that the lower limit to the validity of the pres-
ent parameterization occurs for peg, ~ 107> kg m™>.

Srivastava (1978) noted that the data of Blanchard
and Spencer (1970, Fig. 9) suggest a constant slope
(1/R,,) =~ 3.8 X 10~ m~!. This value is used in the
= 2.63 X 107* m. This is
virtually identical to the value used by MC and Tripoli
and Cotton (1980).

Using the data of Gunn and Kinzer (1949) for the
terminal velocity of raindrops and the cloud physics
approach of MC, we obtain for the fall velocity V7 of

the rain water ¢,
20\
= 6. 185( °)
£00.

where pgg = 1.15 kg m™>. In this expression for ¥rand
in those to follow for S, and E the base state density
variation with height is retained. This effect has been
neglected in MC and Tripoli and Cotton (1980).

Following Kessler (1969), MC obtained S, by inte-
grating the rate of increase in mass of a single drop of
radius r due to accretion over the entire distribution
(A7)

(A9)

172
S, = 5.786(&) 4., (A10)
' P0oo.
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The evaporation of rain has been treated as in MC
where the effective diffusivity D has been set equal to
0.113 X 10™* m?s! . Tripoli and Cotton carry out a
more rigorous calculatlon in which D is treated as a
variable to obtain the evaporation of rain. In the present
study

5/4
E- 03362("°) G- )i (ALD)

which corresponds to Eq. (3.31) in MC.

The previous discussion indicates that (A9)-(A11)
are valid only when pog, > 107> kg m~>. In addition to
the theoretical considerations, Egs. (A9) and (A11) have
some apparent defects when g, is very small. As seen
in (A9), the fall velocity V7 is independent of g, since
R, is constant. It would seem more appropriate that
Vr— 0 as g, — 0. The difficulty with (A11) is that F
is proportional to ¢, so that the evaporation is very
weak with small g,. Note that in Kessler’s formulation
E is proportional to g,%. '

In order to offset these theoretical and practical dif-
ficulties with (A9)~(A11) we have decided upon an ad-
mittedly ad hoc correction. It seems physically reason-
able that R,,, — 0 as g, — 0. We make the assumption

R, = Ro[tanh(Bg,)]"? (A12)

where Ry = 2.63 X 107 m and 8 = 1073, Including
(A12)in the derivation of (A9)—(A11) gives the relations

Vr = 6.185(po/poo)”"*[tanh(Bg,)}'/* (A13)
Sc = 5.786(po/poo) *[tanh(Bg,)} "q.q, (A14)

E = 0.3362(po/ poo)*“[tanh(Bg)]>*(gvs — 4.)a,-
(A15)

In the limit g, — 0 these expressions become

Vr — 6.185(po/poo) ™ *(Bg)'* (A13a)
Se — 5.786(po/poo) /B~ *g.g,>* (Al4a)
E — 0.3362(po/poo)”*B~%(qos — @)a,”’%.  (Al5a)

These values of V7, S, and E appear to be appropriate
for small g,. Note that V' — 0 as g, — 0 and that
(A15a) gives values of E larger than in Kessler’s for-
mulation for small g,.

Thus, in summary, the basic equations of the present
warm rain bulk cloud physics are Egs. (A6) and (A13)-
(AlS) for S,, Vr, S. and E, respectively. The autocon-
version S, will not occur unless pog. = 0.42 X 1073
kg m~3,
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