Flood Regionalization: A Hybrid Geographic
and Predictor-Variable Region-of-Influence
Regression Method

Ken Eng'; P. C. D. Milly?; and Gary D. Tasker®

Abstract: To facilitate estimation of streamflow characteristics at an ungauged site, hydrologists often define a region of influence
containing gauged sites hydrologically similar to the estimation site. This region can be defined either in geographic space or in the space
of the variables that are used to predict streamflow (predictor variables). These approaches are complementary, and a combination of the
two may be superior to either. Here we propose a hybrid region-of-influence (HRol) regression method that combines the two approaches.
The new method was applied with streamflow records from 1,091 gauges in the southeastern United States to estimate the 50-year peak
flow (Qsy). The HRol approach yielded lower root-mean-square estimation errors and produced fewer extreme errors than either the
predictor-variable or geographic region-of-influence approaches. It is concluded, for Qs in the study region, that similarity with respect
to the basin characteristics considered (area, slope, and annual precipitation) is important, but incomplete, and that the consideration of

geographic proximity of stations provides a useful surrogate for characteristics that are not included in the analysis.
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Introduction

Streamflow cannot possibly be monitored at every location on a
river. Consequently, hydrologists and engineers, state and local
agencies, and the general public often require information on
streamflow characteristics at ungauged sites. As a solution,
streamflow characteristics at ungauged sites are inferred from
records at similar, nearby gauged sites. A method to calculate
streamflow characteristics at ungauged sites is to use regional
regression models that relate observable basin characteristics,
such as drainage area, to streamflow characteristics, such as the
50-year-return peak discharge. (The 50-year-return peak is the
annual peak flow that is expected to be exceeded on average in 1
out of 50 years; it is equivalent to the 98th percentile of the dis-
tribution of annual peak streamflows.)

The accuracy of these regression models is limited by the re-
alism of their structure (i.e., the choice of predictor variables and
the assumed functional relation between predictor variables and
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predictand) and by the accuracy of the estimates of the model
parameters. Model structure is constrained both by scientific un-
derstanding of physical controls of the streamflow process and by
the availability of data on the predictor variables that are sug-
gested by such understanding. Because hydrologic understanding
and data availability are incomplete, regression-model parameters
vary in space, and estimates of these parameters from data at
gauged sites are subject to temporal sampling errors, with better
estimates corresponding to longer periods of measurement. The
spatial variability of regression-model parameters implies a need
to estimate them by analysis of streamflow data from hydrologi-
cally similar gauged basins. Temporal sampling errors and incom-
plete characterization of similarity imply a need to use as many
similar sites as possible. In the selection of sites for a regression,
the statistical advantage of increasing the number of sites must be
traded off against the physical disadvantage of including increas-
ingly dissimilar sites. Thus, two critical problems are how to de-
fine hydrologic similarity and how to choose an optimal number
of similar sites for a regression.

A common solution to these two problems is to assume the
hydrologic similarity (homogeneity of geological, topographic,
and climatic characteristics) among sites at some sufficiently
small spatial scale. For practical reasons, the analysis usually be-
gins with a politically defined area (e.g., a state in the United
States), and that region may then be divided further on the basis
of hydrologic judgment. Once the regions are defined, the param-
cters of the model are determined for each region. Within a given
region, a single regression equation is used for all ungauged sites.

An alternative is to define regions for regression in predictor-
variable space; the regression is performed on a subset of stations
for which the basin characteristics are, by some overall measure,
closest to those at the ungauged site of interest. In the typical
application of this “region-of-influence” (Rol) approach, further,
a unique “region” is defined for each ungauged site (Burn 1990).
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Yet another alternative is to define a region of influence analo-
gously as a disk in geographic space. We thus qualify Rol
approaches as predictor-variable (PRol) or geographic (GRol),
depending on which space (predictor-variable or geographic) is
used to establish proximity. One strength of any Rol approach
is that it centers the estimation space over the ungauged site,
maximizing hydrologic similarity between gauged and ungauged
basins. Of course, any Rol method can also be applied piecewise,
i.e., within subjectively predefined regions.

An advantage of using geographic proximity to define the Rol
stems from the facts that the model is not likely to contain all
controls on streamflow and that some of the missing controls are
spatially coherent. Even if all the important predictor variables
are included in the model, the functional form of the regression
model may be incorrectly specified. For example, if streamflow
characteristic y depends nonlinearly on basin characteristic x, but
a linear relation is instead assumed because the nonlinear form is
unknown, then it would be helpful to apply different linear rela-
tions over different ranges of x. If x is spatially correlated, this
could be accomplished by a GRol approach.

In fact, the basin characteristic x of gauged sites may not al-
ways be spatially correlated, or x may be correlated only on very
short length scales (relative to inter-gauge distances). In such situ-
ations, PRol has the advantage of pooling data from nonadjacent
but hydrologically similar basins. On the other hand, a PRol can
unnecessarily restrict the range of some predictor, causing in-
creased variance of the regression coefficient associated with that
predictor. The restricted range is useful if the relation is nonlinear,
but can be counterproductive if the relation is linear.

The PRol approach has had varying degrees of success (Tasker
and Slade 1994; Tasker et al. 1996; Pope et al. 2001; Berenbrock
2002; Feaster and Tasker 2002; Law and Tasker 2003; Eng et al.
2005). Eng et al. (2005) suggest that the PRol performance is a
function of the spatial scale of the study area; performance de-
creases with increasing scale, so that PRol works best on spatial
scales smaller than those of a medium-sized state (e.g., Georgia in
the United States). Merz and Bloschl (2005) obtained their best
estimates of flood statistics when they considered both predictor-
variable and geographic proximity.

To combine the strengths of PRol and GRol, we propose
here the use of both predictor-variable and geographic space to
define a Rol. To minimize the problem of cross correlation in
geographically proximal records, parameter estimation is based
on generalized-least-squares (GLS) regression (Stedinger and
Tasker 1985). This Rol approach is referred to as the hybrid Rol
(HRol) approach. A comparison of the performance of PRol,
GRol, and HRol is presented for the case of the 50-year peak
discharge in the Gulf-Atlantic Rolling Plains. ‘

Study Area and Data

Estimates of the 50-year peak discharge, QSQ (m*/s). and basin
characteristics for 1,091 streamflow-gauging stations in the south-
eastern United States (Fig. 1) were used in this study. The record
lengths at these sites ranged from 10 to 103 years. The study area,
gauged sites, and basin characteristics used in this paper were
identical to those considered in Eng et al. (2005). These stations
were selected because they were contained within the boundaries
of a single physiographic region, the Gulf-Atlantic Rolling Plains
(Hammond 1964). The Qs, values were estimated by the standard
methods described in Bulletin 17B of the Hydrology Subcommit-
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Fig. 1. Southeastern United States; circles represent gauged sites

tee of the Interagency Advisory Committee on Water Data (1982).
In this preliminary study, we chose to examine a single return
period, the 50-year return period, because it lies within the range
commonly used in hydrologic analyses.

Our analysis began with a set of eight basin characteristics
available from a previous study (Eng et al. 2005). These were
drainage area, A, main channel slope, S, mean basin elevation, E,
forested area fraction, F, main-channel stream length, L, frac-
tional area of basin occupied by reservoirs and lakes, SWB, meuan
annual precipitation, P, and mean minimum January temperature,
JT. All predictors were logarithmically transformed; the fractional
areas, some of which are zero, had an arbitrary constant of one
percent added to allow this transformation. The A, §, E, F, L, and
SWB values were estimated from U.S. Geological Survey
1:24,000 scale topographic maps. S was calculated as the average
channel slope (elevation difference divided by distance along the
main channel) between points located 10 and 85% of the distance
from the gauging station to the basin divide. £ was calculated as
the average ground elevation above mean sea level from 20 to 80
points sampled in the basin. L was defined as the channel length
from the gauged site to the basin divide. F and SWB were calcu-
lated by dividing the number of grid cells that contain either
forest or surface water bodies by the total number of grid cells
placed over the watershed. Isothermal maps (U.S. Department of
Commerce 1976-1978) were used to get JT. Isohyetal maps (U.S.
Department of Commerce 1976—1978) were used to obtain P.

From experience we knew that some basin characteristics were
correlated with others, and we knew that some basin characteris-
tics generally were not good predictors of flood characteristics.
Thus, it was necessary to select a model (i.e., to choose a subset
of the eight predictors to use in the regression) at some stage of
the analysis. This selection could be made once, globally, at the
start of the analysis, or once for every Rol (i.e., for more than a
thousand cases) for each Rol method examined. Because we were
not comfortable with any automated procedure for model selec-
tion, and because of our interest in computationally practical
methods, we chose to make a single global selection of the pre-
dictors at the outset of the analysis. This selection was made on
the basis of the Mallows (1973, 1995) C, statistic. The methods
described in detail by Mallows were applied to the 2% possible
combinations of the eight available predictors. The analysis was
performed on the entire set of data from 1,091 gauges in conjunc-
tion with ordinary-least-squares regression. The analysis indicated
that the optimal model should use three predictors (A, S, and P).
From ancillary computations, multicollinearity was determined to
be insignificant among these three predictor variables (Eng et al.
2005). The correlation coefficient among the log (base 10) trans-
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formed Q5,, and transformed A, S, E, F, L, SWB, P, and JT values
were 0.9, 0.7, 0.1, 0.2, 0.8, 0.1, 0.3, and 0.1, respectively.

Methodology

The relation between the logarithmic (base 10) transforms of the
peak discharges and the basin characteristics in the best-subsets
regression model is

log(Qs0) = & + & log(A) + &, log(S) + & log(P) +& (1)

where (J5p=>50-year peak flow; &;, &), &, and £;=regression pa-
rameters, A, S, and P are the drainage area, slope, and precipita-
tion, respectively, and e=model error, with mean equal to zero
and variance equal to y*. For each ungauged site, Eq. (1) was
applied at all sites within the Rol of the ungauged site to estimate
the & parameters and then at the ungauged site to estimate Qs.

The historical estimate of log(Qs) at gauged sites, log(Qs,), is
derived from a sample of observed flows at each gauged site. The
associated temporal sampling error, v, is defined by

n=log(Qs) - log(Qso). (2)
Substituting Eq. (2) into Eq. (1) gives

, §11+K,g,+0.5K(1+0.75g)]

log(Qso) = & + & log(A) + £, log($) + &5 log(P) +v  (3)

where v=g+m. Time-sampling errors from basins close together
will generally be correlated, because the finite sample of observed
flows at one site temporally overlaps the sample from another and
temporal variations of flows are spatially correlated.

A GLS parameter estimation technique was used to perform
the regression in the presence of cross correlation of v, following
the assumption that model error & is not spatially correlated

(Stedinger and Tasker 1985). Estimates of &, £, &, and &, are £,

£, &, and é;, respectively. The vector g of these parameter esti-
mates is given by

£ = (XEA " Xpod) " XEaA Vg (4)
where Xy =(J X 4) matrix of log(A), log(S), and log(P) values at
J sites in the Rol of the ungauged site, augmented by a column of
ones; J=number of gauged basins in the Rol; ?R‘,lz (/X 1) vector

of log(Qm) values; and A =matrix containing the estimates of the
correlation of v across sites in the Rol. The main diagonal ele-

ments of A thus include a part associated with &, and all elements

include the effect of 7. Following Tasker and Stedinger (1989), A
is given as

¥+
A

Pg=

pSpSgtpgl 1 + 0.5K,8, = 05K g, + 0.5K,K,(r,, + 0.75¢,8,)]

(p=4q)
: (5)
, (p#4q)

mpm

where the subscripts p and g=indices of gauged sites in the Rol;
K, and K, =log-Pearson Type III distribution standard deviate for
stations p and y: g, and g,=skewness coefficients for stations p
and ¢ determined by procedures outlined in Bulletin 17B of the
Hydrology Subcommittee of the Interagency Advisory Committee
on Water Data (1982); m, and m,=site specific record lengths;
m,,=concurrent record length for stations p and g; 5, and
5,=estimates of the standard deviation of annual peaks; and
rpg=sample cross correlation of annual peaks at stations p and g.
The 5, and §, values that had been computed from annual peak
streamflow records were not used in Eq. (5), because these values
would produce biased regression-parameter estimates, as ex-
plained by Tasker and Stedinger (1989). Instead, the §, and §,
values were determined by ordinary least squares regressions
against the basin characteristics in Xy, over the J sites in the Rol
of the ungauged site

10g($, o o) = Ko + Ky log(A) + K, log(S) + k3 log(P) +d  (6)

where kg, K|, ks, and ky=constants and d=model error with mean
equal to zero and variance equal to U’ Values of the sample cross
correlation were estimated approximately by (Tasker and
Stedinger 1989)

= (;)[dplf.fudwq-n'”] (7)

Fpq

where d,,,=distance between gauges p and g (km); d,=constant
equal to 1 km; and ® and a=dimensionless parameters. (Param-

eterization as a function of distance between basin centroids
would be better than parameterization as a function of distance
between gauges, but data were not readily available for the former
approach.) The values of ®=0.980 and a=0.00431 from a previ-
ous study in North Carolina (Pope et al. 2001) were assumed to
be representative for our entire study area; we did not have the
time series of annual-peak flow that would be needed to estimate
Tog for our data set. The cross-correlation values estimated by Eq.
(7) ranged from 0.942 to 0.0312 at geographic distances of 3 and
660 km, respectively.

For every site at which the flow-estimation procedure was ap-
plied, parameter estimates were calculated by GLS regression on
the gauged sites within the Rol of the estimation site. The Rol
was formed in three different ways. GRol used a Rol containing
the n gauged sites geographically closest to the estimation site.
PRol used a Rol containing the n closest gauged sites in
predictor-variable space. HRol used a Rol containing the n clos-
est gauged sites in predictor-variable space chosen from the sub-
set of all gauged sites having a geographic distance less than D
from the ungauged site; however, if fewer than n gauges were
available within a distance D of a given estimation site, then the
limit D was ignored and the n geographically closest gauges were
used; i.e., HRol reverts to GRol in that situation. (Thus, in the
limit as D approaches zero, HRol reduces to GRol, and in the
limit as D becomes arbitrarily large, HRol reduces to PRol.) Dis-
tance in predictor-variable space from the ungauged site to the
gauged site j, R, is defined as
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R=[(log(A) = log(A)-)z . ( log(S) - mg{sy)?

J
Tlog(A) Tlog(s)

_ o ) 2112 .
+(}og(P) toc(P))] ®
Tiog(P)

where Ojop(a)s Tlogrs): ad O =sample standard deviations of
log(A), log(S), and log(P), respectively (computed from data
from the entire study region). The decision to use the n closest
gauged sites in either geographic or predictor-variable space to
form a Rol in this study was guided by the results of Eng et al.
(2005). They showed for OLS that a Rol formed of either the n
closest geographic or predictor-variable space sites was superior
to one containing all geographic or predictor-variable similar sites
below a predetermined threshold value of distance.

Let QR;,O be the GLS-regressed estimate at a gauged site not
used in the regression and treated as an ungauged site. The log-
space metrics for model optimization and evaluation were the
root-mean-square difference (RMSE) between Qgs, and Qs
(Aitchison and Brown 1957), expressed, in percent of the actual
flow statistic, as

RMSE = 100[(200.74)% — 1]'2 ©)

where

N
2 [IOg(qu)i = 103(@1?50).‘]3
o2=|Z (10)
N

and the average error of stn (BIAS) as

N
E [IOg(QSO)i = lOg(QRSO)i]
BIAS = | — s (11)

where (Q50)5=estimate of Qs at site i based on streamflow
records and N=total number of sites in the data set of interest.
The split-sampling and the optimization-evaluation procedures
used in this study were identical to the procedures implemented
by Eng et al. (2005). The set of 1,091 stations was split into three
equally sized subsets in such a way that the three subsets had very
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Fig. 2. Distances in predictor-variable (R;) and geographic (d) space
between an evaluation site in Mississippi (U.S. Geological Survey
Station No. 02436000) and the other sites in its evaluation set; the
horizontal and vertical lines define the extent of the three Rols
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Fig. 3. Optimization RMSE (%) as a function of log of the target
maximum region-of-influence (Rol} distance, D, and the number of
sites contained in the Rol, n, for the HRol approach. Computed
values are indicated by the plus sign. Split-sampled sets (a) 2 and 3;
(b) 1 and 3; and (c) 1 and 2.
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Table 1. Summary of Splir—Sample Optimization and Evaluation Results
by Subset

Optimization Evaluation

Evaluation RMSE RMSE  OQutlier

Approach subset n D (km) (%) (%) count
PRol 1 40 — 58.8 59.3 19

2) 30 — 56.3 60.9 17

3 40 _— 58.5 58.4 22
GRol 1 50 0 — 51.0 55.8 17

2 50 C— 51.0 56.2 16

3 50 — 50.9 50.3 17
HRol | 30 250 50.8 50.1 11

2 30 250 48.9 §5.6 15

3 60 250 50.2 47.7 155

Note: The outlier count is the number of estimation sites having a residual
error whose absolute value was more than twice the RMSE.

similar statistical distributions of the three predictor variables.
Two of the three subsets were then combined and used in an
optimization step to calculate RMSE values for various values of
n and D for HRol and for various values of n for both PRol and
GRol. The lowest resulting values of RMSE and the correspond-
ing values of n and (for HRol) D were noted. The third subset
was then used to evaluate model performance, by calculating the
RMSE value associated with the optimal n and (for HRol) D
determined in the previous step. All three possible combinations
of subsets for this optimization-evaluation procedure were em-
ployed, and an overall RMSE value was then computed as the
root mean. square value of the three individual values.

Results

Fig. 2 illustrates the formation of the three types of Rol for an
example estimation site for a given sct of Rol parameters. The
PRol contains the 40 closest gauges in predictor-variable space:
the GRol contains the 50 geographically closest gauges; and the
HRol contains the 30 closest gauges in predictor-variable space
that are within 250 km of the example site. The PRol contains
some sites that are located far (500—800 km) from the estimation
site, whereas the HRol ranges no farther than 250 km from the
estimation site. For the GRol, the greatest distance in predictor-
variable space between the estimation site and the gauged sites is
more than four times the analogous distance for the HRol. By
using both distance measures in its definition, the HRol avoids
extreme values of either.

Table 2. Combined Split-Sample Evaluation Results
Estimated model-error RMSE

‘otal outlier

Approach RMSE (%) count
PRol 59.5 47.6 58
GRol 54.1 335 50
HRol 51.1 354 39

Note: The RMSE (%) is the root-mean-square value across the three
subsets of the evalnation RMSE (%) values from Table 1. The estimated
model-error RMSE (%) values are the intercepls from the fitted lines in
Fig. 5. The total outlier count is the sum of the number of outlicrs from
_ the three split-sampled data sets.

The dependence of RMSE on n and D for the HRol approach
is shown In Fig. 3. For a given value of D, the RMSE generally
decreases as n increases for i less than 30. For n greater than 30,
the sensitivity to n is very small. For a fixed and sufficiently large
value of n, however, the RMSE is minimized at an intermediate
value of D. The split-sampled optimized n and D values and the
optimization and evaluation RMSE values are presented in Table
I for all three approaches. Evaluation results from Table 1, but
aggregated across the three evaluation sets, can be found in Table
2, along with additional results to be described below. For PRol
and GRol (Fig. 4, equivalent to large-D and small-D limits, re-
spectively, of Fig. 3), the relation between RMSE and # is similar
to that for HRol. The HRol approach resulted in the smallest
overall evaluation RMSE (Table 2). All approaches had BIAS
values smaller than 0.01. The optimal n and D values are not very
sensitive to choice of data subset used for optimization, as shown
in Table 1. For comparison, the PRol overall evaluation RMSE
values for much more geographically limited physiographic sub-
regions inside individual states ranged from 46 to 53% for North
Carolina (Pope and Tasker 1999), from 36 to 40% for South Caro-
lina (Feaster and Tasker 2002), and from 37 to 48% for Tennessee
(Law and Tasker 2003).

The RMSE values in Figs. 3 and 4 and Tables 1 and 2 include
both model errors () and temporal sampling errors (m). The
former depends on the choice of Rol, whereas the latter should
have a variance proportional to the inverse of the record length.
We estimated the part of the evaluation RMSE associated with
model error as follows: The values of 1/\-‘}1: (where n,=record
length at the evaluation-set estimation site in years) were binned
into several groups, so that all sites within any bin would have
similar values of record length. Then, instead of computing
RMSE over the full evaluation data set, we computed it ower each
of the subsets corresponding to these bins. Next, we scattexplotted
the bin RMSE value against the central value of 1 /\;"Jt_p associated
with each bin (Fig. 5). Fitted lines were then extrapolated to in-
finite n, (i.e., to the RMSE axis) to obtain estimates of the: model-
error RMSE (Table 2). Evidently, time-sampling errors contribute
substantially to the overall RMSE values. Approximate removal
of time-sampling error suggests that GRol and HRol generate
better regression models than PRol. Because the technique intro-
duced here for removing time-sampling errors is crude, we doubt

0 10 20 30 40 50 60 70 50

Fig. 4. Optimization RMSE (%), as a function of the number of sites
contained in the region of influence (Rol), n. For the HRol approach,
plotted values are the minimum over all the target maximum Rol
distances, D. The three curves for each approach correspond to the
three optimization subsets.
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Fig. 5. Evaluation RMSE (%) as a function of the inversrq_of the
square root of the record length at the evaluation site, 1/\n,. Data
were binned by 1/vn,, values, with bins centered at 0.1, 0.15, 0.2,
0.25, and 0.3; the numbers of sites in each bin are 244, 362, 273, 107,
and 105, respectively.

that the small difference in estimated model-error RMSE between
GRol and HRol is statistically significant.

Because values of RMSE might not fully characterize the dis-
tribution of errors (i.e., total errors, v), we report in Tables I and
2 the number of residuals with extreme values (absolute value
more than twice thé RMSE) for each evaluation split-sampled set.
By this measure of worst-case performance, the HRol approach is
superior to the other two approaches.

Scatter plots of model predictions against at-site estimates
from flow time series are presented in Fig. 6. It is difficult to
distinguish differences in typical behavior of errors across meth-
ods from these plots, but the plots are useful for visually compar-
ing the larger model errors. For all three methods, the model
predictions tend to be positively biased for large flows and nega-
tively biased for small flows. This tendency is reduced, however,
with the HRol method in comparison to the PRol and GRol
methods. This observation is consistent with the outlier counts in
Table 2.

Discussion

The optimal value of D in HRol can be used as an indicator of the
need to account for geographic proximity in the definition of a
region of influence. Our optimized value of 250 km is consistent
with the findings of Eng et al. (2005) that the PRol approach
worked best when applied to a region about the size of a medium-
size state, such as Georgia. The need to limit geographic extent of
the region indicates the importance of variables that are not
included among the predictors. Presumably such neglected
variables exhibit spatial correlation on a length scale'represented
by D.

Our findings confirm those of Merz and Bléschl (2005), who
demonstrated the value of considering both predictor-variable and
geographic proximity when developing regional statistical models
of flood characteristics. An interesting question for future consid-
eration is how the HRol parameter D might be related to the
length scale of the variogram employed in geostatistical studies.

The relatively poor performance of the PRol approach in this
study presents a serious challenge to this approach. In fairness, it
should be noted that certain features of our analysis may have put
PRol at a disadvantage. For example, only the crudest measures
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Fig. 6. Comparison of at-site QS(, values to the Rol-modeled

estimates of Qso- Qgso- The solid lines are the 1:1 line. Approaches:
(a) PRol; (b) GRol: and (c) HRol. For each approach, all three
evaluation subsets are plotted.

of climate (mean annual precipitation and mean minimum Janu-
ary air temperature) were included as candidate prediictors; addi-
tional predictive power could possibly be obtained by using such
variables as mean precipitation in individual months, storm inter-
arrival rate (Milly 1994), and potential evaporation. Two sites
with same mean annual precipitation but very different temporal
distributions of precipitation would naturally differ im their flood
characteristics.

The PRol results also may have been negatively affected by
the arbitrary scaling (by standard deviations) of the warious pre-
dictors in the definition of a scalar distance in predictor-variable
space. Although this is the standard practice for the PIRol method,
it has not been shown to provide the optimal scalimg. It is not
unreasonable to suggest that better performance could be obtained
by use of scale factors either obtained by optimizatiom or derived
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from physical considerations. Consideration of nonlinearities in
predictor-predictand relations may lead to improved definitions of
distance in predictor-variable space. Suppose, for example, that
the predictand depends linearly on one predictor over its entire
range of values, but depends nonlinearly- on the other predictors.
In that case, differences in the value of the first predictor would
not indicate hydrologic dissimilarity and so should not be in-
cluded in the definition of R;.

The potential of the HRol approach will be limited to some
degree by the same factors that limit the PRol approach. Any
improvements in the selection and scaling of predictor variables
will benefit the performance not only of PRol, but also of HRol.

We have shown that the contribution of temporal sampling
error to our performance metric (the RMSE), which also serves as
the objective function for parameter optimization, is substantial.
The RMSE metric is commonly used in regionalization studies
(e.g., Tasker et al. 1996) and will tend to overstate the magnitude
of model errors as shown in the results of this study. The RMSE
metric will also distort any optimization based on it, because sites
with short records are weighted just as heavily as sites with fong
records. Consideration of this effect in the regression process
(e.g., by weighting for differing temporal sampling errors) would
probably yield more accurate models.

Conclusions

We have described and evaluated a hybrid approach to defining
a region of influence for hydrologic regression. This approach
considers both geographic proximity and proximity in predictor-
variable space. We evaluated the proposed approach by applica-
tion to estimation of the 50-year flood discharge. Our evaluation,
based on the root-mean-square errors of estimation and number of
large (outlier) errors, indicates that the performance of the hybrid
approach is superior to that of less general approaches.
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