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Abstract Low-latitude cloud distributions and cloud
responses to climate perturbations are compared in near-
current versions of three leading U.S. AGCMs, the
NCAR CAM 3.0, the GFDL AM2.12b, and the NASA
GMAO NSIPP-2 model. The analysis technique of Bony
et al. (Clim Dyn 22:71–86, 2004) is used to sort cloud
variables by dynamical regime using the monthly mean
pressure velocity x at 500 hPa from 30S to 30N. All
models simulate the climatological monthly mean top-of-
atmosphere longwave and shortwave cloud radiative
forcing (CRF) adequately in all x-regimes. However,
they disagree with each other and with ISCCP satellite
observations in regime-sorted cloud fraction, condensate

amount, and cloud-top height. All models have too little
cloud with tops in the middle troposphere and too much
thin cirrus in ascent regimes. In subsidence regimes one
model simulates cloud condensate to be too near the
surface, while another generates condensate over an
excessively deep layer of the lower troposphere. Stan-
dardized climate perturbation experiments of the three
models are also compared, including uniform SST in-
crease, patterned SST increase, and doubled CO2 over a
mixed layer ocean. The regime-sorted cloud and CRF
perturbations are very different between models, and
show lesser, but still significant, differences between the
same model simulating different types of imposed climate
perturbation. There is a negative correlation across all
general circulation models (GCMs) and climate pertur-
bations between changes in tropical low cloud cover and
changes in net CRF, suggesting a dominant role for
boundary layer cloud in these changes. For some of the
cases presented, upper-level clouds in deep convection
regimes are also important, and changes in such regimes
can either reinforce or partially cancel the net CRF re-
sponse from the boundary layer cloud in subsidence re-
gimes. This study highlights the continuing uncertainty in
both low and high cloud feedbacks simulated by GCMs.

1 Introduction

The representation of clouds in climate models contin-
ues to be a difficult and significant challenge to the cli-
mate research community. Cloud radiative feedbacks
account for a significant portion of the variation in the
response of climate models to increases in global CO2

concentrations (e.g., Senior and Mitchell 1996; Cess
et al. 1996).

Zhang et al. (2005) compared the simulated climates
of a large group of atmospheric general circulation
models (GCMs) with observations from the interna-
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tional satellite cloud climatology project (ISCCP; Ros-
sow and Schiffer 1999) and from the clouds and the
earth’s radiant energy system (CERES; Smith et al.
2004) project. They compared the measured and mod-
eled cloud fraction at various cloud-top heights and
optical thicknesses and found significant model-depen-
dent discrepancies for many categories of clouds. The
differences in top-of-atmosphere (TOA) longwave and
shortwave cloud radiative forcing (CRF) between the
models and observations were not as large, due to
compensating errors in predicting cloud fraction at
various heights and thicknesses. Given these differences
in representing clouds in the current climate in GCMs, it
is not surprising that the models’ responses to a climate
perturbation vary significantly.

Low-latitude clouds are tightly connected to the
seasonally varying mean overturning circulation. In the
ascending branch there are extensive deep-convective
cloud systems; the subsiding branch is dominated by
boundary layer cumulus and stratocumulus. This tight
connection can partly be seen in zonal-average plots or
regional analyses (e.g., Lin and Zhang 2004). It is even
better encapsulated in an analysis methodology popu-
larized by Bony et al. (2004), hereafter referred to as
B04, which sorts the tropics into dynamical regimes
based on the monthly mean pressure velocity at 500 hPa
(x500). Bony used this to compare the tropical clima-
tology of shortwave cloud forcing (SWCF) and long-
wave cloud forcing (LWCF) in three European GCMs
and their cloud radiative response to a climate pertur-
bation.

Williams et al. (2003) sort with respect to both x500

and SST in order to analyze tropical cloudiness in
multiple versions of the Hadley Center model, HadAM,
and to compare with earth radiation budget experiment
(ERBE) radiation and ISCCP cloud climatologies.
Sorting with respect to SST adds complexity but allows
clearer separation of stratocumulus and shallow cumu-
lus regimes, which are both present in subsidence re-
gimes with comparable climatological x500. They also
interpreted modeled responses to climate perturbations
by sorting by the local change in SST and x500.

Here we use Bony’s methodology to compare the
representation of tropical clouds in three current U.S.
GCMs. In Sect. 2 we describe the models, the observa-
tional, and reanalysis data, and the simulations per-
formed. In Sect. 3 we briefly review the sorting method
of B04 used throughout this study. Section 4 examines
the cloud-related properties in the GCM model clima-
tologies and compares them with observations. The
GCM-predicted cloud fraction statistics based on ‘IS-
CCP simulator’ software are compared with ISSCP data
for two of the GCMs in Sect. 5. The responses of the
modeled tropical clouds to a +2K increase in SST are
presented in Sect. 6. Model responses to a broader range
of climate perturbations are examined in Sect. 7. In
Sect. 8 we discuss and summarize the results. Because
the three models exhibit quite different responses (also
found by B04) we did not add to the complexity of this

study by also sorting by SST, though this might prove
valuable in the future.

2 Data, model, and experiment descriptions

2.1 Description of observational and reanalysis data

The ISCCP D1 cloud data set, obtained from the
Langley Distributed Active Archive Center, consists of
revised-algorithm ISCCP DX satellite-pixel-level data
that has been spatially averaged onto a global equal-area
280 km grid. The raw cloud fraction data are provided
every 3 h for daylight hours only. The data used in this
study span the period from July 1983 to September 2001.
Monthly means of the cloud fraction were computed on
the native ISCCP grid and interpolated to a regular
2.8�·2.8� grid. The D1 cloud fraction is binned into six
optical thickness categories, each of which is further
subdivided into seven cloud-top pressure categories.

From ERBE shortwave and longwave cloud forcing
data (Harrison et al. 1990) monthly climatologies were
constructed for the period 1986–1989 on a 2.8� lati-
tude·2.8� longitude grid. Special sensor microwave im-
ager (SSMI) liquid water path and water vapor path
monthly climatologies were created for the period 1987–
2000. A TRMM microwave imager (TMI) liquid water
path climatology was also constructed from a 2 year set
of observations from 1999 to 2000 (Wood et al. 2002).
Both SSMI and TMI climatologies use the algorithm of
Wentz (1997) and were interpolated onto the same 2.8�
latitude·2.8� longitude grid.

National Centers for Environmental Prediction
(NCEP) reanalysis data (Kalnay et al. 1996) from 1979
to 1998 and European Centre for Medium-Range
Weather Forecasts (ECMWF) ERA-40 reanalysis data
(Uppala et al. 2005) from 1980 to 2001 were each used
to create monthly x500 climatologies on a 2.8� lati-
tude·2.8� longitude grid. These are used together with
the ERBE data for comparisons with the GCM outputs.

2.2 Description of AGCM simulations

The three AGCMs used in this study are the National
Center for Atmospheric Research (NCAR) Community
Atmospheric Model (CAM) 3.0 (Collins et al. 2004), the
Geophysical Fluid Dynamics Laboratory (GFDL)
Atmospheric Model (AM) 2.12b (GFDL Global
Atmospheric Model Development Team 2004), and the
NASA Global Modeling and Assimilation Office
(GMAO) NSIPP-2 model. The CAM runs use a pre-
liminary version (CAM2.02_rio33) of CAM 3.0. The
NSIPP-2 is a development AGCM which shares many
properties of the GMAO GEOS-5 released in April
2005. The physical parameterizations of the three GCMs
in this study are summarized in Table 1. While both the
GMAO and GFDL models use a relaxed Arakawa–
Schubert (RAS) schemes (Moorthi and Suarez 1992) for
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shallow and deep convection, the implementations are
different and behave differently. Another feature of the
GFDL RAS scheme is the Tokioka et al. (1988)
entrainment rate limiter that prevents undiluted
cumulus updrafts. The AGCM grid resolutions are
given in Table 2.

A series of AGCM simulations, summarized in
Table 3, are analyzed in this study. Two main catego-
ries of SST boundary conditions are considered: either
prescribed-SST, or a 50 m slab-ocean model coupled to
the atmospheric GCM. For the prescribed-SST runs,
the control case for each model uses a monthly SST
climatology (see Table 1).

Three SST perturbations from the control run are
considered; spatially uniform perturbations of +2K
and �2K (as in Cess et al. 1996) and a spatially and
monthly varying SST perturbation (DCMIP) based on
the phase 2 of the coupled model intercomparison
project (CMIP; Meehl et al. 2000). In this intercom-
parison, global CO2 concentrations were slowly in-
creased at 1% per year such that at year 70 the CO2

concentrations were approximately double the initial
concentrations. For each model, a monthly SST per-
turbation climatology was computed by taking the
monthly mean SST from years 61–80 and subtracting
from it a fixed-CO2 control case’s monthly mean SSTs
over the same time interval. The SST perturbation that
we use is the ensemble average of the perturbation
climatology of nine CMIP GCMs.

Two simulations with a slab-ocean model are per-
formed with the CAM and GFDL models, a control
case with modern concentrations of CO2 (355 ppm for
CAM and 356 ppm form GFDL) and a perturbation
case with doubled CO2 concentrations. For both the
specified SST and the slab-ocean model runs, a
monthly climatology is constructed from 10 to 25 years
of simulation after a model spin-up period sufficient to
reach equilibrium.

For comparison of the CAM and GFDL models
with ISCCP data, we utilize Atmospheric Model In-
tercomparison Project (AMIP) simulations with ob-
served SSTs smoothed on a monthly time scale. Both
models include an ISCCP simulator (Klein and Jakob
1999; Webb et al. 2001) to produce cloud fraction
statistics (The ISSCP simulator is not implemented in
the NASA GMAO model). The ISCCP simulator
represents each model column as an ensemble of sub-
columns. Synthetic ISCCP measurements of cloud-top
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Table 2 AGCM resolution

Model Vertical
levels

Horizontal resolution Spectral
resolution

Latitude Longitude

CAM AMIP run 26 1.4� 1.4� T85
CAM other runs 26 2.8� 2.8� T42
GFDL 24 2� 2.5� –
GMAO 40 2� 2.5� –
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pressure and cloud optical thickness are calculated based
on the cloud distribution in the sub-columns, the mod-
els’ particular cloud-overlap assumptions, and the IS-
CCP retrieval algorithm. ISCCP cloud-top can be
strongly biased when multiple cloud layers are present
(Klein and Jakob 1999). Monthly climatologies of IS-
CCP statistics are computed after a spin-up period of
approximately 6 years and 1 year for the CAM and
GFDL runs, respectively.

3 x decomposition

We follow the methodology and notation of B04 for
partitioning any desired field C defined over atmospheric
columns within some given horizontal domain and set of
times. Consider the population of columns whose x500

lies within some given range of values. The area weigh-
ted mean C within in this population is

Cx ¼
P

i riCiP
i ri

; ð1Þ

where ri is the horizontal area of a particular column, Ci

is the value of the quantity, and the summation is over
this particular population. If we then discretely partition
an entire population of columns (that spans some hori-
zontal spatial domain and set of times) based on x500,
we can compute a discrete normalized probability den-
sity function (PDF) of the population, Px. For a par-
ticular population of columns corresponding to some
range of x500,

Px ¼
P

i riP
r
; ð2Þ

where the denominator is the sum over all columns and
times, and

RxPx ¼ 1; ð3Þ

where the summation is over all x500 ‘bins.’ If we con-
sider a basic state and some perturbed state, the mean
change in C averaged over the horizontal domain, dC,
can be computed in terms of the partitioned quantity as

dC ¼ RxCxdPx þ RxPxdCx þ RxdCxdPx: ð4Þ

In B04, these terms are referred to as the dynamic term
(CdP), the thermodynamic term (PdC), and the co-
varying term (dPdC). (Since monthly mean x500 does
not capture the complete range of dynamical processes,
the rectified effects of higher-frequency dynamics and
other dynamical processes may be subsumed in the
‘thermodynamic’ term.) Note that this partitioning can
be applied to any desired geographical region. For
example it could be applied only to areas with an ocean
surface. It can be applied to a three-dimensional field by
separately analyzing the field at each discrete pressure
level. When a particular pressure surface intersects land,
the area of intersection is excluded from the analysis.

We apply this method from 30S to 30N. This domain
is particularly attractive because the x500 annually
averaged over this region is very small, i.e., there is a
balance between columns with ascending and subsiding
motions. Of course, this does not imply that the tropics
are a closed system; lateral atmospheric heat divergence
out of this region associated with transient baroclinic
eddies and quasi-steady zonally asymmetric circulations
exceeds 30 W m�2 in area-average (e.g., Trenberth and
Caron 2001).

Following B04, we partition the x500 field in
10-hPa day�1-wide bins extending from �100 to
100 hPa day�1, centered at �5, +5, �15, +15 hPa
day�1, etc. Two additional bins are used for values
<�100 hPa day�1 and >100 hPa day�1. The maxi-
mum fraction of column-months contained in these

Table 3 Simulation parameters
Run name SST Model SST climatology

period
Averaging
period (years)

Forecast analyses Climatology ECMWF
ERA-40

1980–2001 22

NCEP 1979–1998 20
Control Climatology CAM 1979–1999 10

GFDL 1983–1991 10
GMAO 1980–1989 10

+2K Control +2K CAM – 10
GFDL – 10
GMAO – 10

�2K Control �2K GFDL – 10
GMAO – 10

DCMIP Control + CMIP
perturbation

CAM – 5
GFDL – 10

Slab-ocean
control

Internal CAM – 10
GFDL – 25

Slab-ocean
2·CO2

Internal CAM – 10
GFDL – 25

AMIP AMIP (monthly observed) CAM – 1984–2000
GFDL – 1983–1998
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extreme bins for any of the models is 1.4 and 0.3%,
respectively. We use monthly climatologies from multi-
year GCM simulations (10 years in most cases), com-
pared to 18 months of GCM output analyzed by B04.
This reduces dynamical noise that adds uncertainty to
their results.

4 Analysis of the control cases

We first compare control runs of the models where the
SST is specified from external climatology. As in B04,
sorting the model monthly climatologies using x500

highlights significant differences between models.
Figure 1 shows climatological maps of annual-mean

x500 for the region 30N–30S for the ECMWF and NCEP
reanalyses and the prescribed-SST control cases of the
three GCMs. TheGCMs and reanalyses show substantial
qualitative agreement, though the strengths and locations
of the ascent regions do vary noticeably between models.
The GMAO model climatology shows substantial
unphysical oscillations near large topography.

The PDFs of monthly mean x500 for the reanalyses
and the GCMs are plotted in Fig. 2. The distributions
are very similar, with all the distributions peaking at 15
or 25 hPa day�1. The PDFs of the GCMs agree with
another fairly well and fall within or close to the range
spanned by the two reanalyses, though with slightly
more peaked distributions. Especially in the tropics,
reanalyzed x500 fields may include errors due to the
sparsity of observations and physical parameterization

errors in the reanalysis models. However, the good
agreement between the models and reanalyses is reas-
suring, and it suggests that Bony-binning may average
out much of the potential reanalysis error.

Of particular climatological interest is the TOA cloud
forcing, introduced in Charlock and Ramanathan
(1985). We define the LWCF as the difference between
the clear-sky net upward longwave flux, LWclear, and the
net upward longwave flux, LW, at the top of the
atmosphere:

LWCF ¼ LWclear � LW; ð5Þ

and similarly:

SWCF ¼ SW� SWclear ð6Þ

where SW and SWclear are net downward shortwave
fluxes at the top of the atmosphere. Note that changes in
cloud forcing are related to but not the same as cloud
feedbacks (e.g., Soden et al. 2004). Figure 3 shows
ERBE cloud forcing data binned with x500 from EC-
MWF or NCEP analyses compared to the GCM cloud
forcing sorted by GCM x500. The points in Fig. 3 show
ERBE data versus ECMWF x500 for a random 3%
subsample of individual column-months. The black and
red ‘X’ symbols show the mean of the ERBE data within
10 hPa day�1 bins based on NCEP and ECMWF x500

fields, respectively. The corresponding bars indicate the
25th to 75th percentile ranges of the NCEP and EC-
MWF bin populations. Solid lines indicate the bin-mean
cloud forcings from the GCMs. The observed scatter
and bars give a sense of how much of the observed
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Fig. 1 Mean annual pressure
velocity at the 500 hPa level,
x500, in hPa day�1 for
ECMWF and NCEP reanalysis
climatologies, and for CAM,
GFDL AM, and GMAO
climatologies for the prescribed-
SST control case. The thin solid
line indicates x500=0
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space–time variation in CRF is captured by x500 bin-
ning. In the ascent regimes (x500<0) most of the vari-
ance in both LWCF and SWCF is captured. The x500

binning is less successful in the subsidence regimes
(x500>0), particularly in capturing SWCF variations
between columns. Overall the spatial variation of cloud
forcing dominates the overall variation. The seasonal
range of mean LWCF and SWCF for each bin is gen-
erally less than 10 W m�2, except for SWCF in strong
subsidence regimes (x500>20 hPa day�1) where it
exceeds 20 W m�2.

For x500<20 hPa day�1, the LWCF has a strong
downward linear trend with x500, both for ERBE data
and the model output. This indicates more high clouds
with decreasing x500 (more mean ascent). In subsidence
regimes with x500>20 hPa day�1, where boundary layer
clouds with low, warm tops dominate, the LWCF flat-
tens to about 15 W m�2. The models agree fairly well
with the ERBE/analysis data and with each other, with
the largest disparities when x500 is at its most extreme.
Since LWCF and SWCF are fields widely used for
evaluating GCM cloud simulations, this agreement
perhaps reflects model calibration to the ERBE dataset
as much as physical veracity of the simulated clouds, as
we will see later.

The SWCF mirrors the LWCF, but there is signifi-
cantly more scatter in the ERBE data not explained by
x500. The SWCF is most negative in the ascent regimes
where x500 is most negative (and deep convection is
strongest). For x500>15 hPa day�1, the relation be-
tween x500 and SWCF changes slope drastically, and the
scatter in the SWCF becomes pronounced due to x500

bins that include both trade cumulus and stratocumulus
of much more negative SWCF. As with the LWCF, the
GCMs agree reasonably well with ERBE and with each
other. These relationships between cloud forcing and
x500 also hold for daily mean model output data, but
show 50–100% more scatter in cloud forcing, suggesting
that daily x500 is not as useful a tool for sorting cloud
regimes.

The net cloud forcing (Fig. 3c) shows the high degree
of cancellation of LWCF and SWCF outside the subsi-
dence regimes (Kiehl and Ramanathan 1990). The
GCMs again agree quite well with ERBE, except for
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excessively negative net cloud forcing in the weak-sub-
sidence bins, (x500�20 hPa day�1), mainly due to
excessively negative SWCF in those regimes (a ‘bright
cloud’ bias in the subtropical trade cumulus regime).

Figures 4 and 5 show the x500-binned profiles of
horizontal temperature perturbation from the 30S to
30N monthly mean, relative humidity, cloud fraction,
and cloud condensate for the CAM, GFDL, and GMAO
control runs (points where pressure surfaces intersect
land are discarded from the means). Figure 4 also in-
cludes horizontal temperature perturbation and relative
humidity for the NCEP and ECMWF reanalysis clima-
tologies. In Figs. 4 and 5 and many subsequent figures,
the x-axis is stretched linearly in proportion to the PDF
of x500, so that the tropics-wide average of a quantity is
its horizontal average across the area on the plot.

In Fig. 4a vertically distributed warm temperature
perturbations are seen in all models in the ascent regime,
particularly for x500<�20 hPa day�1, with vertically
distributed cool perturbations in regimes of strong

subsidence. The reverse signature is seen at 100 hPa due
to an elevated, cooler tropopause over the ascent re-
gimes. These features reflect the thermally direct Had-
ley–Walker circulation. In all three GCMs and in the
reanalyses, the warm perturbations in the strong ascent
regimes are less pronounced in the mid-troposphere than
in the lower and upper troposphere; this is particularly
sharply defined in the CAM.

Figure 4b shows the relative humidity with respect to
liquid water for the AGCMs and the reanalyses, indi-
cating noticeable inter-model differences in relative
humidity. All models have high relative humidities near
the surface across dynamical regimes associated with the
marine boundary layer, with only slight differences be-
tween models. Above the boundary layer, striking inter-
model differences are found in the ascent regimes. In
these bins, the CAM model shows a comparatively low
relative humidity with vertical undulations in the mid-
troposphere. The local relative humidity maximum at
around 600 hPa is associated with the minimal warm
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anomalies at that same level seen in Fig. 4a. The GFDL
model has a moister mid-troposphere and a dryer upper
troposphere in the ascent regimes than CAM. The
GMAO model is relatively moist throughout the tro-
posphere. The reanalyses also disagree with each other
significantly, particularly in the strong ascent regimes.

The cloud fraction, shown in Fig. 4c, also differs
substantially between the models. In general CAM
simulates higher cloud fraction than the other models,
especially in the lower troposphere for almost all x500

bins, and also near the tropopause in ascent regimes.
The GFDL and GMAO models simulate less cloud
cover below the 350 hPa level and a more vertically
dispersed high cloud.

Figure 5 plots profiles of x500-binned grid-box-mean
cloud liquid water, cloud ice and their sum, for which
inter-model differences are large. Cloud liquid water
content in CAM is quite large (>0.02 g kg�1 below the
900 hPa level) compared to boundary layer liquid water
content in the other models. Even higher near-surface
values (>0.04 g kg�1) are found in CAM in the strong
subsidence regimes. CAM also simulates a prominent
peak of cloud liquid water in the ascent regimes just
above the freezing level at around 500 hPa. In contrast
the GFDL model has substantial cloud liquid water
(>0.02 g kg�1) spread between 800 and 600 hPa in the
ascent regimes, and much more liquid water between 900
and 700 hPa in the subsidence regimes than the other
models. In the GMAO model, cloud liquid water has a
similar vertical and dynamical distribution pattern as in
the GFDL model, but with liquid water contents typi-

cally less than half of those in the GFDL model. The ice
water contents in Fig. 5b show more broad agreement
between models (note the change of scale from liquid
water), with all models having the highest ice contents
between 400 and 200 hPa in strong ascent regimes. The
peak ice water contents in CAM are in general much
smaller than for the other models.

Figure 6 compares the model’s integrated liquid wa-
ter path over ocean with SSMI and TMI monthly
averaged observations over ocean sorted by ECMWF
x500. The SSMI and TMI measurements, which use the
same retrieval algorithm but have different sensor foot-
print areas, are in fairly good agreement except in the
strong ascent regimes, where TMI predicts a slightly
lower LWP. All of the models have lower LWP than the
satellite measurements in the strong subsidence regimes
(x500>30 hPa day�1). The GFDL model has signifi-
cantly lower LWP in the strong ascent regimes
(x500<�30 hPa day�1) than the satellite measurements,
and the GMAO LWP is very low in all dynamical re-
gimes. Because of potential biases in the satellite mea-
surements, the comparisons with the models should be
regarded with some caution.

When the models’ water vapor paths over ocean are
compared with SSMI observations (not shown), the
agreement is satisfactory except in strong ascent regimes
(x500<�30 hPa day�1) where the GFDL and CAM
models have �10% lower mean water vapor path than
SSMI.

In summary, the GCM control simulations produce
substantially different humidity, cloud cover, and con-
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densate distributions, both with respect to height and
dynamical regime. The good agreement of the models
with ERBE cloud forcing across dynamical regimes
is probably the natural result of constraining the
GCM parameterizations to match the observed, present-
climate TOA radiative fluxes.

5 Comparison with ISCCP data

To compare the models with satellite observations, we
examine AMIP-style runs of the CAM and GFDL AM
models. Both AMIP runs are forced with the same ob-
served SSTs, but the model output we used was from
slightly different periods, January 1984–December 2000
for CAM and January 1983–December 1998 for GFDL.
Monthly climatologies of ISCCP simulator output from
these runs are compared with a monthly climatology of
the ISCCP data. The ISCCP D1 data extend from 1983
to 2001 (described in Sect. 2.1) and is sorted by monthly
mean ECMWF ERA-40 x500.

The x500 sorting is applied to cloud fraction in all
seven ISCCP cloud-top pressure categories and in three
optical depth (s) ranges, thin (0.02 £ s<3.6), interme-
diate (3.6 £ s<23), and thick clouds (s‡23). The s-sor-
ted ISCCP cloud fraction is plotted in Fig. 7, as well as
the sum over all optical thickness categories. Thin clouds
(Fig. 7a) are a significant contributor to the total
cloudiness at all heights and over the full x500 range.
They are especially prevalent in the upper troposphere in
the ascent regimes, and also near the surface in the
subsidence regimes. The latter category may be artifi-
cially enhanced by the aliasing of optically thicker sub-
pixel scale cumulus clouds into the thin category.
Intermediate thickness clouds (Fig. 7b) are prevalent in
the same regimes as thin clouds, though the cloud
fraction is relatively lower for moderate values of x500,
and the high cloud in ascent regimes are concentrated a
little lower, in the 180–310 hPa cloud-top pressure cat-
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egory. Thick clouds (Fig. 7c) are rare except near the
tropopause in ascent regimes.

The CAM and GFDL s-sorted cloud fractions are
plotted in Figs. 8 and 9, respectively. The thinnest
clouds (s<0.3) have been deliberately excluded from the
thin category (Figs. 8a and 9a) because these clouds are
not reliably detected by ISCCP, even thought the thin-
nest ISCCP category nominally extends down to 0.02.
Overall the model distributions in pressure and
dynamical regime are qualitatively similar to each other,
though CAM has almost universally higher cloud frac-
tion than GFDL. Unlike in ISCCP, both CAM and
GFDL thin clouds are found almost entirely in the up-
permost cloud-top pressure bin, with the CAM thin
cloudiness significantly over-predicted at all x500. At
intermediate thicknesses the models have qualitatively
the same pattern of cloud fraction as ISCCP, but both
models (particularly GFDL) have less cloudiness in
most categories than ISCCP. Both models have signifi-
cantly more thick cloud than ISCCP data. CAM has
significant thick boundary layer cloud that is not present
in the GFDL model or the ISCCP data. CAM overes-
timates thick upper-tropospheric cloud, and the GFDL
model overestimates thick mid-tropospheric cloud. The
combined cloud fraction of CAM and GFDL is quali-
tatively similar to ISCCP, with the cloud found espe-
cially in the upper troposphere in ascent regimes, and the
lower troposphere in subsiding regimes. However, the
models underestimate clouds in other areas compared
with ISCCP. The large discrepancies in overall cloud
amount with height have been noted in Lin and Zhang
(2004) and Zhang et al. (2005).

6 Response of the AGCMs to a +2K SST change

We now compare the response of the AGCMs to a +2K
uniform SST increase following Cess et al. (1989, 1996).
This perturbation illustrates the AGCM’s response to a
significant climate perturbation in a simple way, not
requiring expensive multidecade simulations, yet retains
salient characteristics of more realistic perturbations.

Figure 10a shows the PDF of x500 for the CAM
control case and the CAM +2K case. The +2K per-
turbation shows a slight overall weakening of the Had-
ley circulation, with reduction of the PDF at the
extremes of the distribution and increase of the PDF
between �30 and +20 hPa day�1. A comparison of the
change in PDF between the three GCMs (Fig. 10b)
shows that this response to the uniform SST warming is
typical, reflecting a negative (leftwards) shift of the PDF
peak towards 0. This change multiplied by the mean
cloud forcing in the control case is the dynamic term
(CdP) in the B04 ‘budget.’

When we apply the B04 analysis to most variables of
interest over the entire tropics, the integral of dynamic
term across the x500 PDF is small (<20%) compared to
the overall change, so we will be focusing on the ther-
modynamic term to understand the model response to
climate perturbations. The relative contribution of the
dynamic term for cloud forcing is particularly small
(e.g., B04 and Table 4), and we will discuss this below.

The thermodynamic changes in temperature, relative
humidity, grid-box-cloud fraction, and column-total
cloud fraction from the +2K SST perturbation are
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shown in Fig. 11. The upper tropospheric temperature
responses of the models are broadly similar. All models
show a 3–5 K warming of the upper troposphere in all
x500 bins driven by moist-adiabatic lapse rate feedback.
The lower tropospheric temperature response differs
more between the models. The relatively weak 1.5 K
warming below the 750 hPa level in CAM contrasts with
a 2–3 K warming in the GFDL and the GMAO models
in this regime.

The models’ relative humidity response to the +2K
perturbation are diverse (Fig. 11b), especially in the as-
cent regimes. In the upper troposphere, the response of
each model is partially (but not fully) explained with an
upward shift of its mean RH profile corresponding to
the upward shift of isotherms in the warmer climate.
These model differences presumably reflect uncertainties
in the parameterization of deep convection and cold
cloud microphysics. Between 750 hPa and the surface,
model RH changes are more closely connected with
boundary layer and shallow convection parameteriza-
tions for all x500 regimes. CAM has sizeable RH in-
creases tied to the air temperature in this layer increasing
less than the SST. The GMAO and GFDL models have
only slight RH changes in this layer.

The +2K changes in cloud fraction (Fig. 11c, d) also
differ substantially between the models. While all the
models base their cloud fraction at least partially on RH,
only CAM shows much correlation between cloud
fraction and RH changes. In the upper troposphere
much of the cloud fraction changes are dipoles associ-
ated with shifting upwards of the mean cloud fraction
profile, especially in CAM and GFDL. GMAO has a
broad reduction in cloud fraction despite significant

zones of increasing RH. The changes in total column
cloud fraction (Fig. 11d) reflect the dipole cancellation
of cloud fraction changes in CAM and GFDL, but not
in GMAO.

Figure 12 shows the response of the models’ grid-
box-mean cloud condensate to the +2K perturbation.
Both cloud liquid water (Fig. 12a), and cloud ice
(Fig. 12b), like cloud fraction, show significant dipole
patterns associated with the shifting upward of con-
densate. The disagreement of the model condensate re-
sponses to the +2K perturbation is partly due to
disagreements between the models’ condensate in their
respective control cases.

Other changes are model specific. In the ascent re-
gimes, the GFDL model cloud liquid and ice increases
substantially, which produces a huge net change in
combined condensate path compared to the other
models (Fig. 12c, d). In CAM there is a significant in-
crease in cloud liquid water below 750 hPa across all
x500 bins associated with RH and cloud fraction in-
creases. This is counteracted by a significant decrease in
condensate in the layer immediately above.

The thermodynamic response to the change in long-
wave, shortwave, and net cloud forcing is shown in the
top row of Fig. 13, normalized by the tropical mean
surface temperature change. The change in cloud forcing
to the +2K SST perturbation is quite varied between
the three models. The CAM runs show a weak negative
change in LWCF and SWCF due to significant vertical
cancellation of changes in cloud fraction and condensate
path. In the ascent regimes, the GFDL model has large
strengthening of LWCF and SWCF (more strongly
negative SWCF) associated with large increases in
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condensate path. By contrast, in the subsidence regimes
the SWCF weakens substantially (becomes less negative)
due to a substantial decrease in cloud fraction. The net

cloud forcing is primarily positive. The GMAO model
exhibits strong weakening of SWCF and LWCF asso-
ciated with large decreases in cloud fraction and small
decreases in condensate path across all x500 bins, with
the SWCF weakening dominating the net cloud forcing.

Table 4 gives the breakdown of LWCF, SWCF, and
net cloud forcing into thermodynamic (PdC) dynamic
(CdP), and co-variation (dPdC) terms from Eq. 4 sum-
med over all x bins. The net cloud forcing due to the
+2K change is �1.49 W m�2 for CAM, 1.00 W m�2

for GFDL AM, and 2.78 W m�2 for the GMAO model,
dominated by the thermodynamic term. The only vari-
able where the thermodynamic term does not dominate
the overall change is the SWCF in the GFDL AM
model. However, the dynamic term and the co-variation
term are quite small in this case as well, so the overall
change in SWCF is only 0.08 W m�2.

The dynamic term for LWCF and SWCF and for
most climate variables is quite large for individual x500

bins. That the dynamic term is still small when summed
over all x500 bins, as in Table 4 and B04, is actually
quite remarkable, and certainly not guaranteed by the
construction of the diagnostic.

It is useful to consider the size of the summed dy-
namic term for an idealized control variable Cx that is a
linear function of x and two constants: Cx=C0+C1x.
Reverting to the continuous definition of the dynamic
term from B04, and substituting for Cx, the dynamic
term is
Z

CxdPxdx ¼
Z

C0dPxdxþ
Z

C1xdPxdx: ð7Þ

The first term on the right-hand side is identically
zero by the normalization condition of Px. So the dy-
namic term is equal to the second term, which is just
C1dx, where dx is the domain averaged change in x. If
�x ¼ 0 in a given domain for both the control and per-
turbed climates, the dynamic term would vanish. In
reality this is nearly but not exactly true. In the case of
LWCF and SWCF we can estimate C1 by fitting a line to
the left part of the control case values (from Fig. 3a, b).
For the CAM +2K case, dx ¼ �0:23 hPa day�1,
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Table 4 The size of the terms in
the Bony analysis of the change
in cloud forcing in W m�2

between the +2K run and the
control run for the three GCMs

The mean change in net cloud
forcing is dominated by the
thermodynamic term

Model Term Longwave CF Shortwave CF Net CF

CAM Mean 31.61 �55.90 �24.29
Thermodynamic �0.84 �0.50 �1.34
Dynamic �0.03 0.02 �0.01
Co-variation �0.07 �0.07 �0.14
Mean change �0.94 �0.55 �1.49

GFDL AM Mean 26.25 �56.08 �29.83
Thermodynamic 1.00 0.01 1.01
Dynamic �0.09 0.04 �0.05
Co-variation 0.01 0.03 0.04
Mean change 0.92 0.08 1.00

GMAO Mean 36.81 �54.64 �17.83
Thermodynamic �2.22 4.86 2.64
Dynamic 0.10 0.08 0.18
Co-variation �0.03 �0.01 �0.04
Mean change �2.15 4.93 2.78
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C1LWCF � �0:8, and C1SWCF � þ0:8Wm�2 hPa�1 day,
so the estimated dynamic term for LWCF is
+0.2 W m�2 and for SWCF �0.2 W m�2, as compared
to the actual terms �0.03 and +0.02 W m�2, respec-
tively. Thus the actual dynamic terms are much smaller
in magnitude than expected from a simple linear fit. We
think this pattern is coincidental, but it also holds for the
cloud forcing for other models’ +2K runs.

A key question in applying a regime-sorting approach
to climate change is whether the climate change response
in some variable C (e.g., SWCF) in individual locations
and months can be well predicted from the mean ther-
modynamic response dCx of their regime. If so, the re-
gime-sorting provides an economical summary of the
time and space dependent climate response. If not, the
regime-sorted response may merely be the amalgam of
various regionally specific responses with disparate
causes.

We approach this question by computing climate
change responses dCcol and dxcol

500 in individual column-
months. We partition dCcol into a dynamic and a
residual component. The dynamic component is
dCcol

dyn ¼ dxcol
500ð@Cx=@xÞ, where the rightmost factor is

the approximate slope of Cx in the control climatology
(e.g., from Fig. 3) evaluated at the x500 value of the
particular column-month. The residual component
dCcol

res ¼ dCcol � dCcol
dyn of all column-months can then be

sorted by x500 and compared with the regime-sorted
thermodynamic change dCx. By construction, the mean
of dCcol

res over all column-months in the bin should closely
match dCx; it is the relative magnitude of the scatter of
dCcol

res about this mean that we are interested in here.
For example, let C be GMAO SWCF and consider

the +2K climate perturbation. Figure 14 shows the
xcol

500-binned mean and standard deviation of dCcol
res about

this mean over all column-months. Comparison of
Fig. 14 with the actual thermodynamic term in Fig. 13
verifies that the mean dCcol

res indeed closely matches the
thermodynamic contribution dCx. For the column-
months with mean subsidence, especially for xcol

500 be-
tween +20 and +30 hPa day�1, the regime-mean dCcol

res
is roughly 1 standard deviation, indicating that around
half of the mean square dCcol

res in column-months in these
bins can be explained by the regime-averaged dCx. This
was chosen as a particularly favorable case; for most
models and fields, a more modest (though usually sta-
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tistically significant) fraction of the column residual
changes are explainable by regime-sorting. Thus, the
Bony approach is useful for diagnosis of climate per-
turbations, but is less skillful for this purpose than it is
for rationalizing the space–time variability of low-lati-
tude clouds in the current climate.

The dynamic component dCcol
dyn also contributes sub-

stantially to dCcol. For our example it explains 50–70%
of the mean-square dCcol in the ascent regimes (because
of changes in the location and intensity of the tropical
rainfall belts), though it is much less variable than the
residual component in most of the subsidence regime
(not shown). Interpretation of climate change in fixed
geographic regions is a necessary complement to x500

regime-sorting but must not ignore the possibly large
dynamic component of any cloud changes.

7 Response to other climate perturbations

Now we investigate the effects of alternate types of cli-
mate perturbations on cloud properties and cloud forc-
ing. In addition to a +2K SST change, we also consider

a �2K change, the DCMIP SST change, and doubling of
CO2 in simulations with a slab-ocean model. Not all
climate perturbation types were performed all of the
models. Note that we define the response in the �2K
perturbation case as control minus �2K.

Figure 15 shows the annual-mean DSST (SST per-
turbation) patterns for the DCMIP and 2·CO2 climate
perturbations. For the DCMIP case (Fig. 15a), DSST is
everywhere positive, but less than 2K and weaker south
of the equator, particularly off the west coast of South
America. Figure 15b, c shows the mean annual SST
changes in the CAM and GFDL runs for the 2·CO2

case, respectively. The CAM DSST (Fig. 15b) has a
narrow local maximum of DSST near the Pacific ITCZ
and relatively weak DSST in the Atlantic north of the
equator. The GFDL model SST pattern is very similar
to the DCMIP perturbation, but with 50% higher
amplitude SST perturbations. These two different DSST
patterns of CAM and GFDL partially reflect the feed-
back of their different cloud responses to the CO2 in-
crease. The mean amplitudes of both the 2·CO2 SST
responses are larger than the specified DCMIP SST
perturbation primarily because the former simulations
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are close to equilibrium, while the coupled CMIP models
were not.

The thermodynamic terms for cloud forcing for all of
the climate experiments are plotted in Fig. 13. Also
plotted in Fig. 16 are the tropics-wide total changes of
cloud fraction, ice + liquid water condensate path, and
shortwave, longwave, and net cloud forcing for all the
climate perturbation experiments. Low, middle, and
high cloud fraction and condensate path categories differ
slightly by model: CAM low, middle, and high catego-
ries are divided at 700 and 400 hPa, GFDL at 680 and
440 hPa, and GMAO at 700 and 500 hPa. Cloud frac-
tion is calculated using the individual models’ overlap
methods and does not involve the ISCCP simulator. To
simplify the comparisons, both Figs. 13 and 16 are
normalized by the mean surface temperature change.

Each model shows a qualitative consistency of re-
sponse across most perturbation types. This can be seen
in the LWCF and SWCF thermodynamic term profiles
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(Fig. 13), and in tropical mean response of cloud frac-
tion, condensate amount, and net cloud forcing
(Fig. 16). However, there are a few significant differ-
ences, as discussed below.

The most similar case to the uniform +2K pertur-
bation is the DCMIP case, performed for CAM and
GFDL, which involves a SST forcing pattern that is
mostly flat. The LWCF and SWCF changes (Fig. 13,
third row) and cloud fraction and condensate path
changes (Fig. 16) are very similar to the +2K case for
both CAM and GFDL.

The 2·CO2 case varies significantly from the +2K
case for both CAM and GFDL, but in different ways for
each model. For the CAM 2·CO2 perturbation,
DSWCF is positive from �40 to +30 hPa day�1, while
in the +2K case it is negative or zero. A large part of
this difference is caused by a disparity in low cloud re-
sponse. The 2·CO2 case has less boundary layer RH
increase from 0 to 40 hPa day�1 and less increase in low
cloud fraction across dynamic regimes (not shown). The
CAM 2·CO2 perturbation also has a slightly stronger
decrease in LWCF compared to the +2K case, due to a
stronger decrease in middle cloud amount and conden-
sate path. The net result of doubling CO2 is a negative
cloud forcing, but less so than for the +2K perturba-
tion.

In the case of GFDL, it is the ascent regimes where
the 2·CO2 differs from the +2K case. The middle and
high cloud fraction decrease more in the 2·CO2 case,
and the middle and high condensate path increase less.
Both factors increase SWCF and lower LWCF in the
ascent regimes, the net effects of which largely cancel.

We expect the response in the GMAO and GFDL
�2K perturbation experiments (defined as control minus
�2K) to be similar to their respective +2K perturbation
responses. This is true for GMAO but not for GFDL. In
the GFDL �2K case, the large cumulative increase in
condensate for warmer SST in ascent regimes that is seen
in the +2K response is much reduced. The �2K case
also has stronger reduction in middle and high cloud
fraction. This causes a large decrease in SWCF and in-
crease in LWCF for all negative omegas. Experiments
with the Tokioka entrainment rate limiter removed (not
shown) do not have this strong asymmetry.

8 Discussion and conclusions

As found by B04, the x500-sorted model LWCF and
SWCF in all three AGCM models studied here agree
well with ERBE observations. This agreement hides a
number of significant underlying differences in the
models’ representation of clouds and cloud processes.
The disparate responses of LWCF and SWCF in the
models to identical climate perturbations further expose
these differences between the models.

The liquid water path is underestimated substantially
in the GFDL and GMAO models, particularly in the
ascent regimes, compared to satellite microwave esti-

mates sorted by reanalysis x500. That their SWCF pro-
files are so similar shows how strongly other factors,
such as parameterization of cloud fraction and cloud
overlap assumptions can compensate for this bias. The
mean vertical profiles of temperature and relative
humidity in CAM have substantially more complicated
vertical structure in the ascent regimes than the other
models or reanalysis. The CAM temperature, humidity,
condensate, and cloud fraction responses in the ascent
regimes to the +2K perturbation appear to be sub-
stantially related to this structure.

Model simulated low clouds in the subsidence re-
gimes also show huge differences between models. CAM
has unrealistically large low cloud fractions over a broad
range of dynamical regimes. It has very large liquid
water contents below 950 hPa over the oceans, especially
in subtropical stratocumulus regimes. This may be due
to CAM’s surface-forced boundary layer scheme (Hol-
tslag and Boville 1993) that does not include the effects
of stratocumulus cloud-top cooling in enhancing
entrainment rate, causing an unrealistically shallow
boundary layer. The GFDL scheme, based on Lock
et al. (2000), which contains more detailed marine
boundary layer physical processes, under-predicts low
cloud fraction substantially in the subtropical stratocu-
mulus regions (GAMDT 2004). The GFDL model also
has unusually high mean condensate up to 550 hPa in
the subsidence regimes injected by sporadic cumulus
convection.

In the climate perturbation experiments, the low
cloud amount and low cloud fraction responses are
consistent between perturbation types but quite different
between models (CAM increases both, GFDL decreases
both, and GMAO sharply decreases both), reflecting
continuing uncertainty in boundary layer cloud param-
eterization. The tropics-wide differences TOA net cloud
forcing can be largely explained by differences in low
cloud (Fig. 16, bottom row) as the substantial inter-
model differences in upper and especially middle level
clouds appear to largely cancel.

In the ascent regimes there are two significant unex-
plained results of the climate experiments. One is the
strong increase in condensate at mid-levels in GFDL due
to a warming climate perturbation, compared with a
strong condensate decreases in CAM at mid-levels. The
other is the asymmetry of the response of the GFDL
AM between SST perturbations of +2K and �2K.

The substantial differences in clouds and especially
cloud responses in ascent regimes are surprising given
the underlying similarity between the deep-convective
schemes of the models. The GMAO and GFDL models
both use RAS schemes, and CAM scheme uses the mass
flux scheme of Zhang and McFarlane (1995), which it-
self is based on an Arakawa–Schubert-like ensemble of
entraining plumes. The regime-sorted differences be-
tween the GMAO and GFDL condensate profiles show
how sensitive the model clouds are to microphysical
assumptions and internal RAS parameters. For in-
stance, two important differences between the two
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models’ RAS implementations are: (1) the fraction of
parameterized updraft condensate that is converted to
precipitation, which controls the amount of detrained
moisture, and (2) GFDL’s use of a Tokioka entrainment
rate limiter, preventing undiluted cumulus updrafts.
Sensitivity tests show that this limiter may partly ac-
count for the overall lower cloud fraction of GFDL
relative to the other models.

Comparison of CAM and GFDL models with the
ISCCP simulator sorted by x500 highlights some com-
mon problems shared by GCMs including over-pre-
dicting thick clouds and high thin clouds and under-
predicting other thin clouds and mid-level-top clouds, in
agreement with other studies. The limited vertical reso-
lution of modern operational GCMs likely inhibits
accurate prediction of thin clouds. However this is
clearly not the only problem, as higher resolution runs of
some of these models still produce large cloud biases.
Even with much higher vertical resolution, adequate
parameterization of both shallow and deep convection
must still redistribute heat and moisture accurately in
order to simulate cloudiness well.

The B04 method provides a useful method for iso-
lating biases in the models as well as illuminating the
strong model differences of clouds due to climate per-
turbations. The relative importance of the geographi-
cally dominant weak-subsidence regimes is highlighted,
and the complicating effects of dynamic perturbations
are largely separated out for most variables of interest.
One shortcoming of the approach is that regime-sorting
only explains a limited fraction of the residual variance
of the climate change response of many cloud-related
variables in individual column-months after dynamical
effects have been removed. Regional factors such as
nearby land or ocean surface type and local advective
effects must still be scrutinized to understand the overall
climate response. Further, for analyzing climate pertur-
bations of the simple types presented here, the B04
method is limited to comparison between models as
there are no direct observations to compare with.

An important next step is to try to better understand
some of the substantial differences between models dis-
cussed above under conditions of similar dynamic
forcing. One possible approach is to use the x500-sorted
GCM output as forcing for single-column versions of
the GCMs and cloud-resolving models. Continuing
development of cloud-related observational data sets is
also essential to making progress in representing clouds
in large-scale models.
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