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ABSTRACT

A common practice in the design of forecast models for ENSO is to couple ocean general circulation
models to simple atmospheric models. Therefore, by construction these models (known as hybrid ENSO
models) do not resolve various kinds of atmospheric variability [e.g., the Madden–Julian oscillation (MJO)
and westerly wind bursts] that are often regarded as “unwanted noise.” In this work the sensitivity of three
hybrid ENSO models to this unresolved atmospheric variability is studied. The hybrid coupled models were
tuned to be asymptotically stable and the magnitude, and spatial and temporal structure of the unresolved
variability was extracted from observations. The results suggest that this neglected variability can add an
important piece of realism and forecast skill to the hybrid models. The models were found to respond
linearly to the low-frequency part of the neglected atmospheric variability, in agreement with previous
findings with intermediate models. While the wind anomalies associated with the MJO typically explain a
small fraction of the unresolved variability, a large fraction of the interannual variability can be excited by
this forcing. A large correlation was found between interannual anomalies of Kelvin waves forced by the
intraseasonal MJO and the Kelvin waves forced by the low-frequency part of the MJO. That is, in years
when the MJO tends to be more active it also produces a larger low-frequency contribution, which can then
resonate with the large-scale coupled system. Other kinds of atmospheric variability not related to the MJO
can also produce interannual anomalies in the hybrid models. However, when projected on the character-
istics of Kelvin waves, no clear correlation between its low-frequency content and its intraseasonal activity
was found. This suggests that understanding the mechanisms by which the intraseasonal MJO interacts with
the ocean to modulate its low-frequency content may help to better to predict ENSO variability.

1. Introduction

El Niño–Southern Oscillation (ENSO) irregularity
has been postulated to result from low-order chaos of
nonlinear resonances of the ENSO mode with the an-
nual cycle (e.g., Jin et al. 1994; Tziperman et al. 1994;
Chang et al. 1995), to result from the modulation by
small changes in the background state (An and Wang
2000; Fedorov and Philander 2000; Wittenberg 2002),
or to result from the sporadic forcing of intraseasonal
variability on the ENSO mode (e.g., Lau 1985; Penland

and Sardeshmukh, 1995; Blanke et al. 1997; Eckert and
Latif 1997; Moore and Kleeman 1999a; Penland et al.
2000; Thompson and Battisti 2000; Fedorov 2002;
Zavala-Garay et al. 2003). The last possibility has
gained more research attention in the past decade after
several strong intraseasonal events have been observed
prior to ENSO warming to influence predictions by
coupled models (e.g., Fedorov et al. 2003; Lengaigne et
al. 2003; McPhaden 2004). In fact, the state of the in-
traseasonal variability in the tropical Pacific and its ef-
fects on the ocean are now documented by some agen-
cies as part of their diagnostics (see, e.g., the ENSO
diagnostic discussion issued by the Climate Prediction
Center available online at http://www.cpc.ncep.noaa.
gov/products).

This observational evidence suggests that the as-
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sumed separation of scales on which a number of
ENSO models are based should be revised. Of course
these models are extremely useful in terms of short-
term seasonal prediction as most of the deterministic
aspects of ENSO are contained in these models. They
however cannot be used to understand the spread (or
uncertainty) of the forecasts or the long-term evolution
of ENSO if intraseasonal variability turns out to be
important. In theory this kind of variability and its in-
teractions with the ENSO should be reproduced by the
coupled models containing atmospheric general circu-
lation models (AGCMs). However, detailed evalua-
tions of AGCMs suggest that many of them do not
produce much intraseasonal variability at all and, if
they do, the spatial distribution, phase, and seasonal
cycle of this variability is usually unrealistic (Zhang et
al. 2006). Given the observed influence of this kind of
variability on the slowly evolving coupled system, one
could expect these errors to propagate to other time
scales in fully coupled GCMs.

In this work we will take an alternative approach to
the fully coupled GCMs. We couple two state-of-the-
art ocean GCMs to simple atmospheric models that are
able to generate basic large-scale wind feedbacks for
ENSO growth and then externally impose the unre-
solved variability (UV) from observations. This proce-
dure will allow us to carefully study the way the UV
affects the slowly evolving coupled system in a more
realistic framework. These so-called stochastic models
are the natural extension of Hasselmann’s climate para-
digm (Hasselmann 1976) applied to the ENSO system
[for a review of this approximation see Penland (1996)].
We define the UV as that part of the atmospheric vari-
ability that is not linearly related to the ocean circula-
tion. The term “stochastic” here simply refers to pro-
cesses that “decorrelate very fast” on ENSO time
scales. These processes can have (and in fact they do)
spatial coherence and populate all frequencies (e.g., a
spatially coherent red noise process). It should be noted
however that, while in these models the stochastic forc-
ing (SF) is allowed to influence ENSO, the possible
influence of the ENSO mode on the SF is not included.
Using the terminology of stochastic differential equa-
tions (SDEs), we treat the UV as an additive SF acting
on the slowly evolving ENSO system. Clearly under-
standing such model will be of benefit to understanding
the more general case where the UV is allowed to be
modified by the ENSO system, formally referred to as
multiplicative SF. Such state-dependent SF has the po-
tential to fundamentally alter the probability density
functions of coupled models (e.g., Perez et al. 2005; Jin
et al. 2007).

It should be noted that the use of stochastic models

does not necessarily contradict the validity of chaotic
models. Stochastic models are often derived as tools
that can approximate the statistics of chaotic systems
[for a discussion of this issue see Leith 1996; Penland
2003)]. In view of the deficiencies of the AGCMs in
modeling the SF, the great utility of such a simplifica-
tion in the present work is that the external forcing is
prescribed from observations and therefore is expected
to add an important piece of realism to the hybrid mod-
els. In addition, this approach will allow us to evaluate
the impact of the different sources of the stochastic
forcing in an objective way, a task that would be very
difficult using coupled GCMs.

The Madden–Julian oscillation (MJO) (Madden and
Julian 1971) has been postulated to be an important
source of SF (Mantua and Battisti 1995; Moore and
Kleeman 1999b; Zavala-Garay et al. 2005, hereafter
ZG05). In fact, MJO activity in the western Pacific has
been shown to lead ENSO by several months (Zhang
and Gottschalck 2002; Hendon et al. 2007). However,
the numerical investigations of this hypothesis have
been done using very simple ocean models (Batstone
and Hendon 2005), coupled models of intermediate
complexity (Zavala-Garay et al. 2003; ZG05), or using
an idealized MJO forcing acting on a stand-alone ocean
GCM (Kessler and Kleeman 2000). Intermediate mod-
els are often criticized for their simplicity because sev-
eral processes are highly parameterized (e.g., vertical
mixing) or even not represented (e.g., tropical instabil-
ity waves). Therefore it is important to ascertain wheth-
er the conclusions drawn from these studies are robust
in dynamical systems that consider all these processes.
In this work we advance these studies by documenting
responses to the MJO and other sources of SF by stand-
alone ocean GCMs and their hybrid versions coupled to
statistical atmospheric models.

The rest of this work is organized as follows. In sec-
tion 2 we describe the hybrid models used in this study.
The way that we estimate the SF from observations and
the contributions of the MJO and other sources of vari-
ability to the stress perturbations are described in sec-
tion 3. To better understand the coupled model experi-
ments, in section 4 we first study the response of the
ocean to the SF perturbations. The response of the hy-
brid coupled models is then presented in section 5. Fi-
nally a summary is presented in section 6.

2. Models

The hybrid models used in this study consist of three
different simple atmospheric models coupled to two
ocean GCMs (OGCMs). The two OGCMs are the
Océan Parallélisé (OPA) 8.1 (Madec et al. 1998) ocean
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model of the Laboratoire d’Océanographie Dynamique
et de Climatologie (LODYC) and the Geophysical
Fluid Dynamics Laboratory (GFDL) Modular Ocean
Model version 4 (MOM4; Griffies at al. 2003) config-
ured for the tropics.

a. OPA OGCM

The version of the model used here is configured for
the tropical Pacific and is described in Vialard et al.
(2001). Temperature is gradually damped toward Levi-
tus (1982) climatology at latitudes higher than 20°. The
model has a 1° zonal resolution and a meridional reso-
lution varying from 0.5° at the equator to 2° at the
meridional boundaries (30°S–30°N). There are 25 levels
in the vertical with maximum resolution of 10 m in the
top 150 m. A realistic coastal geometry and bathymetry
is considered even though the model is closed in the
western boundary (i.e., no Indonesian Throughflow). A
turbulent closure hypothesis is used to parameterize the
unresolved subgrid-scale physics. Lateral mixing is af-
fected by a second-order operator with constant eddy
viscosity and diffusivity coefficients. Vertical mixing co-
efficients are determined from a prognostic equation
for turbulent kinetic energy and from a diagnosed tur-
bulent length scale (Maes et al. 1998).

Details about the initialization process can be found
in Moore et al. (2003). After the spinup period, the
model was forced with the monthly Florida State Uni-
versity (FSU) wind stress anomalies for the period
January 1960–December 1978. The OPA model inte-
grations presented in this study use the final state of this
period of integration as the initial condition.

The sea surface temperature (SST) is relaxed toward
the observed mean seasonal cycle of SST derived from
the Reynolds and Smith (1994) analysis using a relax-
ation coefficient of 40 W m�2 °C�1. This might imply a
too strong damping in the eastern Pacific but it pro-
duces a more realistic climatology (Vialard et al. 2001)
Similarly, the salinity is forced by an annual-mean net
freshwater flux derived from 15-yr European Centre
for Medium-Range Weather Forecasts (ECMWF) Re-
Analysis (ERA-15) net evaporation minus precipita-
tion and relaxed toward the annual mean sea surface
salinity (SSS) of Levitus (1982).

b. MOM4 OGCM

Although this model is global, a gradual damping
toward Levitus and Boyer (1994) climatology is applied
poleward of 45°. The model has a 2° zonal resolution
and a meridional resolution varying from 0.5° at the
equator to 5° near the Poles. Indonesian Throughflow
is allowed. There are 25 vertical levels with a maximum
resolution of 15 m in the top 150 m.

Details about the spinup/flux adjustment methodol-
ogy are described in Zhang et al. (2005). In coupled
mode, a “climatological flux-adjustment term” is pre-
scribed (see Zhang et al. 2005), and the SST and SSS
damped toward climatology with an e-folding time of
100 days. This procedure allows the model to maintain
a realistic climatology without strongly damping the in-
terannual anomalies.

All the MOM4 OGCM integrations presented in this
work start from January of 1979. This initial condition
was obtained by nudging the coupled model (see
section 2c) toward observed SST and imposing an esti-
mate of the SF from the 40-yr ECMWF Re-Analysis
(ERA-40).

c. Hybrid models

The two OGCMs were coupled to simple atmo-
spheric models that are capable of producing basic
large-scale feedbacks for ENSO growth. We refer to
such simple atmospheric models as A1, A2, and A3.
The resulting hybrid models along with its atmospheric
components are summarized next.

1) OPA�A1 HYBRID MODEL

The OPA model was coupled to a statistical atmo-
spheric model derived from singular value decomposi-
tion (SVD) analysis (Bretherton et al. 1992) between
the monthly FSU wind stress anomalies and the simu-
lated SST anomalies from 1960 to 2000. Two SST sin-
gular vectors, dominating the large-scale covariance of
the modeled SST with the applied stress, are considered
as predictors. The dynamical properties of this coupled
model are discussed in Moore et al. (2003, 2006). For
the strength of the coupling coefficient chosen the
model exhibits a stable oscillation with an e-folding
time of about 2.5 yr. The computed stress anomalies
were modified every day by adding the externally im-
posed SF (in the form of wind stress) and the resulting
field used to force the ocean.

2) OPA�A2 HYBRID MODEL

The OPA model was also coupled with the simple
dynamical atmospheric model described by Kleeman
(1991). It is a steady, two pressure level (250 and 750
mb) Gill-type model linearized about a state of rest in
an equatorial � plane with a first baroclinic mode phase
speed of 60 m s�1, a damping Rayleigh friction, and
Newtonian cooling of 3 days. The heating used to drive
the atmosphere is partitioned into latent heating and
direct thermal heating. The former, dominating in the
western Pacific, is an important source of nonlinearity
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in the form of a threshold. Latent heat release by deep
penetrative convection is allowed when the moist static
energy of air parcels exceeds a critical value corre-
sponding to an SST of about 28°C. The model has been
shown to give a reasonable distribution of precipitation
and circulation anomalies of several observed warm
and cold phases of ENSO (Kleeman 1991). In coupled
mode, the SST anomalies computed from the OPA
OGCM were passed to the A2 model every time step to
determine the coupled wind anomalies (uc). These wind
anomalies were then converted to pseudostress using
� � 2|u|uc, where u is the FSU-based zonal wind cli-
matology. This relation results from direct linearization
of the stress perturbations produced by the coupled
wind and was found to be an excellent approximation.
The SF is then added to this coupled contribution every
day and the resulting field used to force the ocean.

3) MOM4 � A3 HYBRID MODEL

The MOM4 ocean model was coupled to a statistical
atmosphere derived from the National Centers for En-
vironmental Prediction version 2 (NCEP2) reanalysis.
The use of another statistical atmosphere is motivated
by the fact that the behavior of hybrid models strongly
depends on which atmospheric product is used in its
design (Harrison et al. 2002). The statistical atmosphere
used in this hybrid model is based on a direct linear
regression of the NCEP2 stress anomalies onto the
leading (first seven modes) SST singular vectors of the
SST–stress covariance as in Wittenberg (2002) and Har-
rison et al. (2002). A detailed description of this statis-
tical atmosphere can be found in Wittenberg (2002, his
chapter 3).The computed stress anomalies were then
modified by adding the externally imposed SF and then
used to force the ocean.

3. Stochastic forcing

To study the response of the hybrid models to the
unresolved variability we need to remove first from the
observed wind anomalies the part that is associated
with the large-scale coupled system. One way of doing
so is to directly high pass the observed wind stress
anomalies. This procedure is useful to study the pos-
sible rectification of high frequency forcing onto the
slow coupled ENSO system. It is not useful however to
study the possible linear amplification of the perturba-
tions induced by the UV (e.g., see ZG05). Therefore,
an alternative approach of filtering out the ENSO sig-
nal statistically is used. Similar filters have been used
previously as a means of deriving the statistical struc-
ture of the UV (e.g., Blanke et al. 1997; Roulston and

Neelin 2000; Wittenberg 2002; Zavala-Garay et al.
2004) or as a means of filtering out the ENSO signal to
construct near-real-time indices of the MJO (Wheeler
and Hendon 2004).

A strong limitation of this method is the implied as-
sumption of strong linearity in the SST–wind stress re-
lationship, which is known not to hold all the time (e.g.,
Vecchi et al. 2006). However, these models have been
shown to reproduce most of the interannual anomalies
of the wind associated with ENSO, and most of the
hybrid models used to date have a similar statistical
relationship in its atmospheric component. Therefore,
defining the residual of this regression as the UV is
consistent with the fact that this is the variability not
reproduced by these hybrid models.

In this study we use the NCEP–Department of En-
ergy (DOE) Atmospheric Model Intercomparison
Project (AMIP-II) NCEP2 reanalysis as a proxy of the
observed atmospheric variability. The NCEP2 reanaly-
sis is an updated version of the NCEP–National Center
for Atmospheric Research (NCEP–NCAR) reanalysis
that eliminates several human processing errors and
features improved physics (Kanamitsu et al. 2002).
There are considerable differences in the zonal wind
stress between NCEP–NCAR and NCEP2 reanalyses,
with the latter stronger and more variable over the cen-
tral Pacific (see Fig. 1 of Wittenberg 2004).

The linear, large-scale ENSO signal dependent on
tropical Pacific SST was removed from the 10-m zonal
wind of the NCEP2 reanalysis by multivariate linear
regression with the SST analysis of Reynolds and Smith
(1994). The domains considered were the equatorial
strip (15°S–15°N) for the zonal wind and the tropical
Pacific (20°S–20°N, 112°E–85°W) for the SST. A semi-
global scale is used for the zonal wind in order to ob-
jectively isolate the MJO from the residual field. The
SST was linearly interpolated to daily values for com-
patibility with the zonal wind data. A climatology was
computed for the period considered (January 1979–
December 2003) and stabilized with a 91-day running
mean (Madden and Jones 2001). The zonal wind
anomalies (ua) recovered after removal of this clima-
tology still exhibited a small amount of energy concen-
trated around the first two harmonics of the annual
cycle (especially in the eastern Pacific). Therefore, the
first three harmonics were also removed. The singular
value decomposition between the wind and SST
anomalies gave two statistically significant modes
(North et al. 1982) explaining 85% of the total squared
covariance. The time history of the projection of the
corresponding two SST modes was then used as predic-
tors for the zonal wind. The resulting SST-forced em-
pirical model reproduces most of the interannual vari-
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ability of the observations (see Fig. 1 of ZG05) and this
is roughly the variability modeled by hybrid models
with statistical atmospheres.

The resulting residual was further separated as a part
due to the MJO plus another part not related to the
MJO. The MJO was determined via Hilbert singular
value decomposition (HSVD) of the residual. Prior to
the HSVD, a space filter is applied to emphasize the
large scale of the MJO resulting in an effective resolu-
tion of 10° and 5° in the zonal and meridional direc-
tions, respectively. This method has been shown to ef-
ficiently isolate the propagating component of the MJO
(Zhang and Hendon 1997) as well as its low-frequency
variability (ZG05). The MJO estimate was based on
three Hilbert singular vectors, as described in ZG05.
The non-MJO contribution is then defined as the dif-
ference between the residual zonal wind and the MJO
estimate.

To illustrate the different separations performed on
the zonal wind anomaly, Fig. 1 shows a nonparametric
estimate of the probability density function (PDF) of
the different components of the equatorial zonal wind
(5°S–5°N average). The nonparametric PDFs are ob-
tained using a Gaussian kernel � density estimator
(Rosenblatt 1956) with an optimal bandwidth

h � 2� 4
3n�1�5

�,

where � is the standard deviation based on n data
points (Silverman 1986). Figure 1a shows the PDF of
the zonal wind linearly related to SST as a function of
longitude. This part of the zonal wind shows some dif-
ferences between El Niño and La Niña phases, with the
westerly wind anomalies during El Niño phase more
confined to the central/eastern Pacific than the easterly
wind anomalies during La Niña phase. As an example,
Fig. 1a also shows a snapshot of the wind anomalies
during the 1997–98 El Niño phase (black solid line) and
1998–99 La Niña phase (black dashed line). This differ-
ence between the El Niño and La Niña phase produces
asymmetric PDFs at some longitudes. We tested the
fitted PDFs against the null hypothesis that the data
were drawn from a Gaussian distribution having the
same variance using the Kolmogorov–Smirnov (K–S)
statistics (Wilks 1995). The K–S test looks for the larg-
est difference in magnitude (Dn) between the empirical
and theoretical (Gaussian) cumulative distribution
functions (CDFs), which should exceed the value 0.886/
	n for the null hypothesis to be rejected at the 5%
level. Using n � 4 
 25 (number of seasons) as the
number of independent observations, the null hypoth-
esis can be rejected at the longitudes marked with as-

terisks in Fig. 1a. That is the deviations Dn at these
longitudes are larger than what could be expected to be
obtained when estimating a PDF from n samples drawn
from a Gaussian distribution.

The strongest zonal wind anomalies are associated
with the residual wind as illustrated by its PDF in Fig.
1b. Though rare (i.e., low probability), the residual can
exhibit zonal wind anomalies as large as 10 m s�1 in the
western Pacific and eastern Indian Ocean. As a refer-
ence a snapshot of the strong intraseasonal event of
March of 1997 is also shown in Fig. 1b (black line). This
event is thought to have significantly influenced the
evolution of the 1997–98 El Niño (McPhaden 1999; van
Oldenborgh 2000; Vialard et al. 2001). Vecchi et al.
(2006) found that a fraction of this wind anomaly could

FIG. 1. Nonparametric PDFs of equatorial (5°N–5°S average)
zonal wind anomaly as a function of longitude: (a) component
linearly related to SST, (b) residual, (c) MJO component of the
residual, and (d) nonMJO component of the residual. In (a) the
asterisks indicate the longitudes where the estimated PDFs
significantly deviate from a Gaussian distribution at the 5%
level according to the K–S Dn statistics. Snapshots of the coupled
zonal wind during El Niño (solid black line corresponding to 1 Jan
1998) and La Niña (dashed black line corresponding to 1 Jan
1999) are also shown. Similarly, in (b), (c) snapshots of the cor-
responding wind components are shown for 10 Mar 1997. For
comparison, the dashed line in (c) shows the MJO wind during a
strong easterly phase. The shading scale shows the probability
P(u � �u/2 � u � u � �u/2) for �u � 0.5 m s�1.
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have been the result of a nonlinear response to SST,
and therefore not reproducible by linear statistical at-
mosphere models such as those used in this study.

Assuming a typical decorrelation time of 10 days we
applied the K–S test to the fitted PDFs in Fig. 1b using
n � 36 
 25 and found that the null hypothesis (the
residual comes from a Gaussian distribution) cannot be
rejected at the 5% significance level. It should be noted
however that, because Dn is the absolute value of the
largest difference between the theoretical and empirical
CDFs, the K–S statistics is a one-sided test. Therefore,
large values of Dn will indicate large discrepancies that
are unfavorable to the null hypothesis. For Fig. 1b the
largest values of Dn were found around the warm pool
edge, suggesting some deviations from Gaussianity and
in agreement with the view that part of the wind in this
area is due to nonlinear processes. However the depar-
tures from Gaussianity cannot be backed up with the
data and analysis tools used here.

We also note that the “residual” wind anomalies
shown over the Indian Ocean (Fig. 1b) could have a
“coupled” component that is responding to the Indian
Ocean SSTs, which are not considered in our regres-
sion. However, a large fraction of these wind anomalies
can be associated with the eastward-propagating com-
ponent of the MJO as shown in Fig. 1c. A drastic de-
crease in variance is observed around the Maritime
Continent (from 2.4 m s�1 at 82.5°E to about 0.3 m s�1

at 100°–120°E), as reported in previous studies (e.g.,
Zhang and Hendon 1997). Larger MJO variability at
these longitudes (not shown) was observed north and
south of 5° latitude. Figure 1c also shows that part of
the residual shown in Fig. 1b that can be associated with
the MJO (black line). Also included is the MJO com-
ponent for a strong easterly phase as an example. Even
though the MJO is sometimes associated with small
wind anomalies, its large zonal extent makes it a very
efficient source of stochastic forcing for some ENSO
models (ZG05). Wind anomalies associated with other
high frequency events (e.g., Yu and Rienecker 1998;
Hartten 1996; Harrison and Vecchi 1997) are associated
with smaller scales. These events are contained in our
non-MJO estimate and its PDF is shown in Fig. 1d. In
contrast with the MJO, the non-MJO is evenly distrib-
uted over the equatorial Pacific and exhibits smaller
spatial decorrelation scales. As an example we also
show in Fig. 1d the non-MJO contribution for the re-
sidual wind shown in Fig. 1b.

The perturbations in stress due to the UV or residual
wind are proportional to

�n � ��u � uc � un � ��u � uc,

where �(u) � |u| u is the pseudostress, u is the zonal
wind seasonal climatology, uc is the part linearly corre-
lated with the SST, and un � ua � uc is the residual.
Similarly, the stress perturbation due to the presence
of the MJO is given by �MJO � �(u � uc � uMJO) �
�(u � uc), where uMJO is that part of the residual un that
is associated with the MJO. A similar stress perturba-
tion can be defined for other sources of residual wind
not associated with the MJO using unonMJO � un �
uMJO (the alternative definition �nonMJO � �n � �MJO

gave similar results). The use of these definitions was
motivated by the fact that the stochastic stress pertur-
bations depend on the background wind (u � uc) over
which they develop. Therefore, strictly speaking, the
residual un should be included as a multiplicative stress
perturbation in the hybrid models since its amplitude
depends on uc or SST. This is only possible for model
OPA�A2 whose atmospheric component solves for the
zonal wind and not for the zonal stress. Experiments
performed with this model for multiplicative noise gave
very similar results to the case where the noise was
regarded as additive. The reason of this result is that the
stress perturbations (and therefore the model re-
sponses) were found to be well approximated by �n �
2|u � uc|un � 2|u|un. This last relation also give us a
direct way of transforming wind anomalies to stress
anomalies.

4. Ocean stand-alone response

We do not consider meridional wind anomalies in
our analysis. The reason for this approximation was
that the meridional wind component of the MJO is very
weak (Zhang 1996) and that most of the large-scale SST
variability can be still be recovered by the OGCMs
when this component of the wind is not considered, as
shown next. Figure 2 compares the observed SSTA
along the equator (5°S–5°N) with that modeled by the
MOM4 and OPA OGCMs when the observed wind
stress anomalies based on the zonal wind alone are im-
posed. The SST perturbations modeled by OPA (zonal
mean rms � 0.53°C) are weaker than both the obser-
vations (zonal mean rms � 0.71°C) and those modeled
by MOM4 (zonal mean rms � 0.79°C). This is a con-
sequence of the strong relaxation term used in OPA as
discussed before (see section 2a). Conceding this limi-
tation, both OGCMs are capable of reproducing most
of the observed large-scale interannual variations in
SST when the correct zonal wind forcing is imposed.

To fully appreciate the response of the coupled hy-
brid models it is illustrative to first study the response
of the ocean to the residual wind. The coherent part
of the response of the ocean can be adequately charac-
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terized by extended empirical orthogonal functions
(EEOFs) (Weare and Nasstrom 1982) of the tempera-
ture field. In EEOF eigenanalysis is performed on the
covariance of the analyzed state vector at different lags
of interest. We use as the state vector the monthly mean
temperature anomalies at different depths along the
equator and the monthly mean SST anomalies.
Monthly lags from 0 to 3 are considered. For computa-
tional reasons the model grid resolution was reduced by
box averaging in all three spatial directions.

As discussed in the previous section, the MJO is as-
sociated with eastward-propagating large-scale coher-
ent patterns while the non-MJO estimate is more ir-
regular (both spatially and temporally; see Figs. 1c and
1d). For this reason the most coherent part of the re-
sponse of the ocean to the residual wind comes from
the MJO. In this example we consider the OPA model
response to the MJO estimate to illustrate the main
aspects of the ocean response to UV. These aspects,

however, are also observed when the model is forced
with the full residual; they are, however, easily sepa-
rated by the EEOF analysis of the response to the
MJO. When the model was forced with the non-MJO
estimate these modes are also found but they do not
significantly stand out from other modes.

Three modes were found to be unambiguously deter-
mined by the record according to the criterion of North
et al. (1982). The second mode (EEOF2) is in close
quadrature with the first and is shown in Fig. 3. The first
mode (EEOF1) describes the same phenomena as
EEOF2 with the patterns shifted by 1 month. That is,
the patterns of EEOF1 at lags 0, 1, 2, and 3 months
correspond to the patterns of EEOF2 at lags 3, 0, 1, and
2 months in Fig. 3. This is also evident in the fact that
they explain the same amount of variance (22% each)
and their principal components are highly correlated
(r � 0.9) at 1-month lag. This pattern (Fig. 3) represents
the response of the ocean to the westerly and easterly
phases of the MJO. At zero lag the mode shows a near-
surface warming in the eastern Pacific produced by the
arrival of a downwelling Kelvin wave. The signal is also
apparent in the SST anomaly field. At the same time, a
small negative subsurface temperature anomaly forced
by the easterly phase of the MJO is also apparent in the
western Pacific. At 1-month lag the eastern Pacific sur-
face warming has decreased as the cooling propagates
eastward along the thermocline (indicated by the thick
black line). Lags 3 and 4 months show the surfacing and
decaying of this cooling trend. Similarly, the first mode
(not shown) describes the origin and eastward propa-
gation of a warming trend over an anomalously cold
eastern Pacific. These stochastically induced Kelvin
waves can interact with the atmosphere once they
manifest themselves in the SST field. This occurs
mostly in the eastern Pacific. However, the alternate
effect of the downwelling/upwelling signals produces
coupled wind anomalies of opposite sign that tend to
cancel out any growing SST (ZG05).

The MJO can effectively influence ENSO when the
westerly phase dominates over the easterly phase. This
process is captured in the third EEOF and is shown in
Fig. 4. The field at zero lag is very similar to that of the
EEOF2 with a near-surface warming located at the
eastern Pacific (cf. Figs. 3a,b with 4a,b). However, in
this mode the cooling trend associated with the easterly
phase of the MJO is replaced by a warming trend re-
sulting from an additional westerly phase of the MJO.
The effect of the arrival of this additional warming
trend to the eastern Pacific is to persist the small posi-
tive SST anomalies there. It should be noted, however,
that this sequence of processes is not special to the
MJO and that other sources of UV can also help to

FIG. 2. SST anomalies along the equator (5°N–5°S average) (a)
observed, (b) modeled by the MOM4 OGCM, and (c) modeled by
the OPA OGCM: The OGCMs were forced by NCEP2 wind
stress anomalies based on zonal wind alone.
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maintain or modify SST anomalies in the eastern Pa-
cific. However, the EEOF analysis suggests that the
MJO plays an important role in this regard. While this
ocean stand-alone scenario is important because it al-
low us to isolate the direct response of the ocean to the
residual wind, it is unrealistic in the sense that, without
coupling, atmospheric feedbacks are not included. This
issue is addressed next.

5. Coupled response

Figure 5 shows the SST anomalies produced by the
three hybrid coupled models when �n is imposed as an

external forcing. All three models are capable of pro-
ducing ENSO events at irregular intervals. It should
be recalled that these models have been tuned to pro-
duce a damped oscillation. Therefore the observed in-
terannual variability is maintained by the externally
imposed residual in zonal stress. However, the occur-
rence of several ENSO events is not corroborated by
the observations, especially in the 1985–90 interval (cf.
Fig. 2). The zonally averaged correlation between the
OPA�A2�SF (OPA�A1�SF) experiment [Fig. 5a
(5b)] and OPA forced by observed wind (Fig. 2c) is 0.45
(0.5), and that of MOM4�A3�SF (Fig. 5c) with
MOM4 forced by observed wind (Fig. 2b) is 0.48. The

FIG. 3. Extended EOF mode 2 of the temperature field from the OPA OGCM forced by the
MJO component of stochastic forcing (see text): (a), (c), (e), (g) Vertical cross sections in
which the depth of the thermocline is represented by the annual mean 20°C isotherm (black
solid line); (b), (d), (f), (h) SST anomaly. The amplitude of the anomalies is arbitrary with
positive (negative) values dark (light) shaded.
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main reason for such a discrepancy is an accumulation
of errors in the coupled hybrid models. To illustrate this
point the model integration was repeated for the
OPA�A1 model but this time the initial conditions
were redefined as 1 January of each year. The initial
conditions are obtained from the ocean run forced by
the observed zonal stress anomalies (Fig. 2c), which are
shown again in Fig. 6a for comparison. Two experi-
ments are presented. In the first experiment (Fig. 6b)
the hybrid model was run without any externally im-
posed residual using the fields at the beginning of each
year from Fig. 6a as the initial condition. In the second
experiment �n was also prescribed as an external forc-
ing. Reducing the accumulation of errors to one year
yields the correct phase of the ENSO cycle most of the
time. The addition of �n also helps by modifying the
strength and improving the phase of the SST anomalies.

The zonally averaged correlation between Figs. 6a and
6b is 0.57, and that of Figs. 6a and 6c is 0.73.

The response to the MJO and non-MJO components
of the residual was similar for the three hybrid models.
To illustrate the sensitivity to these components we
show the response of the MOM4�A3 hybrid model in
Fig. 7. The sum of the responses (Fig. 7c) is very similar
to the response to the full noise. The zonally averaged
correlation between Fig. 7c and the response to the full
noise (Fig. 5c) is 0.93. We therefore conclude that the
response is highly linear. The same characteristics were
observed for the other hybrid models. The high linear-
ity in the response is also emphasized by looking at the
response of the hybrid model to the intraseasonal MJO
(Fig. 7d). In this experiment the MJO stress perturba-
tions used in Fig. 7a were high passed for periods
smaller than 90 days. Even though we allow for cou-

FIG. 4. As in Fig. 3 but for mode 3.
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pling in this experiment, no interannual SST anomalies
develop. The models are therefore responding to the
low-frequency tail of the MJO, a result that was previ-
ously suggested by intermediate models (Roulston and
Neelin 2000; Zavala-Garay et al. 2003; ZG05). Table 1
summarizes the amount of variance excited by different
components of the residual wind in the OPA�A1 hy-
brid model. Since the wind anomalies associated with
the MJO typically explain less than 40% of the ob-
served residual in the equatorial region and a large frac-
tion of interannual variability can be excited by this
forcing (see also Fig. 7), the MJO seems to be an im-
portant source of stochastic forcing in the hybrid mod-
els. The non-MJO can also lead to interannual variabil-
ity in the hybrid models. Its variability, however, tends
to be smaller than that induced by the MJO forcing.

To better illustrate the effect of the MJO on the
coupled system we studied the response of the
OPA�A1 hybrid model at the onset of the 1997–98 El
Niño. Two types of MJO forcing are considered. In the

first case the stress perturbations are based on the MJO
estimate that includes its low-frequency tail. In the sec-
ond case the stress perturbations are based on the high-
passed MJO. This “intraseasonal MJO” was obtained
by removing the resultant of two passes of a 91-day
running mean. These two MJO estimates are shown in
Fig. 8 for the period December 1996–January 1997.
Three MJO events were observed during this period
(Fig. 8a). The three events originate in the Indian
Ocean, propagate eastward, and dissipate in the west-
ern/central Pacific. The intraseasonal MJO (Fig. 8b) is
similar to the previous estimate. However, the filtering
process has reduced the amplitude of the westerly wind
anomalies and enhanced the easterly wind anomalies.

We now study the response of the OPA�A1 model
to the two MJO estimates. To isolate the response of

FIG. 5. Equatorial SST anomalies (5°N–5°S average) from the
hybrid models forced by residual zonal wind stress (SF): (a)
OPA�A2�SF, (b) OPA�A1�SF, and (c) MOM4�A3�SF.

FIG. 6. SST anomaly modeled by (a) the OPA ocean model
forced by observed zonal wind stress (as in Fig. 2c); (b) the
OPA�A1 hybrid model reinitialized on 1 Jan of each year (indi-
cated by dotted lines) using the state of the integration shown in
(a) as the initial condition; (c) the OPA�A1�SF.
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the coupled model to the MJO stress perturbations
alone, we eliminated any information contained in the
initial conditions by forcing the OGCM with the clima-
tological wind stress for 10 years. After this spinup pe-
riod the OGCM reached equilibrium (i.e., no anomaly
about the model annual cycle) and was coupled to the

A1 atmospheric model. Since the model was tuned to
be stable, no anomalies develop in the absence of any
external forcing. We then integrated the hybrid model
by forcing with the three MJO events during the period
December 1996–June 1997 (Fig. 8). Figure 9 illustrates
the response of the coupled model to the two MJO
estimates. Vertical sections of the equatorial tempera-
ture anomaly are shown in order to compare with the
dominant modes of ocean variability excited by the
MJO described in section 4 and summarized in Figs. 3
and 4. It should be noted, however, that what is ob-
served in Fig. 9 is the response of the coupled model
and not the response of the OGCM alone as in Figs. 3
and 4.

We first consider the response of the hybrid model to
the MJO estimate that includes its low-frequency tail.
By January 1997 a positive subsurface anomaly in the
western Pacific is observed (Fig. 9a) as a result of the
westerly phase of the MJO event of December 1996
(Fig. 8a). This MJO-induced subsurface anomaly then
propagates eastward as an equatorial Kelvin wave and
warms the eastern Pacific during February/March. At
the same time a second MJO event occurring in Feb-
ruary/March forced a second subsurface warming in the
western Pacific that propagates eastward as a Kelvin
wave. The overall effect of these sequences of down-
welling Kelvin waves is to persist the positive SST
anomalies in the east so that westerly coupled zonal
winds develop in the central Pacific and amplify the
temperature anomalies as observed by the month of
June in Fig. 9a. This is, therefore, an example of how
the EEOF3 of Fig. 4 is amplified by the coupled system.

The coupled evolution of EEOF2 (Fig. 3) is exem-
plified by the hybrid model response to the intrasea-
sonal MJO (Fig. 9b). The artificial introduction by the
filtering process of an easterly phase produces cold sub-
surface anomalies in the model (March in Fig. 8b) that
tend to cancel the warming trend produced by the De-
cember MJO event. This alternation of downwelling/
upwelling Kelvin waves substantially reduces the
growth by coupled processes (see also Fig. 10b). That
is, the coupled system needs to be perturbed long
enough in the same direction for the positive feedback
to develop. The low-frequency part of the MJO pro-
vides such sustained forcing. The hybrid models can
respond very differently to very similar SF (the average
pattern correlation between Fig. 8a and Fig. 8b is 0.9),
provided their low-frequency component is different
(e.g., Fig. 9).

Figure 10a compares the Niño-3 indices (average
temperature anomaly in the region 5°S–5°N, 150°–
90°W) in OPA forced by observed stress anomalies
(Fig. 2c), OPA�MJO and OPA�A1�MJO, all starting

TABLE 1. Zonal wind variance averaged over the domain (5°S–
5°N, 120°E–80°W) for different components of the residual and
amount of SST variance excited over the Niño-3.4 region (5°S–
5°N, 170°–120°W) in the OPA�A1 hybrid model: HF (LF) MJO
refers to the high (low) frequency component of the MJO.

Zonal wind input
variance (m2 s�2)

Variance (Niño-3.4 region)
in OPA�A1 (°C2)

MJO 1.1 0.52 � 0.08
LF MJO 0.2 0.50 � 0.07
HF MJO 1 0.06 � 0.02

nonMJO 1.9 0.28 � 0.04

FIG. 7. Equatorial (5°N–5°S average) SSTA modeled by the
MOM4�A3 hybrid model forced by (a) MJO stress perturba-
tions, (b) nonMJO stress perturbations, and (d) intraseasonal
MJO stress perturbations. (c) The sum of the MJO and nonMJO
responses in (a) and (b).
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FIG. 8. Zonal wind anomalies associated with the MJO for the period December 1996–June 1997 (a)
with and (b) without its low-frequency component.
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from an equilibrium state and the MJO added only for
December 1996 to June 1997. This figure shows that the
coupling with the atmosphere is instrumental in ampli-
fying and persisting the MJO-induced perturbations. It
is however the “cumulative” effect of the MJO on the
ocean that is relevant in this regard. Because these in-
tegrations start from an equilibrium state, the variabil-
ity in both the stand-alone OGCM and the hybrid
model is excited only by the MJO. Figure 10b is similar
to Fig. 10a except the MJO forcing in OPA (without
coupling) is high-pass filtered, and a nonequilibrium
“best initial condition” obtained from the OPA forced
by observed stress (see section 4 and Fig. 2c) was used
in OPA�A1�MJO. The intraseasonal MJO does not
produce large interannual variability. It is clear that
most of the warming trend at the onset of the 1997–98
El Niño is forced by the MJO estimate (cf. dashed line
in Fig. 10a). For comparison, the model prediction

starting from this best initial condition but without the
MJO added is also shown (dash–dotted line).

6. Summary and discussion

We studied the response of three hybrid ENSO mod-
els to observed estimates of unresolved variability, of-
ten referred to as stochastic forcing (SF). The great
utility of such a simplification is that the SF is pre-
scribed from observations and therefore is expected to
add to the simulations an important piece of realism
missing in the models. In addition, the use of hybrid
models allow us to study with great detail the sensitivity
of the ENSO coupled system to the different compo-
nents of the SF, a task that would be very difficult using
fully coupled GCMs.

The main effect of the SF on the ocean is to force
equatorial Kelvin waves. The temperature anomalies
associated with these waves typically originate in the
subsurface, propagate eastward along the thermocline,
and manifest themselves in the surface upon their ar-
rival to the eastern Pacific, as observed (Zhang 2001).
The results obtained with the three hybrid models are
consistent with those found with an intermediate model
(ZG05). We therefore conclude that a large impact on
the coupled system by SF is not sensitive to model con-
figurations.

While the wind anomalies associated with the MJO
typically explain a small fraction of the SF, a large frac-
tion of the interannual variability can be excited by this
forcing. It should be noted, however, that other sources
of SF can also produce interannual anomalies in the
hybrid models (and in the intermediate model reported
in ZG05). An extended EOF analysis of the response of
the ocean to the uncoupled stress revealed that the ob-
served SF is capable of forcing sequences of Kelvin
waves of the same sign in the hybrid models. The over-
all effect of this sequence of waves is to maintain small
SST perturbations in the eastern Pacific. When these
small SST perturbations are allowed to interact with the
atmospheric models large interannual anomalies de-
velop.

An alternative view to this description is that the
large-scale system resonates when mean westerlies are
added to the west Pacific (Hendon et al. 2007). This
effect is illustrated in Fig. 11 where the low-frequency
tail (90-day running mean) of the MJO is shown for the
period December 1996–June 1997 (Fig. 11a). The cen-
ter of large activity situated in the eastern Indian Ocean
during December 1996 and January 1997 slowly mi-
grated eastward and northward through March–June
1997 in concert with the seasonal cycle of the MJO.
When the OPA�A1 hybrid model is forced with this

FIG. 9. Vertical cross sections of temperature anomalies from
the OPA�A1 hybrid model forced by the MJO zonal stress over
the period December 1996–June 1997 (a) with and (b) without its
low-frequency component. The model integrations were initial-
ized from an equilibrium state (i.e., null anomaly fields).
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low-frequency tail of the MJO shown in Fig. 11a, the
vertical structure shown in Fig. 11b is obtained. The
response is similar to that obtained for the full MJO
estimate (Fig. 9a), indicating that the ocean is a very
effective low-pass filter. The net effect of such low-
frequency forcing is to warm the ocean along the ther-
mocline during January and March. When these warm
anomalies are upwelled by the seasonal winds to the
surface, the coupled mechanism develops. One then
wonders if this mechanism is independent of the intra-
seasonal activity of the MJO. To shed light on this ques-
tion, we estimated the effect of the two components
of the MJO (intraseasonal and its low frequency) on
the ocean by projecting the MJO wind forcing onto
the Kelvin wave characteristics, as in Zhang and
Gottschalck (2002). This estimate, referred to as K, was
found to closely correspond to thermocline anomalies
in the OPA ocean model. To measure the effect of the
intrasesonal MJO on the ocean, the seasonal activity of
K was defined as the running variance within a 3-month

running window. After removing its annual cycle the
resulting time series, referred to as ��K(�I

MJO), repre-
sent interannual anomalies in seasonal variance of
Kelvin waves forced by the intraseasonal MJO. To
measure the effect of the low-frequency part of the
MJO on the ocean, we computed K using the 90-day
running mean of the MJO, referred to as K(�LF

MJO). We
found that these two independent time series are sig-
nificantly correlated (Fig. 12). That is, in years when the
MJO tends to be more active it also produces a larger
low-frequency contribution to the ocean, which can
then resonate with the large-scale coupled system. This
suggests that understanding the mechanisms by which
the intraseasonal MJO interacts with the ocean to
modulate its low-frequency content will help to better
predict ENSO variability.

In fact, there are good reasons to believe that some of
the variability included in our SF estimate is predict-
able. For example, Moore and Kleeman (1997) found
that westerly wind bursts can be triggered by a weak

FIG. 10. Predicted Niño-3 indices for different simulations. (a) Solid-crossed line: OPA
OGCM forced by NCEP2 zonal wind stress; solid line: OPA OGCM forced by the MJO
component of the residual stress; dashed line: OPA�A1 hybrid model forced by the MJO
estimate from December 1996 to June 1997. (b) Solid-crossed line: as in (a); solid line:
OPA�A1 hybrid model forced by the MJO as in (a), but with its low-frequency component
removed; dashed line: as in (a), but the best possible initial condition, instead of an equilib-
rium state, was used; dash–dotted line: OPA�A1 initialized from best initial condition, but
without the MJO estimate included.
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dipole in SST in the western Pacific, a finding that is
supported by the observational study of Vecchi and
Harrison (2000). Hendon et al. (2007) also identified
enhanced MJO activity with anomalous MJO surface
westerlies promoted by SST anomalies on the eastern
edge of the Pacific warm pool. There is also observa-
tional evidence suggesting that ENSO itself may have a
regulating effect on the generation of westerly wind
bursts (WWBs) (Yu et al. 2003) pointing also to a par-
tially deterministic process in the western Pacific.

It is also possible that the observed reddening of the

SF is due to SST outside the tropical Pacific (Roulston
and Neelin 2000). For instance, Vimont et al. (2003)
have identified a “seasonal footprinting mechanism” in
which part of the summer variability in the tropical
Pacific can be attributed to midlatitude SST anomalies
forced by the overlying atmosphere during the previous
winter. In addition, our understanding and modeling
capabilities of the MJO have increased in the last de-
cade (Zhang 2005), and all these processes are ignored
in many coupled models; however, we have found that
they are highly relevant for ENSO.

FIG. 11. (a) Zonal wind anomalies associated with the low-frequency tail of the MJO
estimate (90-day running mean) for the period December 1996–June 1997. (b) Vertical sec-
tions of the temperature anomaly field produced by the OPA�A1 hybrid model initialized
from climatology (zero anomaly) and forced by the wind anomalies shown in (a).
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To illustrate to what extent knowledge of the unre-
solved variability could benefit ENSO forecasts, we
evaluated the forecast skill of the model integrations
shown in Fig. 6. Starting from the initial conditions pro-
vided by the OPA OGCM forced by observed zonal
stress, two different coupled hindcasts were performed.
In the first case, referred to as OPA�A1, the coupled
model was run for one year starting in January and no
residual was added during the forecast (Fig. 6b). In the
second case, referred to as OPA�A1�SF, the same
initial conditions as those in the previous case were
used, but the stress perturbations due to the unresolved
zonal wind were added during the integration process
(Fig. 6c). In each case the Niño-3 index was computed
and compared with that of the ocean stand-alone run
forced by observed stress (Fig. 6a). Figure 13a shows
the lag correlation between the observed Niño-3 index
and the model predictions for the two cases. We rely on
the problem of small sample size statistics and, there-
fore, the uncertainties associated with the correlations,
indicated with vertical bars, are large. For a sample size
equal to 25, correlations above 0.5 are statistically sig-
nificant at the 95% confidence level, and therefore the
OPA�A1 experiment exhibits a predictability of at
most 4 months. In the OPA�A1�SF case, when the
observed unresolved variability is added, lag correla-
tions stay well above this level for the entire year. This
improvement can also be appreciated by comparing the
rms error of the two cases (Fig. 13b), as inclusion of the
unresolved variability helps to reduce the rms error.

Oceanic stochastic forcing, such as the nonlinear rec-

tification induced by tropical instability waves (TIWs),
has been suggested as another source that contributes
to interannual variability. In this mechanism the ocean
produces interannual, large-scale, rectification patterns
reflecting more or less activity due solely to the intrinsic
nonlinearity of TIW. These TIW-induced SST changes
can then force a significant increase of wind variability
from intraseasonal to interannual time scales (Jochum
et al. 2007). The OPA model used here can reproduce
the main features associated with TIW. However, TIW
activity in this model is more consistent with a limit
cycle dynamical regime and therefore interannual
variations in TIW activity mostly stem from variations
of the surface wind (Vialard et al. 2003). Therefore, the
nonlinear rectification mechanism reported by Jochum
et al. (2007) is hardly present in our simulations, and no
rectification from high frequency forcing to the inter-
annual time scales (Kessler and Kleeman 2000) was
found in the stable versions of the models.

A strong caveat of this study is that we have not
considered heat flux anomalies induced by the intrasea-
sonal variability. The MJO-related heat flux anomalies
act to cool the western equatorial Pacific (Shinoda and
Hendon 2002; Zhang and Anderson 2003), a process
that can help to increase the east–west SST gradient
promoting the growth of interannual anomalies in the
hybrid models.
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FIG. 12. Solid line: Correlation between interannual anomalies
in seasonal variance of Kelvin waves forced by the intraseasonal
[��K(� I

M JO)] and low-frequency [K(� L F
MJ O)] components of the

MJO. Dashed line: Same except for the nonMJO component of
the residual zonal wind. The dotted line marks the 95% confi-
dence level.

FIG. 13. (a) Correlation coefficients and (b) rms errors between
Niño-3 indices from observations and the OPA�A1 hybrid model
with and without residual wind stress (SF), computed from an
ensemble of 25 members initialized in January for the 1979–2003
period. The error bars of the correlation or rms are based on 100
bootstraps.
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