7. THE EVOLUTION OF NETWORKS

"This planet is currently laced with many types of computer/communication
networks at all levels. There are wide area networks, packet switched networks,
circuit switched networks, satellite networks, packet radio networks, cellular radio
networks, and more and they are mostly incompatible with each other."

L. Kleinrock (1985), Chairman of

Computer Science at UCLA
Kleinrock’s seven-year-old quote still applies, except that today one should add broadband
networks, personal communication networks, software-defined networks, virtual private line
networks, and intelligent networks to his list and note that bridges, routers, gateways, and new
standards have reduced some of the incompatibilities. However, new vendors in today’s
multi vendor environment coupled with advancing technologies have introduced still more
incompatibilities as the network infrastructure continues to evolve. The following subsections

describe the evolutionary processes occurring today and the networks resulting therefrom.

7.1 Globalization of Telecommunications Service

As the world moves toward an international economy dominated by globalization of
production and markets, the transport and telecommunications infrastructures will play major
roles in the success of global enterprise structures. The global networks of the future can extend
traditional voice and data services across national boundaries to both residential and business
markets. New service opportunities such as HDTV, electronic data interchange (EDI), imaging,
video conferencing, and personal communication services (PCS) could be added. PCS would
offer unprecedented mobility and ubiquity by delivering a service over both wireless and
wireline facilities to any subscriber, at any time, and at any place. Networks are expected to
evolve gradually over time as analog and copper-based systems are replaced with digital fiber-
based intelligent systems, as cells replace packets, and broadband replaces narrowband.

Major factors impacting not only this globalization process but the evolution of the entire
telecommunications infrastructure are discussed below. These factors are digitization,
integration, packetization, privatization, and standardization. Again, keep in mind that the speed
of evolution is influenced by the installed base and the impact of amortization on the

implementation of any new technologies.
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7.1.1 Digitization

There are a number of advantages to digital transmission that have led to its continuous
replacement for analog circuits. These advantages include improved quality particularly for
long-haul circuits, reduced cost due to increased transmission efficiency, and increased security
using bulk encryption techniques.

Since the AT&T divestiture in 1984, the amount of long-distance traffic has increased
2.5 times with most of that due to the addition of digital facilities. Figure 7-1 indicates the
analog and digital portions of long-distance traffic in terms of billions of minutes per year for the
period 1983 through 1989. Only four years ago approximately half the long-distance voice
traffic was still analog.

After divestiture, the regional Bell operating companies (RBOCs) continued to digitize
their offices. Figure 7-2 shows the percent of lines served by digital offices in 1991. The
average approaches 50% for the RBOCs and over 85% for the independents.

The migration toward digital systems not only enhances performance due to excellent
reproduction, but digital systems provide opportunities for new service features and for user

participation in network management and control.

7.1.2 Integration

There are various ways that integration may take place in a network. Figure 7-3 shows
how the integration process can evolve in switching and transmission. Figure 7-3a depicts the
conventional analog, circuit-switched system which was designed primarily for plain old
telephone service (POTS) operating over a 4 kHz bandwidth. Digital data were converted into
tones that could be transmitted over 4 kHz analog channels using modems (M). Subsequently,
packet switched networks evolved to carry digital data more efficiently. These packet networks
permitted computers to communicate reliably at considerably less cost than the circuit-switched
systems. With suitable controls to minimize delays, packet networks could carry analog voice
signals with coder and decoder functions performed by codecs (C) as in Figure 7-3b.

Currently, there are still many circuit-switched public telephone networks that co-exist
with separate packet-switched public data networks (PDNSs) as in Figure 7-3c.

Integration of voice and data in either switching, terminals, or transmission now exists as

in Figure 7-3d, e, and f. Integration of both switching and transmission facilities exists in many
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CIRCUIT SWITCH

a) Circuit Switched Network

c) Separated Networks
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d) Integrated Switching

e) Integrated Terminals

ot

X
o
&

f) Integrated Switching and Transmission
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g) Total Integration
Figure 7-3. Architectural configurations and their evolutionary process.
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networks (Figure 7-3f) and total integration (Figure 7-3g) on a few others. The ATM/SONET
concept using cell relay provides either circuit switched or packet switched modes. Users
desiring low delay, circuit switched service are guaranteed cell transmission at a given rate.
Packet mode users contend for the remaining cells with queuing and buffering determined by the
traffic. Thus, the cell relay concept provides an inherent circuit-packet integration. One
manufacturer’s switching system™ handles dedicated circuit switch service, connection-oriented

(CO) packet switch service, and connectionless (CL) LAN service as shown in Figure 7-4.

7.1.3 Packetization

Packet switching has been used in the past primarily to achieve greater efficiency by
time-sharing expensive transmission facilities used to transport bursty data traffic. The
traditional packet switching technology is being supplanted with fast packet switching to take
advantage of the large bandwidth and reliability of optical fibers. It is useful to compare the
concepts of time division multiplexing (TDM), as used in digital circuit switching, and packet
multiplexing as used in fast packet switching.

In TDM, the transport stream of bits is divided into frames of time slots and each slot in
the frame is allocated to a particular user’s data stream. Slot position in the frame identifies the
user. In packet multiplexing, the bit stream is divided into packets and each packet labeled with
a virtual channel identifier (VCI). The VCI identifies the packet allocated to a particular user.
The ATM concept described in Section 3.4.4 is a special case of packet multiplexing where
packets are all the same size, and are called "cells." The effective information transfer rate for a
given user depends on the number of cells assigned to that user and not a recurring time slot.
Therefore, the effective bit rate for a given user can be varied dynamically from zero to the full
channel rate. An ATM network can, therefore, support a wide range of services as well as the
traditional narrowband services in use today. It also conveniently handles bursty traffic by

allocating bandwidth on demand.

™ Siemens Stromberg-Carlsons’ Electronic World Switching Digital (EWSC) System.
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7.1.4 Privatization

Deregulation has led to the creation of private and virtual private networks for large
businesses, and to competing providers of private network services. Virtual private networks
appear to be private but are actually embedded (by software) in the public switched network.

There seems to be a number of reasons for the continuing proliferation of private
networks. One reason is user requirements. In many cases, these requirements can only be met
by developing a private network. Reliability, privacy, and security are three such requirements.
Service quality, maintainability, customer control, and cost are others. There are several ways
users can bypass the local exchange carrier, such as the use of satellite and microwave radio, in
order to meet these requirements. A discussion of virtual private line networks (VPLN) and
software defined networks (SDN) is given in Section 7.3.1.

According to Ryan (1991), there has been some shift back to the public network by larger
enterprises for their communication and information processing because of the advanced
capabilities of ISDN.

7.1.5 Standardization

The globalization of the economy has led to a need for international telecommunications
standards. Many countries including the United States are extending their standards-making
processes to the international arena. Figure 7-5 illustrates the evolution of a standard from a
perceived need to the international standards area. Also see Section 4.2.

There are numerous standardizing efforts, both national and international, underway. The
international efforts are key to the successful implementation of a truly global infrastructure.
National variations to international standards, as well as different options and incompleteness of
the standards themselves, still cause incompatibilities and make seamless networking across
national boundaries difficult. Resolving these differences and incompatibilities continues to be a
challenge to the standards community.

Figure 7-6 depicts how the Telecommunications Standards Committee T1 interacts with
the U.S. CCITT National Committees to submit contributions for consideration by the
International CCITT study groups and ultimately the Plenary Assembly. This shows the long

and laborious process necessary to develop an international recommendation.
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7.2 LANs, MANs, and WANSs

Local area networks (LANSs), metropolitan area networks (MANS), and wide area
networks (WANS) are in common use today and may be expected to continue to proliferate
tomorrow. A LAN s typically defined as a nonpublic network for direct communication
between data terminals on a user premises, whereas MANs and WANSs may be public or private
networks that provide integrated services over larger geographic areas. MANSs may interconnect
LANs, and WANSs may interconnect MANS.

All users of a given LAN or MAN share the chosen transport medium which may be
twisted wire pair (WP), fiber optic cable (FO), or coaxial cable. This medium-sharing concept
usually requires users to transmit one at a time. This is in contrast to parallel switching systems
(e.g., asychronous transfer mode (ATM) switching) which support multiple users transmitting
simultaneously.

Under the auspices of the IEEE 802 project, a number of standards relating to LANs and
MANSs have been developed or are currently under development. These are discussed in the
following subsection along with the fiber distributed data interface (FDDI) standard promulgated
by the American National Standards Institute (ANSI).

7.2.1 Local Area Networks (LANS)

Table 7-1 lists the IEEE Project 802 standards for various LANs. These LANSs are
distinguishable by the medium used (twisted wire pair, optical fiber, or coaxial cable), by the
topology (bus, ring, star), by the medium access control (carrier sense, token passing), etc. Most
LANs today operate at "baseband” and carry digital data traffic. There are, however, a few
"pbroadband” LANs and MANs which modulate a carrier with either AM or FM. These
broadband systems carry many signals (voice, data, and video) simultaneously, e.g., cable TV.

Figure 7-7 shows the OSI layer 1 and 2 protocol stack for some important LANS in use
today.

Since the typical office worker usually requires access to both voice and data services,
there is a growing trend to integrate voice and data (IVD) services to the desktop. These IVD
services may include facsimile, image transfer, and even video services in some instances. This
desktop integration of such services can be provided economically using existing twisted wire
pair. The provision of these so called I\VVD services in public networks is the concern of CCITT
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Table 7-1. IEEE Project 802 Standards

802.1

802.2

802.3

802.4

802.5

802.6

802.7

802.8

802.9

802.10

802.11

Describes network architecture concepts applicable to all networks including
network management.

Describes connection-oriented and connectionless logical link control
functions for layer 2.

Defines Ethernet protocol suite. Uses CSMA/CD MAC for use with a variety
of physical medium dependent protocols.

Token bus MAC for use on 1 Mb/s coax and 20 Mb/s fiber. Originated by
GM for MAP.

Token ring for use on TWP. Originated by IBM for use with a variety of
physical medium dependent protocols for 1 Mb/s, 4 Mb/s, 16 Mb/s. Fiber
version is FDDI.

Cell relay type LAN using 53 octets/cell for operating over dual bus using
distributed queue for media access to the dual bus.

Broadband LAN - unapproved draft.

Fiber optic media.

Integrated voice and data (1VD) interface. This standard defines a unified
access method that offers IVD services to the desktop from backbone
networks. The operation is at 4 to 20 Mb/s over twisted wire pair using TDM
frame of either 64 octets or 320 octets.

Network security standards for interoperable LANS.

Wireless LANS.
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through the ISDN standards work. The LAN standards for 1VD services are being developed by
the IEEE 802.9 working group which is working to develop a standard for layer 1 and layer 2
with unshielded twisted wire pair as the transmission medium.

The IEEE 802.10 working group is concerned with defining a standard for interoperable
LAN security including the secure data exchange protocol key management, and system security
management.

The IEEE 802.11 group is developing a standard for wireless LANs. Wireless LANs
operate without the traditional cabling techniques used today, but instead use radio links or AC
power outlets to interconnect user terminals. Early systems operated in the upper UHF and SHF
bands at approximately 900, 2,400, and 5,800 MHz using spread spectrum technology (SST).
Power was limited to 1 watt which resulted in transmission distances of less than 1,000 feet.

At still higher frequencies (18-19 GHz), transmission speeds of 100 Mb/s are obtainable
for digital termination service (DTS). Infrared wireless LANSs are also feasible operating within
line-of-sight.

Low-frequency carriers are used for radio systems that use the AC power facilities in a
building. Maximum rates achievable are on the order of 100 kb/s.

In addition to these LANSs, the ANSI Standard X3T9 defines a fiber distributed data
interface (FDDI) for use as a LAN or MAN. This standard for optical fiber media defines
physical and data link protocols for a dual counter-rotating token-ring type LAN operating at
100 Mb/s and capable of accommodating up to 500 nodes with a total distance of 100 km (about
62 miles) around the rings. A FDDI network is depicted in Figure 7-8 for a typical LAN
application. Other example applications include interconnecting low-speed LANSs that are
dispersed in a campus-like environment, for interconnecting mainframe computers to mass
storage devices and other peripheral devices, and for connecting integrated voice/data PBXs,
computer hosts, and digitized video sources into a composite network for accessing ISDN.

The ANSI committee is also seeking to develop a single standard for 100 Mb/s FDDI
signaling over both shielded twisted pair (STP) and unshielded twisted-pair (UTP) wiring
(McLacklan, 1992).

Private automatic branch exchanges (PABXs) may also be used in lieu of a LAN.

Located on a customer’s premises, a PABX is basically a switch, star-connected to the customer
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terminals.  Most PABXs today offer only telephone service but could support PC

interconnections as well in the near future.

7.2.2 Metropolitan Area Networks (MANS)

MANSs are used to interconnect LANSs or to provide access to WANs. MANSs are often
commercial facilities that may be shared by several enterprises. MANSs have the capability to
allocate and deallocate vast amounts of bandwidths in extremely short time frames. They appear
as a high-capacity line but users are charged only for the times when they are actually
transmitting data. In the near term, technologies and services such as frame relay and IEEE
802.6-based SMDS offer the needed service, while broadband ISDN with ATM and SONET
should provide the future service (Taylor, 1992). The IEEE 802.6 protocol suite for connecting
LANSs together over dual 45 Mb/s buses is available today. Bandwidth is 2 x 45 Mb/s now and
expected to be 2 x 150 Mb/s in the future. Table 7-2 summarizes the important characteristics of
major LANs and MANSs in use today and in the foreseeable future.

7.2.3 Wide Area Networks (WANS)

WANSs are the networks that interconnect LANs, MANS, or telecommunications terminals
that are spread over large geographic areas, including global distributions. They are not defined
by any single standard. Local exchange carriers (LECs) and interexchange carriers (IXCs) are
considered WANSs along with private corporate networks. WAN services range from dial-up
analog services to ISDN. The switched multimegabit data service (SMDS) operating at 45 Mb/s
IS a switched data service available in the near term as a MAN and available in the future as a
WAN. The synchronous optical network (SONET) operating up to 600 Mb/s and possibly higher
is being standardized for future commercial service as a MAN or WAN. The SMDS concept is
discussed in the following paragraphs. SONET was described in Section 3.4.5.

SMDS is a connectionless, cell-oriented, packet-switching service offered by a public
network carrier. It is based on the distributed-queue-dual-bus (DQDB) concept of the IEEE 802.6
standard. Initially the SMDS will provide MAN-type service to interconnect LANs with high-
speed (45 Mb/s) links. Eventually SMDS may provide wide-area network service for connections
between local access transport areas (LATAS). The cell structure ensures compatibility with the
future asynchronous transport mode (ATM) of the B-ISDN. Existing digital transmission
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facilities operating at DS-1 (1.5 Mb/s) and DS-3 (45 Mb/s) rates are currently used. Eventually
155 Mb/s and even rates up to 600 Mb/s could be used to carry SMDS via SONET. SMOS is
usually considered to be a public MAN. This contrasts with FDDI which is intended primarily
as an on-premises (e.g., a campus) LAN. The two concepts are actually complementary. FDDI
LANSs connected by SMOS may be used in the 1994 time frame (Weissberger, 1991a and b).

7.2.4 Interworking Devices: Repeaters, Bridges, Routers, and Gateways

LANs, MANSs, and even WANSs may be interconnected to extend geographic coverage
using one of four basic devices: repeaters, bridges, routers, and gateways. The distinguishing
characteristics between these devices are a function of the layer of the OSI at which they operate,
as indicated in Figure 7-9. This seven-layer OSI model may be interconnected at layers 1, 2, and
3 using repeaters, bridges, or routers, respectively, or using gateways.

Repeaters operate at the physical level and simply regenerate signals transmitted across
the network. They can interconnect LANSs that use the same protocols. Bridges operating at
level 2 connect networks such as LANSs that use the same physical and link layer protocols.
They generally have some intelligence for filtering and routing link layer frames to other
network segments. Routers operating at level 3 have still more intelligence and can optimize
packet routing to reduce congestion. Gateways permit the coexistence of OSl-based and
proprietary products. The gateway connects different network architectures by performing a
conversion at the application level. The gateway must utilize all of the layers of the proprietary

architecture according to Stallings (1989).

7.3 Advanced Network Architectures
7.3.1 Virtual Private Line Networks (VPLN) and Software Defined Networks (SON)

A VPLN is a private network provided on an as-needed basis to support a customer’s
application. The VPLN exists in the software embedded in the public switched network and may
sometimes be called a SDN. One tariffed form of a SDN is offered by AT&T, and a software
defined broadband network (SDBN) is planned for the near future (Wallace, 1992). For either,
VPLN, SDN, or SDBN, the basic networking concept is time-sharing to make the public network
appear private to the user. The advantages relative to leasing private lines are reduced cost and
higher efficiency.
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Figure 7-9. Mapping layers of the OSI model to corresponding interconnection devices.
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Other transport systems that allocate and deallocate large amounts of bandwidth in
extremely short times are expected to be needed in the future. This requirement has led to fast
packet solutions for LANs, MANSs, and WANs. A description of these bandwidth-on-demand

transport systems was given in Section 7.2.

7.3.2 Intelligent Networks (IN) and Advanced Intelligent Networks (AIN)

The IN is a telecommunications network evolving from the public switched telephone
network (PSTN) where service provisioning is provided by a service control architecture as
depicted in Figure 7-10. The basic switching network contains a number of service switching
points (SSPs) for switching user terminals. These SSPs are interconnected by Signaling System
No. 7 (SS7). See Section 7.3.7 for a description of SS7. At call set-up, the SSP requests
information about specific call handling from the network intelligence residing in service control
points (SCP). The SCPs in turn are linked to a service management system (SMS) which is
usually a commercial computer system with a number of remote peripherals. The SMS enables
the network operator to manage and operate network services. The SMS may also be accessed
by service providers to control, monitor, or modify service offerings.

Previously, when new services were offered by the switching system, it involved changes
to thousands of different kinds of switches and took a long time. The IN allows new services
to be introduced rapidly and efficiently through software changes to the centralized data bases
and their associated operations support systems (OSS). The intelligence resides in on-line, real-
time, centralized data bases, rather than in every switch, and is accessed through a packet-
switched signaling network called SS7. Signaling networks based on SS7 provide the transport
for IN services and call processing in local and backbone networks. The SS7 combines high
performance, high reliability, and can respond rapidly to possible processor or link failures and
congestion in the network. The infrastructure of IN is described by Robrock (1991) and by
Claus et al. (1991).

The CCITT (1992) is developing draft recommendations for IN known as Capability Set
1 (CS-1). The CS-1 will permit the introduction of a wide range of advanced services with rapid
service implementations and customization capabilities. Benchmark services being addressed by
CS-1 are listed in Table 7-3. Features of CS-1 services which make up a service or represent a
full service are listed in Table 7-4.
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Figure 7-10. Intelligent network implementation.
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Table 7-3. Benchmark CS-1 Services

Freephone (FPH)

User-Defined Routing (UDR)

Originating Call Screening (OCS)

Call Forwarding (CF)

Destination Call Routing (DCR)

Security Screening (SEC)

Split Charging (SPL)

Credit Card Calling (CCC)

Mass Calling (MAS)

Conference Calling (CON)

Malicious Call Identification (MCI)
Completion of Call to Busy Subscriber (CCBS)
Call Rerouting Distribution (CRD)

Selective Call Forward on Busy/Don’t Answer (SCF)
Universal Personal Telecommunications (UPT)

Virtual Private Network (VPN)
Abbreviated Dialing (ABD)
Terminating Call Screening (TCS)
Call Distribution (CD)

Televoting (VOT)

Premium Rate (PRM)

Account Card Calling (ACC)
Automatic Alternative Billing (AAB)
Follow-Me-Diversion (FMD)
Universal Access Number (UAN)

Table 7-4. Features of CS-1 Services

Reverse Charging

Call Gapping

Call Queuing

Call Screening (incoming)
Customer Profile Management
Origin-Dependent Routing
Time-Dependent Routing
Abbreviated Dialing
Authorization Code

Off-Net Calling

Mass Calling

Premium Charging

One Number

Call Logging

Call Forwarding

Call Waiting

Meet-Me Conference

Call Hold with Announcement
Automatic Call Back

Call Distribution

Call Limiter

Call Screening (outgoing)
Closed User Group
Follow-Me Diversion
Customized Recorded Announcement
User Prompter
Authentication

Off-Net Access
Attendant

Split Charging

Private Numbering Plan
Customized Ringing
Personal Numbering
Multi-Way Calling

Call Transfer
Consultation Calling
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A paper by Duran and Visser (1992) describes the objectives of IN and includes an
overview of CS-1. Work on future capability is expected to continue in order to include services
that could occur during the active phase of a call, multimedia services, and for supporting
topology management. A goal of the IN is to design standard interfaces which will facilitate the
introduction of Open Network Architecture (ONA) into the public switched network in the
United States. In the U.S., the pioneering work on IN was mostly done by Bell Communications
Research (Bellcore) beginning in 1984. In 1989, Bellcore proposed an Advanced Intelligent
Network (AIN) concept for the 1995 time scale (Bellcore, 1990). Implementing 