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ABSTRACT

The objective of this study is to describe and understand circulation processes in the Gulf of
Mexico through modeling and data analysis. The main focus is on two topics, topographic
Rossby waves (TRW’s) and slope eddies, which are contained in Chapters 3 and 4 of this report.
Another section (Chapter 5) reports briefly on other research funded in part by this contract
through cooperation with other MMS studies. This study has resulted in four published papers:
Oey and Lee (2002); Oey et al. (2003a); Ezer et al. (2003); Wang et al. (2003); and two
manuscripts: Oey and Zhang (2003) and Fan et al. (2003).

The TRW work extends Hamilton (1990) and Oey (1996). Based on the results of a high-
resolution model, the analysis concentrates more precisely on regions in the Gulf where TRW’s
are likely to occur, their possible generation site(s) and mechanism(s), and also propagation
paths. It is found that TRW’s in the 20~100 day periods are excited by small-scale peripheral
eddies or meanders around the LC or propagating Loop Current Eddies (LCE’s). The TRW’s
propagate westward and the energy is predominantly confined seaward of the 3,000-m isobath in
the central and western Gulf. It is also concluded that the deep Gulf circulation is cyclonic, and
that the deep (horizontal) shear in part accounts (together with sloping topography) for the
seaward confinement of the TRW rays. These findings are contained in Oey and Lee (2002).

The slope-eddy study focuses on the following scientific problem. Given an observed slope
eddy field (spatial scales = 50~150 km) over the north-central Gulf, can a model generate its
temporal and spatial evolution, hence deduce its properties (e.g. eddy energy, stability etc), and
check the ‘prediction’ against observations? Two surveys are taken from LATEX-C and
GulfCet-I measurements (Hamilton et al., 2002) for the observed eddy fields: (A) Dec/03-
14/1993 and (B) Dec/16-23/1993. Data from Period A is used to initialize the model, while that
from Period-B is used to check model’s prediction. To initialize the model, the larger-scale
circulations of LC and LCE’s are generated by assimilating satellite altimeter and SST data using
an optimal interpolation scheme over the whole model domain. The observed temperature and
salinity measurements from Period A are ‘injected’ by nudging them into the heat/salt equations.
The model ‘predicts’ growth of the eddy energy of this initial field. The growth agrees with the
observed increase of the kinetic energy of the geostrophic flow from Period-A to Period-B.
Stability analysis indicates that the growth is caused by mixed barotropic and baroclinic
instabilities. The success of this use of hydrographic surveys in a model assimilation scheme is a
first step along the path that will allow the incorporation of in-situ, ocean observing systems into
real-time model predictions.

One of the cooperative studies compares modeled and observed surface currents in the Desoto
Canyon for the period April 1997 through April 1999. The model used here is an earlier version,
with coarser grid spacing, than was used for the TRW and eddy work. The model shows good
agreements with observations in terms of the means and variance ellipses. An SVD (Single
Value Decomposition) analysis shows that the model can capture the more dominant mode 1
observations, but misses the mode 2. The latter failure is most likely due to the coarse resolution
used in this early model, which may not simulate well the small-scale cyclone-anticyclone pair
that exists in mode 2. This study is summarized in Wang et al. (2003).
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A drifter comparison study examines the possibility of assimilating observed drifters into the
model. The 1998 NEGOM drifters were used to test the scheme. It is shown that a combination
of both satellite data and drifter assimilations yields the least RMS errors in drifter positions.
The two assimilations are complementary: satellite gives Gulf-wide coverage of large-scale LC
and LCE’s, while drifters enable more realistic simulations of localized (small-scale) eddy field.
By comparing the modeled and in-situ currents over the west Florida shelf, it is also shown that
the anomalously intense southward shelf currents in the summer of 1998 were driven by LC
forcing as the latter ‘brushed’ against the shelfbreak in the Florida Straits. This study is reported
in a manuscript by Fan et al. (2003).

One of the most outstanding problems in Gulf circulation studies is the cause of the observation
that the LC sheds eddies at irregular intervals from 3~17 months. It is shown that wind-induced
transport fluctuations through the Greater Antilles passages can cause shedding at shorter
intervals (= 3~7 months). Anticyclonic Caribbean eddies cause shedding at longer periods (=
14~16 months) through potential vorticity conservation, which indicates that Caribbean eddies
tend to deter northward extension of the LC into the Gulf. This leads to longer periods between
eddy shedding. Fluctuating inflow at the Yucatan Channel that is associated with winds and/or
Caribbean eddies can cause a LC eddy to temporarily (~ 1 month) detach from, and then reattach
back to the LC, a phenomenon often observed. Model results also suggest that southwest of
Hispaniola, warm eddies are spun up by the local wind stress curl. This type of eddy drifts
southwestward, then westward after merging with the Caribbean Current, and then northward as
it progresses towards the Yucatan Channel. These eddies significantly affect the shedding
behavior of warm-core rings. The time scale for spin-up and drift from Hispaniola is about 100
days. Satellite data indicate the existence of these eddies in the real ocean. These findings are
reported in Oey et al. (2003a).
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1. Introduction

The circulation of the Gulf of Mexico is dominated by processes related to the periodic extension
of the Loop Current (LC) and the shedding of large (~300 to 400 km diameter) anticyclonic
eddies. These warm LC eddies translate westward or southwestward, at speeds of ~3 to 6 km
day”, across the deep water of the central and western Gulf until they collide with the western
Mexican slope. During this passage across the Gulf, LC eddies may generate subsidiary
cyclones or frontal eddies, and interact with existing cyclones and anticyclones. On the western
Mexican slope, LC eddies undergo complex interactions with topography and the existing eddy
field. Dissipation of LC eddies in the west is a very complex process that may involve the
generation of smaller scale cyclones and anticyclones. A consequence of the complexity of eddy
generation processes is that observations of upper-layer circulation show complex fields of both
warm and cold eddies of varying scales ranging from ~ 40 to 50 km up to LC eddy diameters
over most regions of the deep Gulf, including the northern and western continental slopes.

Observations of vertical current and density structures have shown that the deep waters of the
Gulf are essentially a two layer system with the upper layer dominated by the LC and eddies of
varying scales. Below the transition at about 800 to 1,200 m, limited current measurements have
shown the flows to be almost depth independent with some bottom intensification. Current
fluctuations have periods of between ~10 and 100 days and are usually decoupled from the
upper-layer eddy flows. These types of lower-layer fluctuations have been characterized as
topographic Rossby waves (TRW) with wavelengths of ~ 100 to 200 km and propagations
speeds of ~ 10 to 20 km day™. It has been speculated, in analogy with studies of the deep Gulf
Stream region of the Northwest Atlantic, that the LC fluctuations, and eddy interactions with
other eddies and topography are responsible for deep TRW currents. Model studies have also
shown lower-layer eddy-like flows that are associated with the translation of a large LC eddy
across the Gulf. At the present time, the limited observational database in deep water has not
confirmed the existence of these lower-layer eddy flows.

Over the last two decades, the Gulf of Mexico has been one of the principal laboratories for the
development of meso-scale, ocean circulation, hydrodynamic models. Studies began with the
LC eddy shedding problem, using two-layer models, and have progressed to investigations of
boundary conditions affecting the LC, including interaction of the Gulf of Mexico with the
Caribbean Sea and the wider western Atlantic, and the assimilation of observations (principally
satellite altimetry maps of sea-surface height (SSH) anomalies, and sea-surface temperatures
(SST)) to model eddy fields that correspond with the real world. Modern ocean models use
three-dimensional high-resolution grids in both the horizontal and vertical. Because of the
complexity of circulations in the Gulf of Mexico, numerical models are essential tools for the
understanding of the dynamics of the, necessarily limited, observed flows. One of the aims of
this study is to examine specific processes, known to be important for energetic sub-surface
currents, through analysis of model simulations and observed data, so that an understanding of
model dynamics is achieved. This in turn will be a basis for improving the ability of models to
simulate Gulf of Mexico circulation processes, which will lead to more accurate hindcasts and
forecasts that are important for industry and public uses of this sea.
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1.1 Background

When this study was initiated, 3-D numerical models had been applied successfully to the Gulf.
Open boundaries were placed at a variety of positions (e.g. the Yucatan, the mid-Atlantic ridge,
etc.) and a variety of forcing mechanisms were applied at the sea-surface and open boundaries.
These modeling studies all reproduced the basic LC extension and eddy-shedding cycle.
Observational studies had shown that the upper-layer over the northern slope and in the deep
basin contained a rich field of eddies, with a range of scales and including cyclones as well as
anticyclones, not just the dominant LC rings. The higher resolution models also showed eddies
at varying scales, but little attempt was made to compare simulations of the eddy fields with the
limited findings of the observational studies. It was realized that in order to make quantitative
comparisons with observations, models would need to assimilate observational data. A model
with forcing applied at the boundaries could only be expected to attempt to reproduce the
statistics of eddies because of the stochastic nature of the flows. Assimilation schemes primarily
used satellite observations of SSH anomaly and SST because these data types were readily
available on regular schedules. SSH is a dynamic quantity and studies had shown that mapping
methods could be used to resolve mesoscale circulations in the upper layer at spatial and time
scales of about 100 km and 10 days, respectively. SSH is used to infer density anomalies deeper
in the water column and thus, constrain the models’ subsurface flow fields. Therefore, advances
in modeling Gulf of Mexico eddy fields were expected to come from assimilation schemes for
various data types and more detailed comparisons with observations. The latter investigations
would be expected to show whether the dynamics of the models were reasonable, and whether
the scales and eddy interactions were realistic or not. Model improvements would be expected to
follow. In turn, the model could provide information on the genesis, evolution and decay of the
eddy fields that is not readily available from experimental studies.

Below 1,000 m in water depths greater than ~ 2,000 m, observations have shown the flows to be
dominated by propagating planetary waves (TRW’s) that have quite different characteristics to
the upper-layer eddies. These TRW’s are quite energetic with amplitudes greater than 10 cm/s,
periods between ~ 7 and 50 days, and wavelengths of ~ 100 km. They have been observed in all
regions of the deep Gulf where current measurements have been made. It is important that
models are able to simulate these deep currents and thus, the generation and propagation of these
waves. Again, if the models were able to reproduce the general characteristics of observed
TRW’s, the simulations would be expected to provide information on the dynamics of the
transfer of energy from upper-layer eddies to the lower-layer. With the exception of Oey (1996),
the ability of Gulf models to generate and propagate deep TRW’s has not been investigated.
Below 1,000 m, assimilation of direct observations is not practicable at present, and SSH has
little influence. Since TRW currents at any given position will have propagated from remote
source regions, the future ability models to hindcast such events will depend crucially on
simulating the processes responsible for generation of the wave trains. It is expected that this
will also depend on correctly simulating the dynamics of the upper-layer eddy field and the
mechanisms of energy transfer to the lower layer.
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1.2 Objectives

Based on the above discussion, the basic objectives of this study are to improve the ability of
numerical models to simulate the dynamics of the Gulf by investigating two important
phenomena. They are the generation and propagation of TRW’s in the deep basin, and evolution
of eddy fields through the alteration of vorticity through eddy frontal instabilities, eddy-eddy,
and eddy-topography interactions. These processes are investigated by a combination of
modeling and high-level analyses of both data and model output. Process-oriented modeling
uses increasingly realistic simulations of the Gulf, along with model experiments, to evaluate the
dynamics of TRW’s and eddies. The model processes are investigated relative to the dynamics
revealed by the data analyses.

1.3 Outline of the Report

Chapter 2 contains descriptions of the models used for this study, and specific analysis tools used
for the model and observational data. The observational database is also given. Chapters 3 and
4 concentrate on the analysis and simulation of topographic Rossby waves and slope eddies,
respectively. Since this study was one of four modeling investigations, funded by the Minerals
Management Service (MMS), there was a good-deal of interaction between this and other
projects. Chapter 5 briefly summarizes contributions of this study to other projects that involved
model-data comparisons and analysis of circulation processes. Finally, Chapter 6 summarizes
the report and makes recommendations on future strategies for advancing modeling of the Gulf
of Mexico.

1-3



2. Methods
2.1 Basic Model Description

Past experiences (Oey, 1996) indicate that, in order to unambiguously study the Gulf’s
circulation, it is necessary to allow a free dynamical interaction between the Gulf of Mexico and
the Caribbean Sea. Oey’s (1996) model of the Gulf, for example, includes the northwestern
portion of the Caribbean Sea. In the present work, Oey’s model domain is further enlarged to
include a portion of the North Atlantic Ocean west of 55°W and from 6 to 50°N, shown in Figure
2.1-1. In some calculations, a nest is placed over the Gulf of Mexico to effect double resolution.
The model is based on the primitive-equation Princeton Ocean Model as described in more detail
in Oey and Lee (2002). Time-independent total transports are specified at 55°W according to
Schmitz (1996). Except in experiments in which we assimilate sea-surface height anomaly from
the satellite, the steady transports effectively filter out propagating signals from the region east of
55°W. These transports determine the two-dimensional depth-integrated velocities at the open
boundary and are meant to account for the large-scale transports, caused by the wind-stress curl
and thermohaline forcing, through 55°W. The open-boundary conditions are a combination of
these transport specifications along with radiation and advection as detailed in Oey and Chen
(1992). For example, the temperature and salinity fields are advected using a one-sided
difference scheme when flows are eastward (that is, outflow), and are prescribed from either the
annual or monthly-mean temperatures and salinities from the Generalized Digital Environmental
Model (GDEM) climatology (Teague et al., 1990) when flows are westward. These open-
boundary specifications also set the baroclinic structure, which in the present case is largely
geostrophic through the thermal-wind balance. All fluxes are zero across closed boundaries. At
the sea-surface, climatological heat and salt fluxes are specified, and momentum flux (wind-
stress) is specified from the six-hourly ECMWF data.

The variable model grid spacing ranges from A ~ 10 km in the northwestern Caribbean/Yucatan
Channel, to A = 5 km in the eastern and northern Gulf of Mexico. There are 25 vertical sigma
levels with finer resolution over the upper and lower 500-1,000 m of the water column (Oey and
Lee, 2002). For all experiments, the Smagorinsky’s (1963) mixing coefficient is set to 0.1, and
the ratio of (horizontal) diffusivity to viscosity is 0.1.

The sigma-level pressure gradient error (Haney, 1991) in the model is not large when compared
with the physically meaningful modeled currents. The error is reduced by removing the basin-
averaged density profile (i.e. <p> is a function of z only) from the time-dependent density field
before evaluating the pressure gradient terms (Mellor et al. 1998). A one-year test calculation
using an initially level density field with perturbations (see Mellor et al., 1998) and zero forcing
was conducted. Figure 2.1-2 shows that the maximum error asymptotes to ~ 0.15 cm/s, which is
relatively small in comparison to, say, the Loop Current speeds ~ 1 m/s. Moreover, this
maximum occurs off Cape Hatteras, under the Gulf Stream, and thus removed from the region of
particular interest to this study.

The model has been described in a number of publications: Oey and Lee (2002), Oey et al.

(2003a), Wang et al. (2003) and Ezer et al. (2003). Oey et al. (2003b) in particular address the
sigma-level pressure gradient error, satellite data and assimilation scheme, and also model
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Figure 2.1-1al0The model orthogonal curvilinear grids encompass the Gulf of Mexico, the
Caribbean Sea, and a portion of the Atlantic Ocean. Time-independant inflow and
outflow that account for the large scale transports (Sverdrup + themohaline) are
specified across the open boundary at 55[W as a function of latitude.
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Figure 2.1-2. The maximum speed that results from a one-year test calculation using initially

level density field with perturbation: p(z) = p, + p', where p, = area-averaged and
annual-mean climatological density, and p' =-0.1 kg/m3 * exp (z/1000 m) and
zero forcing (see Mellor et al., 1998). For this perturbation, the maximum speed
asymptotes to 1.45x10 m s™! in about 60 days. Only the first 60 days is shown

in the plot. The error is approximately proportional to the amplitude of
perturbation.
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sensitivity to grid resolution. Satellite data assimilation is the basic method for hindcasting Gulf
of Mexico circulations and is discussed below. Assimilation of hydrography is discussed in
Chapter 4.

2.1.1 Satellite Data Assimilation

The satellite data are assimilated into the model following the methodology given in Mellor and
Ezer (1990). The model is integrated without assimilation for 8 years, forced by 6-hourly
European Centre for Medium-Range Weather Forecast (ECMWF) winds, and surface heat and
salt fluxes. The correlations between SSH anomaly on and subsurface temperature and salinity
(T/S) are calculated from the model results. Given the satellite SSH anomaly, 6ns,, the model
subsurface temperature anomaly 8T is calculated as:

O0T(x,y,z ,t) = F1(X,y,2) dnsa(X,Y,1) (2.1-1)
where the correlation factor is

Fr = <8T dn>/<én>>, (2.1-2a)
and the corresponding correlation coefficient is

Cr = <8T dn>/[<8T>><én*>]"~ (2.1-2b)

After each assimilation time step Ata (= 1 day), the model temperature T is replaced by the
assimilated temperature Ta:

Ta=T+[2 RaCr/(1 + 2 RoCr* — C19)] (To - T) (2.1-3)

where Ry is the ratio of At to the de-correlation time scale Atg of the model eddy field (= 30
days), and To is the ‘observed’ temperature inferred from satellite SSH anomaly, which from
(2.1-1) 1s:

To=<T>+Fr Snsa- (21-4)

In (2.1-4), <T> = T, the climatological mean temperature. The assimilation effect is such that
Ta = To in regions where the correlation is high, but To = T, where the correlation is small. Also,
to minimize potential satellite errors near the coast, the assimilation is restricted to regions where
water depths are > 500 m, thus excluding the shelves.

Satellite altimeter data, AVISO (Archiving, Validation, and Interpretation of Satellites
Oceanographic), are obtained from the French Space Agency. The data product was created by
merging TOPEX/Poseidon (T/P) and ERS-1 & -2 altimeter measurements (Ducet et al., 2000).
The combined, inter-calibrated altimeter data are interpolated in time and space using a global
objective analysis. The length scale of the interpolation varies with latitudes, and is about 200
km at mid-latitudes. The e-folding time scale is set at 10 days in the tropics and 15 days
elsewhere. The resulting satellite product has a spatial resolution of 0.25° x 0.25° and is
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provided at 10-day intervals. The merged T/P + ERS-1&2 SSH anomaly maps provide reduced
and more homogeneous mapping errors than either individual data set, and thus, more realistic
statistics. Fratantoni (2001) compared AVISO- and drifter-derived kinetic energy and found
reasonable agreements. Wang et al. (2003) checked the AVISO data against two-year direct
current measurements in the DeSoto Canyon, and found that their first two SVD (Single Value
Decomposition; Bretherton et al. 1992) modes agreed. Oey et al. (2003) found that in the Gulf
the AVISO data agreed well with those obtained from the Colorado Center for Astrodynamics
Research (Leben et al. 2002). In this work, the AVISO data from 1992/October through 1999
are used. Figure 2.1-3 shows an example of the assimilated result.

2.1.2 Data Assimilation in the Princeton Ocean Model

POM has a number of options for different data assimilations. The various forms are all based
on standard optimal interpolation (or Multivariate Ol or MVOI; e.g. Daley, 1991). They differ
only in the details in which the various data are utilized and how the error covariance matrix is
defined. The data (at present) consist of satellite sea-surface height anomaly (SSH), sea-surface
temperature (SST), (described in the previous section), moored temperatures and currents,
hydrography, and drifters. One can in principle also incorporate other data (e.g. CODAR,

SOFAR etc). Given the observed (anomaly) vector Wﬁ0 , the model ‘forecasts’ (or first-guess)

w, "atN grid points, ‘i’, that is corrected to obtain an analyzed vector W," according to:
a f u 0 X f
W =W+ KW =D (Hw ] (2.1-5)
p=1 i=1

Greek subscripts denote the M observational locations, K;, is the Gain matrix (or weights), and

H ; interpolates modeled values onto the observational point. K;, is obtained by minimizing the

square of the analysis error E;* =< (W —w,)* >, where w, is the ‘truth’ and the angle brackets
denote (time or ensemble) averaging. Thus,

M
D Kiy(HPTHT +P%), =(P'H),,, (2.1-6a)
p=1

where
P =< (W, —W,)(W; —Ww,) > (2.1-6b)
Pas =< (W — W, )(Wj, — W) > (2.1-6¢)
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are the space-time correlations of the ‘forecast’ error and observational error, respectively. Since
w,, is usually not known, various levels of approximation must be made for Pafﬂ and P/;, hence

Kiﬁ.
Level 1:

Here the K, is analytically specified (and in general not “optimum”), and

Kiﬂ=EjAjﬂ and AwHﬂ =Iij, (2.1-7a)
where
t—t M
I, = 2Mexp- 105 (3 4,)/M (2.1-7b)
ta td B=1
A
Ay = (2.1-7¢)
2 A
B=1
2 2 2
X: Y. Z
A, =exp(-—L- -2 _ ¥y 2.1-7d
g p( RXZ Ryz RZZ) ( )

lij is the unit matrix, &; is the Kronecker delta function, At is the assimilation time step, t, is

the assimilation time scale (shorter for stronger assimilation), t; is the most recent time when

observation is available at point ‘i, ty is the time influence of the observational data, (X,y,2)is is
the distance between the model and observational grid points, and Ryy, are (X, Y, z) scales,
respectively, that measure the radius of influence of observation and M is the number of
observational locations. Typically (ta, tq) = hours to days, and (Ry, Ry, R;) = (10’s km, 10’s km,
10’s m), taken to be independent of grid point ‘i.”. To put in more ‘physical flavor,” it can be
shown that if At=model time step (using a ‘leap-frog’ scheme), (2.1-5) and (2.1-7) lead to:

f

oW, : N o
p = (physics) + > T} (W] —w;) (2.1-8a)
=1

W= (2w (Y A) (2.1-8b)
p=1 p=1

which is the nudging method. Fan et al. (2003) used this scheme to assimilate observed drifters
(see Chapter 5).
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Level 2 (“Standard OI”’):

o - . o S
Here, P, is diagonal and P ; is Gaussian:

Py=0°5, (2.1-9a)
X2 y2 22 tZ
f_ 2 aff af af af
Paﬂ =< &Na >eXp(—R—f—R—5—R—f—¥), (21-9b)

where o is the standard deviation of observational error (assumed constant), < W, > is the

(model) variance, and as before X,3= X, — Xz etc., and Ry etc. are scales. This (equations 2.1-9,
2.1-2 and 2.1-1) is the scheme used in POM for assimilating the satellite SSH and SST (Mellor
and Ezer, 1991; Wang et al., 2003; Oey et al., 2003a).

Level 3a:

Here, P,

observed climatologies are the same and ‘truths.” Then Pafﬂ is just the model covariance.

is given by (2.1-9a) but Pafﬂ is computed from (2.1-2b) by assuming the model and

Level 3b:

Here, the observed are assumed to be ‘truths.” Thus P, =0 and Pa;, 1s computed from (2.1-2b)

0

with w, =w’ .
Level 3c:

Here, a complete hindcast is first made with the Level-1 scheme. This is then used in Level-3b to
pre-compute Pafﬂ. This hindcast is then repeated but at each time step, the pre-computed Pafﬂ,

hence K;; from (2.1-2), are used to correct the first-guess Wif. Dong and Oey (2003;

unpublished work) found this scheme to give good ‘prediction’ at points where no data were
assimilated.

2.2 Observational Database

The observational database used for analysis and comparison with model simulations consists
mainly of time series of currents and temperatures from moored instruments in deep water, and
hydrographic data from surveys of northern slope waters and LC eddies. The moored data is
from a number MMS programs beginning in 1983, and the hydrographic data is primarily from
the GulfCet I and LATEX C surveys, from the early 1990’s, of the northern slope. In Chapter 5,
near-surface Lagrangian drifter data, deployed in the region of the DeSoto Canyon as part of the
MMS studies in the Northeast Gulf (Hamilton et al., 2000; Jochens et al., 2002), were used for
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model assimilation studies. These drifter data are described in Chapter 5.2, as they were not part
of the main study. The current and hydrography databases are described in the next two sections.

2.2.1 Currents

The positions of moorings, in deep water, with deployments longer than 6 months are given in
Figure 2.2-1. This is not the complete inventory of deepwater moorings, but only the ones that
were used for this study. The depths and time periods of the current data are given in Table 2.2-
1. All these data were available from the SAIC database management system and therefore, had
been processed so that deployments had been concatenated, and time series had been quality-
assured and filtered with 3 and 40-hour low-pass Lanczos kernels, with decimations to 1 and 6-
hour time steps, respectively. In some cases a 7-day low pass filter, with decimation to 1-day
intervals, was also used for analysis of longer-period fluctuations.

Table 2.2-1 Deep Current Meter Moorings

Mooring ID | Deployment Period Water Current Meter | Instrument
(Reference) Depth (m) Depth (m) Type
MMS Gulf of Mexico Physical Oceanography Program: Years 1, 2 and 4

A Jan 1983-Feb 1986 1,700 172 NWCM

(SAIC, 1987) 400 “
738 «
1,100 «
1,600 «

G Jan 1984-Jan 1986 3,200 177 NWCM

(SAIC, 1987) 397 «

703 «

1,565 «

2,365 «

3,174 «
MMS Gulf of Mexico Physical Oceanography Program: Year 3

P Jun 1985-May 1986 2,000 30 RCM
(SAIC, 1988) 300 «
1,000 «
1,500 «

Q Jun 1985-May 1986 3,000 100 RCM
(SAIC, 1988) 300 «
1,000 «
1,500 «

R Jun 1985-May 1986 3500 100 RCM
(SAIC, 1988) 300 «
1,000 «
1,500 «
3,000 «
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Table 2.2-1 (continued)

Mooring ID | Deployment Period Water Current Meter | Instrument
(Reference) Depth (m) Depth (m) Type
S Jun 1985-May 1986 1,500 100 RCM
(SAIC, 1988) 300 “
1,000 “
T Jun 1985-May 1986 2200 100 RCM
(SAIC, 1988) 300 “
1,000 “
MMS Gulf of Mexico Physical Oceanography Program: Year5
EE Apr 1987-Nov1988 845 100 NWCM
(SAIC, 1989) 300 “
725 “
FF Apr 1987-Nov1988 1750 100 NWCM
(SAIC, 1989) 300 “
725 “
1,650 “
GG Apr 1987-Nov1988 3,000 100 NWCM
(SAIC, 1989) 300 “
725 “
1,650 “
2,500 “
DeSoto Canyon Eddy Intrusion Study
Al Mar 1997-Apr 1999 100 12-72 ADCP
(Hamilton et (4 m cells)
al., 2000) 95 S4
A2 Mar 1997-Apr 1999 500 12-72 ADCP
(Hamilton et (4 m cells)
al., 2000) 200 RCM
300 “
490 S4
A3 Mar 1997-Apr 1999 1300 12-68 ADCP
(Hamilton et (4 m cells)
al., 2000) 500 RCM
1290 NWCM
Bl Mar 1997-Apr 1999 100 12-72 ADCP
(Hamilton et (4 m cells)
al., 2000) 95 S4
B2 Mar 1997-Apr 1999 500 12-72 ADCP
(Hamilton et (4 m cells)
al., 2000) 200 RCM
300 “
490 NWCM
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Table 2.2-1 (continued)

Mooring ID | Deployment Period Water Current Meter | Instrument
(Reference) Depth (m) Depth (m) Type
B3 Mar 1997-Apr 1999 1300 12-68 ADCP
(Hamilton et (4 m cells)
al., 2000) 500 RCM
1290 NWCM
C1 Mar 1997-Apr 1999 100 12-72 ADCP
(Hamilton et (4 m cells)
al., 2000) 95 S4
C2 Mar 1997-Apr 1999 500 12-72 ADCP
(Hamilton et (4 m cells)
al., 2000) 200 RCM
300 “
490 S4
C3 Mar 1997-Apr 1999 1300 12-68 ADCP
(Hamilton et (4 m cells)
al., 2000) 500 RCM
1,290 NWCM
Dl Mar 1997-Apr 1999 100 12-68 ADCP
(Hamilton et (4 m cells)
al., 2000) 95 S4
D2 Mar 1997-Apr 1999 500 12-72 ADCP
(Hamilton et (4 m cells)
al., 2000) 200 RCM
300 “
490 S4
D9 Mar 1997-Apr 1999 200 21-152 ADCP
(Hamilton et (9 m cells)
al., 2000)
El Mar 1997-Apr 1999 100 12-72 ADCP
(Hamilton et (4 m cells)
al., 2000) 95 S4
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Table 2.2-1 (continued)

Mooring ID | Deployment Period Water Current Meter | Instrument
(Reference) Depth (m) Depth (m) Type
DeSoto Canyon Eddy Intrusion Extension
I1 Sep 1999-Sep 2001 2,000 12-68 ADCP (4m)
(Hamilton et 122-250 “
al., 2003) 256-368 “
372-588 ADCP (8m)
658-1,202 «“
800 RCM
1,000 “
1,200 “
1,400 “
1,600 “
1,800 “
1,989 NWCM
12 Sep 1999-Sep 2001 1998 1,600 RCM
(Hamilton et 1,800 “
al., 2003) 1,989 NWCM
I3 Sep 1999-Sep 2001 2175 1,775 RCM
(Hamilton et 1,975 “
al., 2003) 2,164 NWCM
14 Feb 2001-Sep 2001 1957 1,557 NWCM
(Hamilton et 1,757 RCM
al., 2003)
J1 Sep 1999-Aug 2000 1373 972 RCM
(Hamilton et 1,172 “
al., 2003) 1,361 NWCM

ADCP — RDI Acoustic Doppler Current Profiler (Narrow & Broad Bands, LongRanger)

2.2.2 Hydrography

RCM - Aanderra Current Meter (versions 4,5,7,8 & 9)
NWCM - General Oceanics Niskin Winged Current Meter (Mks I, IT & 11I)
S4 — Inter Ocean S4 Current Meter
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The slope aircraft surveys of LATEX C (Berger et al. 1996; Hamilton et al., 2002), and the ship-
based surveys of GulfCet I (DiMarco, Personal Communication), are the primary data sources.
The former used AXBT’s and the latter XBT’s and CTD’s. All the (A)XBT data were converted
to CTD’s as discussed by Hamilton et al. (2002). The (A)XBT’s are corrected for depth offsets,
relative to a CTD, using the formulae given by Singer (1990), then salinities are estimated from
nearby CTD stations that were taken within one month of the XBT data. In some cases the CTD
data was from different years than the (A)XBT data. This is a reliable procedure because of the
tight T-S relation in the Gulf for temperatures less than about 16°C. The scatter in the T-S in the
surface layers leads to errors in the surface dynamic height, relative to 780dbar (the deepest
depth of the stretched XBT profiles), of ~ 2 and 5 dynamic cm if the CTD data used are from the
same or different years, respectively. Details are given in Hamilton et al. (2002).




The dynamic height calculations for the slope region employ the method given by Csanady
(1979) for integrating the bottom density profile across the isobaths. Only stations with bottom
depths less than 780 m on the upper slope require the integration of bottom densities from south
to north along the cross-slope transects. The method is considered accurate if the bottom o
isolines are approximately parallel to the isobaths, so that integration along a transect is
independent of position. This assumption is usually reasonable on the upper slope. The assumed
level of no motion at 780 dbar, though dictated by the XBT profiles, is also reasonable, given
that the region of minimum energy in the current profile is between 800 and 1,200 m (Hamilton
et al., 2000). Dynamic height and derived o profiles are the basis of the higher order analyses
given in the next section.

A total of 21 AXBT flights and 7 GulfCet cruises were processed and the resulting fields mapped
to grids. The station positions for two AXBT and one GulfCet surveys are shown in Figure 2.2-
2. Stations from more than one survey are often combined to increase the area of coverage if
they were taken within about a week of each other. The surveys in Figure 2.2-2 are extensively
used in Chapter 4. Some of the aircraft surveys deployed AXCP’s, which provide velocity shear
profiles. AXCP velocity data was treated as in Hamilton et al. (2002), by smoothing with least-
square splines with a length scale of 50 m, and removing a barotropic offset. The latter was
estimated from regions near the bottom of the velocity profiles that exhibit no shear, as in
Sandford et al. (1987).

The processed salinity, temperature and o profiles were mapped to horizontal grids using the
statistical interpolation method given by Pedder (1993), which is an iterative method similar to
the Barnes (1964) two-pass scheme and its successors. The length scale used by the Gaussian
influence function is estimated as the mean separation of the station positions over the grid. This
is about 40 and 50 km for the AXBT and GulfCet surveys, respectively. The method is iterated
to convergence so that the differences between interpolated and observed fields at the station
positions are minimized. However, for noisy calculations that difference the gridded fields (e.g.
relative vorticity), some smoothing is often useful and this is achieved by limiting the number of
iterations (Pedder, 1993). The interpolation method to a regular horizontal grid can employ
either a equally spaced or the model’s curvilinear grid (see section 2.1). The former is used for
analyses, and the latter for the assimilation of observations into the model runs.

23 Analysis Tools

2.3.1 Topographic Rossby Waves and Ray Tracing

The fluctuations of observed lower-layer currents have a wave-like nature consisting of the
nearly barotropic flows in the lower 1,000 m of the water column. Rhines (1970) first gave the
theory of topographic Rossby waves using quasi-geostrophic (QG) dynamics (Pedlosky 1979).
Important features of TRW theory are:
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Figure 2.2-2.00Station position maps for FI3SQUIRT/F14LEDDY (top panel) and GULFCETO07
(bottom panel). Station types are X - (A)XBT, Solid Square - CTD and Solid
Diamond (AXCP). In the top panel the FI4LEDDY stations are purple.
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The wave motion is bottom intensified; thus current amplitudes increase in magnitude
towards the bottom.

There is no phase difference between currents at different depths; therefore at any
particular wave frequency, the motion is columnar.

The maximum frequency or cutoff frequency for TRW's is Na. where a is the bottom
slope, defined as normal to the general trend of the isobaths, and N is the Brunt-Viisila
frequency of the lower water column. Bottom slopes are defined over scales similar to
the wavelengths of TRW's (~ 50 to 100 km). The effect of small or large perturbations of
the bottom slope on TRW propagation is not covered by present linear theories. The
wave frequency, o, is proportional to the bottom slope and the cosine of the angle that
the wavevector makes with the isobaths. At the highest allowed frequency, the phase
velocity is parallel to the isobaths such that shallow water is on the right of the direction
of wave propagation.

At the highest allowed frequency, wave motions are rectilinear and perpendicular to the
phase vector and isobaths. At lower frequencies the wave motions become more parallel
to the isobaths. Longer wave-length motions are also less bottom trapped than high
frequency waves.

TRW's are dispersive and it can be shown that if the phase vector is directed into deeper
water, then the energy flux has component towards the shallower water (Thompson,
1977). TRW's are refracted by changing topography. These ray-paths can be calculated
by WKB theory which assumes that the environment (e.g. bottom slopes) change “slowly
” compared to the wavelength of the motions. This is rarely strictly true in practice.

TRW ray paths in this study are calculated using the QG dispersion relation. The basis of the
method is given in Meinen et al. (1993) and used by Pickart (1995) to calculate TRW ray paths
generated by the deep Gulf Stream in the Middle Atlantic Bight. The dispersion relation for
TRW’s is given by the coupled equations (Pickart, 1995; Oey and Lee, 2002):

where

u? = (K% + Bklo ) (N/f)? (2.3-1a)
u tanh( ph ) = N*/(of) (K x Vh), (2.3-1b)
h is the water depth,

N = (-g/po 8,p)"* is the Brunt-Viisild frequency (assumed constant),

f is the Coriolis parameter using the B-plane assumption,

K = (k, I) is the wavenumber vector in east and north (x, y) coordinates,
c is the wave frequency,

1/u is the vertical trapping scale of the wave, and

V (=i 0k +j 0y) is the horizontal gradient operator.

The subscript ‘z’ is the vertical component of the vector, thus (K x Vh),=(kh,— Ihy). For typical
N/f=10 and maximum slope gradients |Vh| < =0.05 used in the model, it can be shown that the
QG dispersion is valid for wave periods > 20 days. The model analyses focus solely on waves
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with periods > 20 days. When topographic slope dominates, Bropo = f]Vh|/h >> 3, and the B-term
can be dropped. Then p can only be real and it becomes the inverse vertical trapping scale of the
wave. Equations (2.3-1) then give,

o tanh(NhK/|f])/N = sgn(f) (nkxVh), (2.3-2)

where ng=K/K is the wavenumber unit vector, and sgn(f) = sign of ‘t". Without loss of
generality, o can be taken to be >0, so that (ngxVh), must have the same sign as sgn(f). Thus the
phase propagation direction must lie to the right (left) of the direction of increasing water depth
in the northern (southern) hemisphere. In other words, the wavenumber vector makes a clockwise
(anti-clockwise) angle 6 with respect to the direction of steepest topographic decent (i.e. with
Vh/|Vh|). For NhK/|f] ® O(1) or larger (which typically requires wavelengths < 200 km),
tanh(NhK/|f])=1 or at most a weak function of “NhK/|f],” and (2.3-2) shows that the frequency &
is independent of the magnitude of the wavenumber, and depends only on the angle that the
wavenumber vector makes with the x or y-axis. It follows then that the component in the
direction of K of the rate of change of frequency in the wavenumber space, ngeVo, where
Vx=(0/0k, 0/dl), must be zero, since this direction is by definition fixed and o itself depends on it
only, and not on the magnitude K. Thus, the wavenumber vector and group velocity C, (=Vk0)
must be perpendicular to each other. Moreover, (2.3-1b) (with tanh(NhK/|f])=1) gives

Cg =N ngeVh ( I, -k)/K?, (2.3-3)

so that Cg x K = NngeVh = N|Vh|cos(0). Thus C, is directed clockwise (upslope) with respect to
K when the latter points downslope, 0<6<n/2, and anti-clockwise (downslope) when K points
upslope, n/2<0<r (Figure 2.3-1).

Under the WKB approximation, where changes in wave amplitude and phase caused by the
environment are assumed to vary on scales larger than the local wavelength, the equations
governing the path of a wave and its wavenumber are (LeBlond and Mysak, 1978; Lighthill,
1978):

Dix=0c /0K =C, (2.3-4)
DiK=> -0c /0y Vyi (2.3-5)
where Di=0/0t+CgeV

is the derivative following the wavegroup, x is the path of the ray, and C, is the group velocity,
defined above. The v; are the environmental parameters that cause refraction of the wave. There
are three such parameters for TRWs: h (water depth), Vh (bottom slope), and N (Brunt-Viisila
frequency). Though the wavenumber vector undergoes refraction as the environmental
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3000 m

2500 m

Figure 2.3-1. [A schematic that describes the relations between three vectors: the gradient of
water depth Vh, wavenumber vector K, and the group velocity Cg, in the northern
hemisphere and when NAK/f is O(1) or larger (see text). 0 is the clockwise angle
that K makes with Vh. Cg is very nearly perpendicular to K. Moreover, Cg x K a
cos(0), so that it is positive (negative) and Cg points upslope (downslope) when K
points downslope (upslope) when 0<0<m/2 (7t/2<0<m). The figure shows the case
0<b<m/2.
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parameters change along a path, the frequency remains constant, because by 2.3-4 and 2.3-5, D;c
= (0. The WKB assumption is marginal though it is often used under conditions that have sharp
changes in the environmental parameters. Therefore, the topography must be smoothed over at
least the wavelength scale for the method to apply. Equations, (2.3-4) and (2.3-5), are solved
using 4" order Runge-Kutta with adaptive step size methods (Press et al., 1992) to determine ray
paths and the change in the wavenumber vector along the rays. The condition that the frequency
must be constant along a ray path serves as a check on the numerical method.

The method requires specifications of four environmental fields: N(x,y,zt), h(x,y), and the two
components of Vh(x,y). The topography was smoothed using a Gaussian-type interpolator (Oey
et al., 2001) with a ‘radius of influence’ of 0.6", comparable to the filter width of 150 km used by
Pickart (1995). Figure 2.3-2 compares the smoothed topography with the original one used in the
numerical simulation (see Chapter 3). The smoothing removes short-scale topographic
irregularities but leaves the large-scale features (and also those of Vh, not shown) essentially
intact. To obtain a smoothed N, we performed time and depth averaging over the last seven
years of the ten-year simulation, and also for depths below the 27.5c; surface (i.e. in layers 3 and
4). The resulting contours of N(x,y) are shown in Figure 2.3-2. Note that over the deep basin,
N~107 s™'. These smoothed values (N and h) are interpolated onto a longitude/latitude grid with
constant grid sizes (0.01°x0.01°), on which Vh is calculated using finite differences. Note that
the uniform grid is used for calculating the environmental fields only, and does not define the
actual coordinates of rays.

In addition to N(x,y,z,t), h(x,y) and Vh(x,y), deep currents ugep also affect ray paths (Oey and
Lee, 2002). Figure 2.3-3 shows the modeled currents averaged over the last seven years of the
ten-year simulation, at 200 m above the bottom in the Gulf (Oey et al., 2002). The modeled deep
mean flow, ugeep=(u1, U), is generally cyclonic around the deep Gulf. Between the 3,000 and
3,500 m contours in the northern Gulf, maximum speed reaches 0.07 m/s, but in general it is
more sluggish ~0.03 m/s. Given TRW group speeds of about 10 km day™, the effects of Udeep CaAN
be as much as 50% or more at some location. To assess the effects, the ray equations (2.3-4 and
2.3-5) are modified to account for ugep, as follows (Lighthill, 1978). Firstly, the absolute
frequency o, is connected to the relative frequency o (i.e. relative to medium at rest) by the
Doppler’s relation:

ca,=0tueK (2.3-6)
Thus, the group velocity C,, becomes

Cya = Vkoa = Vko tu=C, + u, (2.3-7)
where C, is derived from (2.3-1). Thus, the ray path is defined by

Dix =C;+u. (2.3-8)
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Brunt-Vaisala Frequency (x10# s), 27.5-Bot.

30°N

25°N

20°N

30N

25N

20N

Figure 2.3-2.0(a) Time (7 years) and depth (below 27.5 o; surface) -averaged Brunt-Viisala
frequency, N (10-4 s-1). (b) Smoothed (solid) compared with model (dashed)
topography. Smoothed fields were used in ray tracing calculations.
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90°W
simulation, at 200 m above the bottom in the Gulf from (Oey et al., 2002).

Figure 2.3-3.0The modeled currents averaged over the last seven years of the ten-year



Similarly, the absolute frequency is used for the derivation of (2.3-5), to obtain

DiK=) -0c/0yiVyi—K e Vu (2.3-9)

Equations (2.3-8) and (2.3-9) are used (in place of (2.3-4) and (2.3-5)) to trace rays when effects
of mean flow are to be included. Multiply the x component of (2.3-9) by k and assume zonal h
and N (or locally functions of the diabathic coordinate ‘y’ so that positive ‘y’ points in the
opposite direction to the vector Vh), and also Ugeep = (Ugeep(y),0), an estimate is obtained of how
wavelength changes along rays embedded in a mean sheared flow:

D: (K/2) = —1 sin(0) A(|hy|N)/dy — Kl Ougeey/dy. (2.3-10)

This shows that the effect of ugeep is that, for positive kl, the wave shortens as the ray propagates
into a region of cyclonic sheared current Ougeep/0y < 0.

Using (2.3-6), (2.3-8) and (2.3-9), it can be readily shown that D; 6, = 0 along a ray. It follows

then from (2.3-6) that ¢ + u ¢ K is constant on a ray. Assuming a zonal shear flow and using

(2.3-2), it can be estimated how rays are bent (i.e. how 0 changes along rays) by the sheared
current:

N|Vhsin(6) = —ugeep(y) k. (2.3-11)

Since k < 0, rays propagating upslope into a region of decreasing parabathic current (i.e. cyclonic
shear), the effect of cyclonic shear alone is to bend rays back towards down-slope (i.e. ©
decreases). Note that if furthermore N|Vh| increases up-slope, then Dy (ki’/2) > 0 from (2.3-10)
with ugeep = 0, and it is only necessary that ugep, < O for it to have the effect of bending rays
down-slope.

Note that the above tacitly assumes [Ougeep/0z| << 1, i.e. small vertical shears. This is consistent
with slowly-varying N (over TRW wavelengths and periods) required by the use of the theory of
bottom-trapped TRW,; i.e. the dispersion relation (2.3-1). The results presented in chapter 3
suggest that in comparison to topographic vorticity gradient, gradients in N play a relatively
minor role. While the theory is self-consistent in this regard, the question as to how a non-
slowly varying N will affect ray paths, including the possible energy coupling of near-bottom
with layers above, is beyond the scope of this study.

For the model, average bottom currents are readily available. Similar to the calculations for an
average, horizontally varying N, a seven-year averaging was performed on the modeled currents
at 200m above the bottom (Figure 2.3-3). The resulting ugep is used in the ray calculations
based on (2.3-8) and (2.3-9) to assess the effects of deep mean flows on TRW propagation.
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2.3.2 Hydrographic Analyses

In classical analysis of hydrographic surveys, the distribution of potential vorticity (PV) on
isopycnal surfaces is an important diagnostic of the dynamics. This is because PV is a conserved
quantity in the absence of dissipation and external forces (Ertel, 1942) and can be used to
analyze dynamical processes. To first order, water particles move along surfaces of constant
potential density (i.e. isopycnal surfaces), and relative changes in the components of PV
distributions on isopycnal surfaces occur during the formation of eddies. The discussion and
derivations below follow the work of Allen and Smeed (1996) and Pollard and Regier (1992).

The Rossby-Ertel potential vorticity on an isopycnal surface is given as:

PV = (f+8) (3p/02)/p | p-const (2.3-12)

Where the relative vorticity, { = 0v/0x - 0u/0y, and potential density, p, are defined on an
isopycnal surface. For horizontal scales greater than the local Rossby radius, £ << f and the PV
simplifies to:

PV = £ (8p/dz)/p, (2.3-13)

which is usually referred to as the Sverdrup PV and depends primarily on the vertical distance
between two isopycnal surfaces. For mesoscale flows in the Gulf of Mexico, |C| = 0.3f, and
though the Sverdrup term is dominant, the relative vorticity is an important component.
Therefore, for the calculation of the Ertel PV, using (2.3-12), ¢ is estimated from the geostrophic
velocity components:

(U, V) =1/(po f) (-0P/0y, OP/0x ) (2.3-14)
where the horizontal pressure differences are calculated from dynamic height. The horizontal
dynamic height finite differences are readily calculated on sloping constant isopycnal surfaces
with the assumption that the potential density surfaces are parallel over the scale of the

difference estimation (usually a few kilometers). This is a good assumption in practice.

The three-dimensional velocity field can be separated into geostrophic and ageostrophic
components. Thus,

(u, v, w)=(U, V, 0) + (u,, va, W), (2.3-15)
where |u,| << |U|. The equations of motion become
DU —f(V +v,) =-1/py OP/0x (2.3-16a)

D,V + f (U + up) = -1/po OP/3y (2.3-16b)
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and the conservation of mass as

Dip+wop/oz=0, (2.3-17)
which can be rewritten using the hydrostatic approximation as

N?w = -1/po D, (8P/6z). (2.3-18)
The acceleration term, Dy, is approximated by using the geostrophic velocities (U, V), so that

D, = o/ot + Uo/ox + Vo/0y .

Note that using (2.3-15) and (2.3-16), the ageostrophic velocity components are defined as
proportional to the geostrophic acceleration terms as

DiU=fv,; DiV=-fu,.

Using an f-plane assumption, differentiating (2.3-18) with respect to x and y and eliminating P
from (2.3-16) generates equations for (u,, v,) in terms of w, U and V. The ageostrophic
velocities are eliminated through continuity so that the omega or Q-vector equation becomes

£ otw+VEINw)=V.Q, (2.3-19)
where
Q =[2f(V, U, +V,V,),2f(U, U, + U, V,) ]. (2.3-20)

For a horizontal surface, the geostrophic shear terms can be rewritten as horizontal density
gradients (Wang and Ikeda, 1997), so that

Q = [2g/po (Vx py + Ux px), 2g/po (Vy py + Uy px ) ]. (2.3-21)

Thus, Q can be derived from coincident interpolated dynamic height, and o or oy fields at any
given depth level using (2.3-21). Equation (2.3-19) states that given suitable boundary
conditions, the vertical velocity field can be diagnosed from the geostrophic velocity field.
However, the vector Q and its divergence or convergence can be used directly to infer where up-
and down-welling velocities, respectively, are likely to occur, without directly solving (2.3-19).

2.3.3 SVD Analysis

As one of the contributions to other studies, this project provided the current data from the
DeSoto Canyon Eddy Intrusion Study (see Table 2.2-1 and Figure 2.2-1), as well as model runs,
to a project that investigated how well the POM, with assimilation, could reproduce the dominant
flow patterns in the DeSoto Canyon. The results were reported in Wang et al. (2003). The
statistical technique used by Wang et al. (2003) to see if simulated and observed flow patterns
had similar characteristics is called Singular Value Decomposition (SVD) analysis, which was
introduced by climate studies, where similar problems of comparing model output with
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observations where the flow fields are not fully deterministic arise (Bretherton et al. 1992; Lau
and Weng, 2001; Robertson et al., 2000). The approach explores the possibility that model
results may contain comparable spatial and temporal patterns with the observed currents, even if
local (point-wise) correlations between the model and observations are low. The approach is
slightly different from using Composite Principal Component Analysis (CPCA), which applies
EOF analysis to combined spatial series from the model and observations, and Bretherton et al.
(1992) have shown that SVD gives a better representation of the significant coupled patterns than
CPCA (see also Wallace et al.,, 1992). Since this is an important method that should be
increasingly applied to the comparison of models with spatially dense observations, where non-
deterministic flows such as eddies are predominant, the basics of the SVD analysis are repeated
here from Wang et al. (2003).

Both model and observational currents are mapped to coincident grids. In Wang et al. (2003),
the mapping was performed using the Universal Co-Kriging (UCK) method of Pedder (1989)
because daily maps of geopotential were required for comparison with SSH anomalies from
altimeter data. Following Bretherton et al. (1992), the spatial vector time series S(t) and z(t), can
be expanded in terms of a set of patterns (NS and NZ are the vector dimensions in s(t) and z(t)):

S(t)y«S(t) = iak (t)p, (2.3-22a)
2(t) « Z(t) = f“bk (t)a, (2.3-22b)

The time series @, (t) and b, (t) are called the left and right expansion coefficients and the vectors
are p,and q, the corresponding spatial patterns. It can be shown that if p, and g, are the k-th left

and right singular vectors of the covariance matrixC, , the covariance between the k-th left and

Sz
right expansion coefficients,< a,b, >, is equal to the corresponding k-th singular value. The

SVD expansion can be ordered such that the first mode corresponds to the largest singular value,
and so on. The percentage of the covariance explained by the k-mode, the squared covariance
fraction (SCF), is,

(2.3-23)

where the squared Frobenius matrix norm is the total amount of squared covariance summed
over all entries in C:

2 NS NZ
e =>>¢c; . (2.3-24)

i=l j=1

Obviously, SCF; > SCF,, and the first mode extracts most of the spatial covariance (as defined
by the Frobenius matrix norm).

2-26



3. Topographic Rossby Waves

This chapter is divided into two sections: the first concerns model investigations of TRW
characteristics and dynamics that are based on Oey and Lee (2002), and the second is about the
ability of the model to simulate the observed characteristics of the waves in various parts of the
deep Gulf. The latter uses the deep current measurements listed in section 2.2.

3.1 Model Investigations
3.1.1 Introduction

Hamilton (1990) first gave observational evidence of TRW’s in the Gulf of Mexico (GOM)
through analysis of long-term current measurements below 1,000 m depth made in the late
1980's. Based on deep moorings over the slope and rise around the Gulf, east from Florida to
northern and western Gulf, he found energy spectral peaks at 25, 45 and 100 days, within the
range of periods expected for TRW’s. The motions were characterized as columnar, with
amplitudes decreasing with increasing height off the seabed. The waves are transverse and
rectilinear such that the principal major axis is at an angle to the general trend of the isobaths.
More detailed analyses showed that these waves have wavelengths of about 110-300 km, phase
velocities that were offshore and energy propagation that were westward with speeds of
approximately 9 km/day. More recent measurements (Hamilton and Lugo-Fernandez, 2001)
made at the base of the slope (2,000 m), just south of the Mississippi delta at 90°W, showed high
amplitude (~ 50 cm/s), short period (~10-12 days) period wave trains regularly passing through
the site (Hamilton et al., 2003). These waves seem to originate on the west side of an extended
LC and appear to be refracted back into deep water by the steep Sigsbee escarpment, since they
are not observed further west in the basin. These short period waves are not likely to be resolved
by the model grid and most of the attention in this section is on waves with periods of 20 to 100
days.

The Loop Current (LC), with speeds that can exceed 2 m/s near the surface and O (10cm/s) at
1,000 m depths, constitutes a major forcing to flow fluctuations in the Gulf of Mexico. On time
scales from weeks to years, the LC can extrude as far northward as the Alabama-Mississippi
continental rise near the foot of the De Soto Canyon, and retract southward to near the Yucatan
Channel (Vukovich et al., 1979). This LC pulsation is often accompanied, at periods that range
from 6 to 20 months, by shedding of Loop Current Eddies (LCE) - energetic warm-core rings
(similar to those found in the Gulf Stream system) with diameters which typically range from
200 to 300 km and near-surface swirling speeds that exceed 1.5 m/s (Kirwan et al., 1988;
Forristall et al., 1992; Hamilton et al., 1999). In addition, through some kind of dynamical
instability, or otherwise a cascade mechanism that is not yet fully understood, smaller-scale
eddies (cyclones in particular) and frontal meanders are believed to be generated from the larger-
scale LC and LCEs (Paluszkiewicz et al., 1983; Hamilton, 1990, 1992; Hamilton et al., 2000).

Given their ubiquitous signatures, it seems logical to hypothesize that, through some
mechanisms, the Loop Current and LCE’s force deep-flow eddy kinetic energy (EKE) and
TRW’s in the Gulf. While field evidence is hard to come by, (numerical) models of the Gulf,
forced by time-independent forcing, suggest that this might in fact be the case (e.g. Oey, 1996).
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Motivated by Hamilton’s (1990) work, Oey attempted to identify TRW’s from his calculation of
the LC and LCEs in the Gulf. Similar to what Hamilton found, the calculations yielded columnar
motions for depths deeper than 1,500m at locations over the slope and rise around the Gulf,
along-isobath motions that intensified near the bottom, spectral peaks within the 20 to 100 day
periods, and westward energy propagation with speeds of about 12 km/day. Because these
model runs used steady forcing, these findings established a direct link between LC and LCE-
induced variability and bottom EKE, though they fell short of establishing what that variability
might be, and of proving that the deep motions were indeed TRW’s. Moreover, it is of interest
to study, if TRW’s do exist, what their paths are in the Gulf and whether or not (and how) they
can account for EKE recorded (in the model and/or field experiments) at locations that seem
distant from direct LC and LCE influences. These issues are addressed using an improved
version of the primitive-equation (PE) model used by Oey (see section 2.1). It will be shown
that, in a model forced by steady transport from the Caribbean Sea and Atlantic Ocean, the deep-
flow EKE over certain parts of the slope and rise in the Gulf are TRW’s, that these TRW’s
originate from regions beneath the LC and from locations coincident with the paths of
propagating LCE’s, and that the link between the energy of the large-scale, i.e. those of the LC
and LCE’s, and the near-bottom energy is surface high-frequency, short-wavelength disturbances
produced around the LC and LCE’s.

3.1.2 Setup of the Model for Deep Flow Experiments

The model, described in section 2.1, is initialized with an ocean at rest, and run in diagnostic
mode for one month, during which the density field (p) is fixed at its annual-mean distribution.
A (predominantly) geostrophically-adjusted velocity field is established during this time. The
prognostic calculation is then initiated from this balanced field and a quasi-equilibrium state, in
which regular, nearly-periodic LCE shedding occurred, is established in about 2 years. The
integration is then continued through the tenth year. Figure 3.1-1a gives snapshot examples
(every 90 days) of contours of {/f (relative vorticity divided by local Coriolis parameter) at
z=—50 m, showing LCE shedding and westward propagation. Figure 3.1-1b plots time/latitude
contours of free-surface elevation n along 90°W, showing passages of LCEs when 1 maximizes
to ~ 0.3 m. Various characteristics of the LC and LCEs are as follows. The shedding period is
very nearly constant at 10 months (Figure 3.1-1b) and LCE diameters are about 300 km. Once
shed, modeled eddies traverse across the Gulf in a southwestward direction at speeds of
approximately 4 to 5 km day™, and decay eventually in the southwestern corner of the Gulf. In
this constant-inflow experiment, the basic shedding mechanics and eddy kinematics follow
closely those described in Hurlburt and Thompson (1980) (c.f. Sturges et al., 1993; Oey, 1996).
Typical swirl speeds and ¢/f around an eddy are 1.2 m s and —0.4, respectively, while the
corresponding values at the western edge of the LC in the Yucatan Channel are 1.5 m s and 0.7.
The maximum swirl speeds are weaker than those typically observed, about 1.5 to 2 m s
(Kirwan et al., 1988; Forristall et al., 1992). The resulting weaker forcing will likely result also
in a weaker deep response. This should not however, seriously jeopardize our attempt to
diagnose and study TRW’s, which basically are linear waves. On the other hand, the maximum
modeled swirl speeds represent improvements over those found in Oey (1996), which gives
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values of 0.76 m s (¢/f ~ -0.25). Because the forcings are similar in the two calculations, the

improvements are a result of increased grid resolution (doubled) in the present case (c.f. Oey,
1998).

While the near-periodic shedding and constancy of direction of LCE propagation are idealized
settings not found in the real ocean, they represent dynamically consistent forcing for (deep)
flow EKE in the Gulf. By understanding how TRW’s develop in this simplified system, we hope
to develop hypotheses and ideas for future analyses of more realistic models, and of observations
as well.

3.1.3 Model Data Processing

For the purpose of identifying TRW’s in the PE model, it is useful to divide the model’s results
into four isopycnal layers, with layer 1 from surface to 276 (~300 m thick), layer 2 from 27c; to
27.50¢ (~ 500 m thick), layer 3 from 27.5c; to 27.7c; (~ 500 m thick), and layer 4 from 27.7c; to
bottom (thickness ~ 1,000 m or more). Figure 3.1-2 shows an example of this division at 90°W.
Because TRW motions are columnar (vertically coherent) at depths below about 1,000 to 1,500
m, EKE is examined in the fourth layer, i.e. below the 27.7c; surface (note that this lies
approximately 1,000 to 1,500 m below the free surface). The modeled currents are daily means,
which are then depth-averaged in each layer. The depth averaging in the fourth layer precludes
possible biases of high EKE that might occur in some region if a fixed z-level were used to
search for TRW’s. It has the added nicety of also eliminating any grid-point noise. On the other
hand, the depth-averaging reduces by at least 50% the values of the near-bottom kinetic energy.
The last 7 years of the 10-year run were then spectrally analyzed, and the results in the 20 to 100
day, TRW band examined.

3.1.4 Deep Flow Eddy Kinetic Energy

The model regions, where TRW’s are active in the Gulf, are determined in this section. To do
this we first search for areas where a significant (60%) part of the total energy falls in the TRW
period range of 20-100 days, where the deep energy is above a certain threshold, and where
bottom intensification exists. These regions are then checked so that the topographic slopes and
stratification are such that the 20 to 100-day TRW’s can be supported. The spatial correlations
are then calculated so as to examine, in an ad hoc way, wave propagation in these regions of
significant deep energy. The TRW dispersion equation (2.3-1) is utilized and the ray equations
(2.3-4) and (2.3-5) (or (2.3-8) and (2.3-9) when deep mean currents are included) are integrated
to show that rays originate in the LC and LCE’s, and are confined in these significant deep
energy regions.

Figure 3.1-3 compares the time series of lower-layer (i.e. layer 4) kinetic energy fluctuations
(LOKE) at a station just west of the LC (88°W, 25.8°N) with the corresponding 20-100 day
band-passed LOKE (henceforth referred to as LOKE 2.1004). At this station the amplitude and
phase of the band-passed series generally follow those of the total series. The ratio of their
standard deviations, LOKE 7¢.100s/LOKE (note that here the same notation ‘LOKE’ is used for
standard deviation) = 0.68. Observations of deep currents show that, where TRW’s are observed

3-5



Average density profile along 90°W

O T FTTTTTTTI ‘ FTTTTTTTI ‘ FTTTTTTTI ‘ FTTTTTTTI ‘ FTTTTTTTI T
~1000 - —
G |
< 2000 —
O — —
©
[ r _
~3000 — —
*4000 7\ N I ‘ I ‘ I ‘ I ‘ I ‘ I ‘ I \7
22 23 24 25 26 27 28 29

Latitude (N)

Figure 3.1-2.0A time-averaged cross-sectional contour plot of density at 90°W that describes
isopycnal division of model’s three-dimensional field into four layers: layer-1
from surface to 276y, layer-2 from 276, to 27.56, layer-3 from 27.56; to 27.76,
and layer-4 from 27.70; to bottom.
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over the continental slope of the Gulf, they generally account for some 95% of the total near-
bottom EKE. In the present case in which the energy is averaged over the lower layer (thickness
~ 1,000 to 2,000 m assumed > TRW trapping scales; see below), the appropriate percent-value,
assuming TRW exponential decay with height above the bottom (from a maximum of 95% at
bottom), is ~ (1 — €')x0.95 ~ 60%. Thus Figure 3.1-3 suggests that, at least at this location,
TRW’s may exist. Therefore, only those regions where LOKE 5¢.100s/LOKE > 60% are
considered. To avoid regions where the ratio is artificially inflated, a second, minimum-LOKE
constraint is imposed such that the local LOKE exceeds 10° m® s?, the Gulfwide-averaged
standard deviation of LOKE. A third constraint is also imposed such that only those regions
where the kinetic energy shows intensification near the bottom (Hamilton, 1990) are considered.
These constraints are probably over-restrictive in that they will likely eliminate potential sites
(for TRW activities) where both TRW and strong locally-forced, non-TRW components of the
EKE coexist, under the LC for example. Thus, while the minimum-LOKE constraint is satisfied,
the ratio and bottom-intensification requirements may not be. On the other hand, the constraints
ensure that what survive are robust features of the model that may have better chance of being
observed in the real ocean.

Figure 3.1-4 gives LOKE 7¢.1004 after the above three constraints are imposed. It shows a
significant LOKE 01004 region across the Gulf over approximately the 3,000-m isobath. This
along-3,000 m-isobath band of LOKE 5.1904 Will be refered to it as the “CGKE,” or “central-Gulf
LOKE »0-1004” band, and will be the focus of the investigations. While there are other significant
LOKE 70.1004 regions in the model Gulf (e.g. 88°W, 28°N; Figure 3.1-4), the central-Gulf band
suggests a simpler cause-and-effect scenario: 1i.e. forcing under the LC and southwestward
propagating LCE’s, and near-bottom energy that spreads westward. It is noted that the CGKE
band not only indicates regions where LOKE 7.100s/LOKE > 60%, it also coincides well with
areas where bottom intensification exists in the model Gulf. In other words, the extent and shape
of the band in Figure 3.1-4 are essentially unchanged if only the bottom-intensification and
minimum-LOKE constraints are imposed.

The CGKE band is now checked that it resides in a region where TRW’s can be supported.
Equation (2.3-2) is used to plot contours of the minimum period P=2n/c<tanh(NhK/f)/(N|Vh)|).
Figure 3.1-5 shows P for 2n/K=110 km, and using N(x,y) derived from the model as explained
below. Except for the relatively gentle topography of the deep central Gulf where only long-
period (>100 days) TRW’s can be supported, waves of shorter periods can in theory exist almost
anywhere in the Gulf. It is therefore, not immediately apparent why LOKE 7.1004 1s confined
only along the narrow band over approximately the 3,000-m isobath in Figure 3.1-4. In other
words, why is there not a more expansive north/south spread of energy that exhibits TRW
characteristics to other regions of the Gulf? The answer lies in the way that TRW energy is
refracted. In the following, two methods are used to attempt the linking of the CGKE band with
TRW’s: firstly a somewhat ad-hoc phase and correlation analysis, and secondly a more precise
ray (energy) tracing calculation. Based on these calculations, possible sources of these near-
bottom EKE are discussed.
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Figure 3.1-4.0The lower-layer kinetic energy in the 20 to 100-day periods (LOKE 5(_1004)-
Regions where the ratio of LOKE 5(_j0oq to total LOKE is less than 60%, where
there is no bottom intensification, and where LOKE does not exceed the Gulfwide
average of 103 m? 2 are omitted as discussed in the text.
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Figure 3.1-50 Contours of the minimum period (in days) P=2n/c < tanh(NhK/f)/(NIVhl) allowed
by the TRW dispersion relation, for N given in Figure 2.3-2a and 2p/K=110 km.
Regions that cannot support TRWs with periods shorter than 100 days are shaded.
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Phase and Correlation Analysis

Time-lagged correlations were computed of the LOKE 5¢_1004 time series at 88°W, 25.8°N (e.g.
Figure 3.1-3) with all other grid points, chosen because it is near the generation site of TRW’s
(see below). The top panel of Figure 3.1-6 shows contours of the lagged correlation (which
differ from zero at the 95% confidence level) in the CGKE region, from 86°W to 92°W, and the
lower panel, the lags in days. These calculations show that the CGKE band coincides with region
of significant correlation, with fair values = 0.45 at approximately 92.2°W, 25.8°N, a distance
some 400 km west of the ‘X’ point (the 95% significance level is = 0.15 at this western point).
In the vicinity of the ‘X’ point, the time-lag contours suggest a phase propagation from northeast
to southwest. Strictly speaking, time-lag contours and phase lines are equivalent only for
monochromatic waves, however, TRW spectra are often dominated by a single peak (Hamilton,
1990). Since the isobaths are approximately east/west in this region, the southwestward phase
propagation is consistent with a southwest-directed or down-slope wavenumber vector, hence
northwest-directed or up-slope group velocity that one would deduce from the TRW dispersion
relation (see Section 2.3 and Figure 2.3-1).

Ray-Tracing Calculations

The approximate coincidence of the region of significant correlation with the CGKE band
suggests a ‘channeling’ effect of near-bottom energy over the 3,000-m isobath, perhaps related to
refraction of TRW’s. To study this, wave rays were traced using the QG dispersion relation
(Section 2.3). In addition to yielding information on various wave properties along the paths, the
calculations also helped locate sources of TRW’s. In the Gulf Stream region, the ray-tracing
method has been used by Pickart (1995) to identify TRW’s and TRW sources.

Initial Positions and Wavenumber Vectors of the Rays

To integrate equations (2.3-4) and (2.3-5) (or (2.3-8) and (2.3-9) if mean flows are included),
initial position (X,, yo) and wavenumber vector (Ko, l,), as well as the frequency o defined for
each ray, must be assigned. By integrating the equations backward (inverse ray-tracing; Pickart,
1995) from positions in the CGKE band, test calculations with various (K,, l,) (at period = 64
days, —0.125 < l, < —0.03 km™ and |k,| << |l,|, where here the direction of |, is opposite to that of
the local Vh; thus hodograph ellipses are predominantly aligned with the local isobaths,
Hamilton (1990)) satisfying the dispersion equation indicate that rays consistently trace back to
locations under the LC and around the northern edges of the southwestward propagating LCE’s.
These tests suggest that LC and LCE variability are the prime driver of the lower-layer
fluctuations found in the PE model. With these tests serving as a rough guidance, six initial
positions, (X, Yo), shown as ‘+’ in Figure 3.1-7a, are chosen, and the ray equations are then
integrated forward with a set of (K,, l,) determined from the PE model outputs as follows. For
convenience, the stations and corresponding rays will be referred to consecutively from east to
west as station/ray #1 through station/ray #6.

In the vicinity of each initial position, energy spectra at a cluster of ‘n’ stations (n=10, including
(X0, Yo) Was used), hence their phases at each frequency, are computed. Any three stations then
give at least two linearly independent equations for the two unknowns k and . The set of K and |
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Figure 3.1-6.0Top panel: contours of maximum lagged correlation (at 95% significance level) in the vicinity of the 3000 m isobath
(CI=500 m), CGKE band (see text), from 86°W to 92°W. Lower panel: the corresponding lags in days.
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Figure 3.1-7a.CTop panel: wave rays (in blue; lighter blue for wavelength < 30 km) traced using
the TRW dispersion relation indicating deep energy paths in the Gulf that
originate under the Loop Current and Loop Current Eddies. The outer rims of LC
and LCEs are indicated in red by the 10-year assemblage of the {/f=-0.2 contours
at z=-50 m obtained from the PE model. The green arrows indicate wavenumber
vectors, plotted every 10 days along the path, with lengths equal to wavelengths
(the 100 km scale is shown below the panel). Bottom panel: the 20 to100-day
deep energy from Figure 3.1-4. Superimposed is a comparison of rays from the
top panel (thin solid) with those derived by including effects of deep mean flow
(thick green curves; using equations (2.3-8) and (2.3-9)).
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Figure 3.1-7b.Various TRW and ambient properties along ray #2 of Figure 3.1-7a: Top to bottom
left-side panels: 1) east/west (solid) and north/south (dashed) group velocity
components, and corresponding speed (dash-dot); 2) Brunt-Viisala frequency; 3)
topographic gradient (solid; left y-axis) and ratio of topographic to planetary beta,
BTopo/ B = fIVhl/(hP) (dash; right y-axis); and 4) wavenumber vector (k,/)
variation. Top to bottom right-side panels: 1) wavelength; 2) water depth (solid;
left y-axis), trapping scale (dash; right y-axis), and estimates from the numerical
model results at five locations along ray #2 (full circles; see Figure 3.1-9); 3)
lower-layer EKE in the 20 to 100-day periods; and 4) distance along the ray as a
function of longitude. The dotted-curves show respective properties
corresponding to the ray that includes effects of deep mean currents (group speed
in the top-left panel).
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thus solved from all (non-redundant) triad permutations are then averaged. Figure 3.1-8 shows
an example, at Station 2 (see Figure 3.1-7a), of four such solutions plotted on the dispersion
curves for four frequencies. The frequencies were chosen to correspond to spectral peaks at this
and its surrounding nine stations, at periods ~ 32, 42.7, 51.2 and 64 days (c.f. Oey, 1996). The
results at other stations are similar. The wavelength values range from 63 to 210 km and they are
averaged for each period. Figure 3.1-8 shows that the averaged solution (K,, l,) pairs correspond
to wavelengths 2n/K ~ 85 to 150 km for the four selected periods. Moreover, they reside within
the linear portion of the dispersion curves, i.e., they approximately satisfy equation (2.3-2) with
B~0 and when tanh(NhK/f)~constant. Thus, for each frequency, only the ratio Ko/, (i.e. the angle
0) is relevant. While group speeds increase with increasing wavelengths (equation (2.3-3)), ray-
paths are relatively insensitive to wavelength (see below). In the following, 2n/K = 110 km is
used for the ‘benchmark’ calculation so that equation (2.3-2) then yields a first guess value of
either K, or |,, and is used in an iterative process to solve (2.3-1) for more precise values of K,
and l,. Hamilton (1990) estimates from observations (his Table 2) wavelengths from 110 km to
300 km for TRW periods from 18 to 300 days. Thus the wavelength values estimated from the
PE model are on the lower end of the observed. However, more recent observations (Hamilton
et al., 2003) with more closely spaced current meter arrays indicate wavelengths of = 60 to 150
km for shorter period TRW’s. The sensitivity of the ray solution to larger wavelengths is
evaluated below.

Results and Interpretations

In Figure 3.1-7a, an example of six rays emanating from initial stations marked ‘+’ is shown
superimposed on ten-year assemblage contours of {/f=—0.2 at z=—50 m. This value of {/f is used
as it indicates well the outer rim of the LC and LCE’s. The contours show the predominantly
southwestward propagation of LCE’s from their initial birth-place in the LC. Each ray is
integrated for 100 days, using a period of 64 days, and on each one, the wavenumber vector
direction, with length proportional to its wavelength, is plotted at 10-day intervals. Rays at
periods 32, 42.7 and 51.2 days (Figure 3.1-8) have also been tested and the results will be
discussed later.

Rays 1 and 2 originate from under the region of active LC north-south pulsation and LCE
shedding. At station #1, the topographic slope is weak, and PBropo/B = fiVh|/(hB) < 1. Waves that
emanate from here are at first predominantly planetary, and propagate slowly (~ —3 km/day). It
later converges with ray #2, which is detailed next.

At station #2, Bropo/P = 6, and ray #2 follows closely the 3,000-m isobath, crosses over it, but
remains just inshore of it as the ray continues to the western Gulf. Its path, together with that of
ray #1, coincides closely with areas of significant LOKE 3¢.1004, from about 87°W through
approximately 92°W (Figure 3.1-7a, lower panel). West of 92°W, the wavelength shortens to
values < 30 km, which is too short to be resolved by the PE model (this portion of the ray is of
lighter shade in Figure 3.1-7a, top panel). The lower panel of Figure 3.1-7a (see also Figure 3.1-
4) also shows areas along the 3,000 m-isobath where LOKE 5¢.1004 attains local maxima near
station #2 or the ‘source,” and near 91°W, 94°W and 95°W where rays converge. The ray
equations can be used to explain the ‘channeling’ effect (of LOKE 20.1004) over the 3,000 m-
isobath, mentioned previously, and also why TRW wavelengths shorten westward. Specifically,
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Figure 3.1-8.0TRW dispersion curves corresponding to peak spectral periods of 32 days (left-
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it can be explained why the ray must bend from propagating northwestward to southwestward at
about 90°W, and why further west it stays inshore of the 3,000-m isobath, and does not veer
northward to cross the 2,000 m isobath. Since Propo/ remains >> 1 (see Figure 3.1-7b and
discussion of it below), equation (2.3-2) is an excellent approximation to the dispersion relation.
Thus,

& = N|Vh|sin(0)/tanh(NhK/|f]) ~ N|Vhsin(®), (3.1-1)

where 0 is the clockwise angle the wavenumber vector makes with the direction of steepest
topographic decent (i.e. with Vh/|Vh|; Figure 2.3-1). Also for NhK/|f] = O(1) or larger, the ‘tanh’
is a weak function of ‘NhK/|f]’, and the first form of (3.1-1) is good with ‘tanh’ = constant. Since
o is constant along a ray, sin(0), and hence 0 (which remains in the first quadrant, i.e. 6 < 90°),
must decrease as the ray enters regions of steeper topographic slopes and/or stronger
stratification. In other words, the wavenumber vector must become more perpendicular to, and
the ray path (which points in the direction of the group velocity; see discussion in Section 2.3))
more aligned with, the local isobaths. Figure 2.3-2b shows that the topographic slope becomes
steep between the 2,000 m and 3,000-m isobaths west of 90°W. This, coupled also with
increasing (though slight) stratification to the north (Figure 2.3-2a), explains why the ray must
turn from northwestward to southwestward around 90°W, and must be confined between the
2,000 and 3,000-m isobaths further west. The agreement of this ‘channeling’ or ‘focusing’ effect
of the ray path and the CGKE band lends support to the idea that the latter is a manifestation of
TRW’s contained in the PE model.

It can be explained also how wavelengths are shortened by refraction as TRW’s propagate
northwestward into regions of increasing topographic slope and stratification. Multiply (2.3-5)
by ki and use (3.1-1):

d(k/2)/dt = — | sin(0) 8(|hy[N)/dy, (3.1-2)

in which it is assumed for simplicity that contours of h and N are predominantly zonal. It is clear
from Figures 2.3-2 that both J|hy|/0y and ON/Oy are positive inshore of the 3,000-m isobath and
since | <0, d(ki*/2)/dt >0 and TRW wavelength shortens along the ray. Hamilton (1990) also
noted westward shortening of TRW’s from observations.

Figure 3.1-7b gives various properties along the ray path #2. The magnitude of the group
velocity (dotted curve in first left panel) varies from about 8 km/day at the initial location
(station #2) to over 10 km/day as the ray turns southward along the Mexican/Texas slope, with
an average of about 9 km day”'. These values of the group speed are consistent with those
reported by Hamilton (1990) and Oey (1996). The x-component (C,y) is negative through the
entire ray-path as wave energy propagates westward, while the y-component (Cg,) attains both
positive and negative values as the ray undulates in accordance with the location of steep
topographic gradient as explained above. This undulation is also reflected by the changing sign
of the x-component of the wavenumber vector k, shown on the bottom left panel, since this is
very nearly perpendicular to Cyy. The TRW is continuously being refracted along the ray-path
and its wavelength shortens from an initial value of 110 km to 30 km (first right panel). In
addition to Gulf processes (Hamilton 1990), Pickart (1995) also found wave-shortening over the
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slope off Cape Hatteras. As noted above, topographic slope steepens (Figure 3.1-7b: third left
panel — solid line) and topographic beta dominates on ray #2 as Bropo/} increases to over 40 near
the western Gulf (third left panel — dashed line). The solid curve in the second right panel
indicates decreasing water depth along the ray, while the dotted curve shows the vertical trapping
scale u' of the wave. Along the ray, this is very nearly proportional to the wavelength, as can be
seen by comparing the first and second right panels. This follows directly from the linear theory
for which the vertical structure