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ABSTRACT

The present paper takes the position that social action inherently involves meaning 
and, thus, cannot be adequately modeled without representing the interpretive process 
among agents.  The development of interpretive models is challenging, however, and 
quickly raises issues of computational tractability.  A strategy is developed based on three 
assumptions (agent focus, continuity reduction and orientation fields) and three 
mechanisms (prototype inference, orientation accounting, and situational definition).  When 
the three mechanisms are incorporated into an action selection mechanism, they provide a 
model of the interpretive process of social interpretation with a higher level of verisimilitude 
than many other approaches. 

INTRODUCTION

In communication and action, human actors are oriented by meaning.  Accordingly, 
in every situation, we consider, discern, define, attribute, convey, question, dispute, affirm, 
reconsider and evolve its meaning in a particular instance.  Inevitably, the attribution of 
meaning is an indexical process:  the same participants may view shared situations as 
having distinctive, or even conflicting, meanings.  The process of meaning attribution is 
dynamic, often shifting rapidly, as the interpretation of the actor shapes and informs the 
subsequent flow of communications and acts. 

The process of modeling orientation and meaning does not stand as a new problem.  
Many significant strategies in artificial intelligence, including semantic nets, logic-based 
semantics, rule-based inference, neural networks and subsumption, among others, have 
sought to address this capability.  Therefore, a developing initiative to design interpretive 
agent models has a responsibility to distinguish its strategies from those already explored.

At present, the boundaries of agent design are bounded by the complexity 
exemplified by the long search for artificial intelligence and the simplicity of reactive agents.  
When addressing complex environments, the former typically encounters the limits of 
computational complexity.  Simple agents, on the other hand, tend to require drastically 
simplified environments, for example, reducing social interactions to the random flipping of 
binary cultural tags (Epstein & Axtell 1996; Lustick & Miodownik 2000; Lustick, 
Miodownik & van der Veen. 2001).  

The strategy developed below is to capture domain complexity without confronting 



computational limits by emphasizing shared social prototypes and the interpretations and 
actions through which they operate.  More specifically, the goal is to design and construct 
three linked mechanisms that are intended to simulate the fluidity of social interaction:  1) 
prototype inference,  2) orientation accounting and  3) situational definition.  These 
mechanisms are, in turn, based upon three design assumptions, to which the discussion 
now turns.

INTERPETIVE ASSUMPTIONS

Agent Focus.  One assumption of the present initiative is that agent-based modeling 
and simulation provides a unique and often effective research domain.  The nature of this 
setting provides several potential advantages upon which the strategy seeks to draw.  These 
include:  1) the ability to control the complexity of the topology and artificial ecology,  2) 
the ability to define the action and communication capabilities available to the agent, and  3) 
the opportunity to experiment with a variety of algorithms and methods (including neural 
networks, genetic algorithms and swarm algorithms).  All of these forms of flexibility 
allow simple, proof-of-concept models to evolve toward more complex and realistic 
assumptions.

Another advantage of agent models is their natural support for social processes.  It 
is true that some agent models are only minimally social (e.g., models that use individual 
agents as the fundamental unit of analysis with all state and behavior defined at that level).  
Yet, even atomic agents relying on simple rules (and therefore limited individual 
intelligence) can produce a result that simulates implicitly social processes such as local 
comparison or situated learning.  In addition, since the model frequently assumes many 
agents distributed across space, social networks, etc., there is ample opportunity for 
experimentation with mechanisms that are more fully and intuitively social.  It is possible 
that the very sociality of such strategies may provide a more realistic and tractable approach 
to the design of interpretive agents than does the direct attempt to model agent intelligence.  
The present discussion explores one such approach.

Reduction of Continuity.  A second assumption of the present strategy is that a 
significant fraction of agent innovation can be represented by a translation process from a 
continuous environment to discrete internal models that provide the basis for inference.  
More specifically, the present model assumes that agents are situated in a complex 
environment that makes available multiple simultaneous cues or, in a semeiotic sense, signs 
that are used by the agent in defining the salient features of the current situation, including a 
complex forms of communication that might, for example, include tone and emphasis of 
voice, facial expression and body language.  Such situational cues are subtle, textured, and 
may be represented as defined on continuous domains.  However, given bounded 
rationality, each agent “collapses” the richness of the setting into more discrete 
classifications, rules and schemas.  Agents must, for example, determine whether a 
statement is a fact or a misrepresentation, whether a quip is a joke or an insult, whether a 
response is indifferent or a threat, and many other complex communications that themselves 



occur in a larger (ecological, technological, structural) context.  
Considering the range of possible interpretations in their virtually unlimited 

combinatorics is beyond the capacity of the agent and is, thus, inevitably reduced to a finite 
set of possible alternatives.  However, the prospective responses of agents may be subtle 
and nuanced and, therefore, may again be reasonably represented in complex and 
continuous forms.  It follows from the translation assumption that, at every step, the 
communicative and interpretive processes are a possible source of misunderstanding 
between (among) agents.

Orientation Fields.  A third assumption of this approach is that agents 
(dynamically) maintain an orientation field with an emotional valence for every relevant 
agent, object and resource, and that this field forms the context within which inference 
occurs.  In addition to concrete referents, an orientation field also contains typifications of 
various types and at diverse levels of granularity, which are the focus of agent affectivity at 
varying levels of intensity.

In general, there is considerable stability in affective commitments.  However, 
events, along with associated cognitive reclassifications, can influence emotional valence 
(e.g., a trusted employee becomes a competitor).  Accordingly, it is assumed that emotion 
and cognition are integrated into a co-evolving orientation field that shapes successive agent 
behavior.

INTERPRETIVE MECHANISMS

In the context of these three assumptions, three mechanisms are identified that can 
be used to (at least begin to) simulate the constitution of meaning.  The three mechanisms 
are:  1) prototype inference, 2) orientation accounting, and  3) situation definition.  These 
will be described in turn.

Prototype Inference.  A primary mechanism is the use of conceptual prototypes in 
comprehending and drawing inferences about the world.  Rather than a set of facts, 
assertions or beliefs, human concepts take the form of prototypes.  That is, agent concepts, 
both individual and collective, manifest a core/periphery structure with concept exemplars, 
and departures from that prototype, varying along the dimensions that together define the 
prototype concept.  

This conceptual structure is well known and fully documented by cognitive science 
research (Rosch 1978; 1983; Hahn & Chater 1997), but understanding the process of 
drawing inferences from a network of prototype concepts is in an early stage.  Accordingly, 
in the near future, methods are likely to be exploratory, and perhaps domain-specific.  
However, the incorporation of naturally-occurring data structures seems likely to add 
robustness and plausibility to agent models.

Orientation Accounting.  A second mechanism, orientation accounting, is inspired 
by social pragmatism (Mead 1934; Mills 1940) and ethnomethodology (Garfinkel 1967; 
2002).  A simple accounting mechanism models the facts that:  1) in preparing a 
communication or act, an agent considers the likely response of significant others, and  2) if 



recent communications or acts are challenged by others, the decision must be defended, 
initially by invoking an anticipatory rationale.  Orientation accounting locates the 
mechanism withinin the previously discussed orientation field.  While there are cognitive 
dimensions in orientation accounting, emotional anomalies must be resolved to achieve 
relational stability.  If the challenge continues, for example, it may be necessary to elaborate 
the defense and have the elaboration (minimally) accepted, accept disruption of the 
relationship, or acknowledge a misjudgment.  Orientation accounting is implemented as a 
capability (set of methods) shared by all interpretive agents, and driven by emotional 
orientation.

Situational definition.  A third mechanism is situational classification.  The 
specificity of circumstances, in conjunction with the agent response to those circumstances, 
provides direct input into the action selection mechanism.  An ability to define the salient 
features of a situation is a vital skillset for human actors, and has been so recognized since 
the work of W.I. Thomas (1967).  Accordingly, it is important to model this skillset, in 
prototype terms and in sufficient detail to clarify domain specific implications.  Situation 
theory (Barwise1989; Devlin 1991) provides a formalism with which to represent the 
process.

Situations are frequently extremely dynamic; however, with successive 
communications or actions having the potential to redefine how participants categorize and 
respond to the situation.  As Sawyer has extensively documented, situations emerge, and 
are attended to, using the improvisational skills of the participants.  The resulting 
experiences, which cannot be assumed to be the same, even among common participants, 
then feed back into the structure the agent’s orientation field.

The three mechanisms work together to shape meaning in communication and 
action.  Communications and events create a new situation that is defined by agents in terms 
of existing prototype situations.  Inference is then made about causality, constraints and 
probable outcomes.  In the generation of communication and action alternatives, emotional 
accounting considers how best to justify a course of action, including the possible alteration 
of the action to improve the response of significant others.  After a situational response, and 
possibly at other points in the future, prototypes are reclassified and emotional valences are 
adjusted.  The operation of these three mechanisms does not exhaust the components of 
interpretive agents, but they provide a preliminary nucleus.  

TOWARD IMPLEMENTATION

Since salient social entities and events are complex, multi-dimensional, variegated 
and fluid, agents must have a coherent and computationally tractable means of reasoning 
about them.  Prototypes have explored by empirical psychology during the last several 
decades, but they have not yet been incorporated into agent simulation.  For the purpose of 
this project a prototype is defined by:  1) assembling a set of dimensions along which a 
particular entity (or related set of entities) may vary,  2) identifying clusters of core values 
that, relative to which, one or more salient social entities are defined, and  3) reasoning 



about the location of entities (or sets of entities) and how they may influence agent 
orientations.  These three components represent agent actions available to interpretive 
agents, and will be designed and implemented during the course of the present project.

An orientation is an emotional valence toward a salient social entity.  Orientations 
tend to be preserved, but can be called into question by events.  Major or consequentially-
timed events can result in a wholesale reorganization of agent orientations.  One constraint 
on the easy or frequent restructuring of orientations is the fact that they are shared with 
groups of other agents, those of which the agent is a member, or with which s/he identifies.  
Both as individuals and groups, these are salient social prototypes.  This means that the 
actions constituting orientation management include anticipation of significant agent 
responses, selection and calibration of possible actions to satisfy such constraints and the 
generation of accounts in which the consequences of actions for salient individuals or 
groups can be justified.  Together these possible actions define an aspect of agent behavior 
to be implemented as part of the present initiative.

Interpretive agents, complete with prototypes, orientations and the actions with 
which they are managed, find themselves in situations which must be interpreted.  The 
agents use prototypes and orientations to generate expectations and act accordingly.  
Subsequent to the situated event (itself composed of the actions of multiple agents, as well 
as possible exogenous developments), the event is assessed and prototypes and orientations 
are realigned accordingly.  This process of realignment is constituted by possible actions 
available to the agent.  These actions will be designed and implemented during the course of 
the present project.

Together agent actions that allow the management and use of prototype inference, 
orientation accounting and situational interpretation result in an interpretative aspect that 
will be available to the agents used in this project.  Since prototypes and orientations are 
shared among groups, but individually aligned, they provide a basis of common action but 
are also a source of possible misunderstanding among agents and groups.  Such 
misunderstandings must be negotiated, or otherwise responded to, for coordinated social 
action to emerge.  

Thus, prototypes and orientations constitute a shared social heuristic by which 
coherent social behavior may be simulated without creating unbounded computational 
demands.  The prospect of modeling interpretive agents and interpretive social processes 
carries the potential of a new type of social simulation that can capture the complexity 
inherent in meaning-oriented systems, while still remaining computationally tractable.

DOMAIN COUPLING

While these features and capabilities are designed to be generic and, thus, broadly 
applicable, their use requires that they be mapped to particular topical domains.  Each 
domain has its own entities, events, types and structures that must be specifically 
represented in order to develop a reliable model.  Thus, both designing generic mechanisms 
and embedding them are both part of the overall design process.



To illustrate, the generic mechanisms described above  will be applied to a stylized 
two-stage electoral process.  More specifically, agents will be programmed to apply 
prototype inference, orientation accounting and situational definitions to the issues 
addressed by political actors facing elections.  The interacting interpretations of diverse 
agents will then generate the creation and dissipation of (partially) shared political 
orientations relative to their political options.

The situated model containing these complex interactions is implied by the nested 
political games developed by Tsebelis (1990).  Nested games occur when two or more 
games are played at different but interrelated levels, with one forming a context in which the 
other is conducted.  Strategy choices that are apparently suboptimal may actually be a result 
of multi-layer interaction.  

For example, a two-phase election such as in the French Fifth Republic has an 
initial partisan phase, followed by a coalition phase, in which the previous competitors must 
close ranks within a week in order to successfully contest the general election (Tsebelis 
1990, pp. 187-232).  During the first round, candidates are typically motivated to attack the 
candidate from within their coalition (their competitor) because they both seek support from 
the same pool of voters.  During the second round, potential for the coalition to win the 
office provides an incentive to support and vote for the coalition candidate.  

Tsebelis’ analysis of historical trends indicates that a coalition’s ability to close 
ranks in the second phase is influenced by how competitive the coalition partners are with 
each other and by their prospects for winning the seat.  Thus, the results of the partisan 
phase define a context in coalition phase decisions are made.  Tsebelis’ analysis is that the 
less competitive the parties in the coalition are, and the better their prospect of winning the 
office, the more likely supporters of the losing candidate will transfer their support in the 
second phase.  However, when this pattern occurs, it is because individuals and 
organizations have pre-existing orientations, and interpret events in particular ways.  There 
are also occasions when Tsebelis’ generalization does not obtain, and those patterns also 
result from the orientations, situational definitions and interactions of participating agents.  
The challenge is to construct simulation models that can capture the closing of ranks as well 
as the failure to close ranks in their situated specificity.

Tsebelis constructs a game theoretic model of these tensions.  The resulting 
framework is sometimes criticized, however, for failing to adequately address equilibrium 
selection.  In a broader sense, its virtues are also its faults, in the sense that the additional 
complexity introduced by the concept of game nesting results in a model that is analytically 
intractable.  The nesting of layers presses the design of agent simulation beyond the 
standards of current practice as well, in that agents may hold views that are ambivalent and 
internally inconsistent.  Thus, the example may usefully illustrate the prospective 
advantages of interpretive design as well.

Imagine, for example, that there are thousands of voters and dozens of issues of 
varying salience on which they may hold opinions.  Multiple parties and their leading 
candidates attempt to attract voters who share their positions and, in some cases, evolving 
toward positions that will attract key segments of the electorate.  A larger number of 
newspapers serve a particular reading audience and take positions on a variety of issues.  



Together, and through their interactions, these individuals and organizations define multiple 
orientation fields:  their own and those the share.  The result gives rise to a dynamic co-
evolving process.

In defining an interactive model, we can further assume that there are three small 
group settings in which actors influence each other:  the party committee, the editorial board 
and the neighborhood group.  The latter might be extended to work groups, religious 
groups, etc., where the form of interaction is a sharing of orientations as each tries to 
convince others and/or learn others’ information relative to the question of who to support 
in the relevant phase of the election.  In each setting, individuals bring their personal 
orientation field, which may evolve based on interaction with others in the process of 
arriving at shared strategies to achieve group goals. 

In sum, when the structure of a two-phase electoral process is translated into a 
simulation model, where heterogeneous voters from across the political spectrum are 
confronted with a variety of candidate strategies and first-phase outcomes, as well as the 
commentary of various editorials, the contribution of situational models becomes evident.  
Specifically, because each agent has a potentially distinct social background and particular 
position within the field of contested policies, each voter castes a ballot, not only in the 
context of a private (subjective) state, but also of a unique situation.  
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